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Abstract- The use of multiple-input multiple-output (MIMO)
configurations in wireless systems is becoming increasingly pop-
ular, due to the potential capacity enhancing properties. The
use of such configurations, requires deployment of multiple
RF chains and results in an increase in cost and complexity.
This paper focuses on transmitter design, where cost is often
dominated by the need to utilise linearized power amplifiers.
Thus, the effect of reducing the number of active transmit
antennae through selection can yield a significant cost advantage.
Three criteria for transmit antenna selection are evaluated and
characterised through the use of real channel data in the UHF
band. The criteria are based only on the channel gains and
have relatively low complexity; thus are suitable for practical
purposes. This study examines the performance of the tested
selection algorithms under a variety of operating conditions. The
paper also considers the issue of delayed switch time due to
reverse-link communication latency.

I. INTRODUCTION

Multi-antenna technology has emerged as a method for
enabling high-speed wireless communications. Such systems
have been shown to achieve larger capacities and improved
performance in comparison to their single antenna counter-
parts [1]-[4]. However, for practical applications, the cost
and complexity of implementation is significant due to the
number of RF chains required. This is in particular the case for
transmitters where costly linearisation is often needed. These
concerns have motivated researchers to develop methods of
reducing implementation cost while maintaining the benefits
of MIMO systems. One such technique is antenna subset
selection, which seeks to utilise a subset of the available
transmit and/or receive antennas.

Various antenna subset selection criteria have been dis-
cussed in the literature, including power and signal-to-noise
(SNR) maximisation [5]-[7] (generally norm-based algo-
rithms), maximisation of the ergodic capacity of the equivalent
channel [8], [9], and minimisation of the average probability
of error [10], [8], [12], [17]. Although norm-based algorithms
do not always produce the best results, they are useful due to
their low computational complexity and known statistics.

This paper considers transmit antenna selection, specifically
for UHF band multi-antenna systems. The algorithms dis-
cussed in this paper, are calculated based on the channel gains
only (i.e. they do not require knowledge of the channel statis-
tics) and are considered relatively simple to implement in a

practical system. The performance of several antenna selection
algorithms are investigated on real channel measurements.
The remainder of this paper is organised as follows: In

section II, a number of criteria for transmit antenna selection
are discussed and their application is investigated through the
use of real data. Section III outlines the evaluation methods
used to determine algorithm performance, while section IV
presents the results. The paper is concluded in section V.

II. SELECTION METHODOLOGY

The wireless system considered in this paper consists of
Nt transmit and N, receive antennas. Such a system can be
represented by

y =Hx+n (1)

where y and x are the received and transmitted signal vec-
tors, respectively. H is the channel response matrix, and n
represents the additive white Gaussian noise (AWGN) vector.
To study transmit antenna selection, we assume there are Kt
RF chains available at the transmitter, where Kt < Nt. The
transmitter needs to select Kt out of the Nt available physical
transmit antennas for data transmission. There is a total of
CNt possible combinations of transmit antennas that can be
used for transmission. Transmission occurs for a fixed frame
length (itself determined by channel stationarity or some other
criterion), after which the transmitter selection process repeats.
Note that in a practical system, one frame might be too short.

It is assumed that the receiver estimates the channel during
a training period. The desired transmit antenna subset is then
computed and the choice is fed back to the transmitter through
a low bandwidth feedback path (this configuration is further
explained in Section III). Since this message takes some time,
the switching is not instantaneous, but occurs in time for the
subsequent packet. It has been shown that in the absence of
channel knowledge at the transmitter, the optimal solution is
to distribute power equally across all Nt available antennas
[1], [2], [3], [13].

In this paper, we consider the following subset selection
algorithms:

1) Power Criterion: In general, for a (N, x Nt) channel
matrix, the received SNR is proportional to the Frobe-

0-7803-9392-9/06/$20.00 (c) 2006 IEEE

2640



nius norm of the selected (N, x Kt) channel submatrix
and can be represented by

N, Kt

SNR = ~, E ,, 2

i=y l1i=F=
(2)

where -Y = E,o is the energy per transmit antenna
divided by the noise power, and Hij is the channel gain
between the jth transmit antenna (in the selected subset)
and the ith receive antenna.

In order to select the optimal combination of transmit
antennas, this method tries to minimize the bit error rate
(BER) by choosing the subset of antennae corresponding
to the maximum SNR. This is equivalent to selecting
those columns of H that maximize (2) [7], [14].

2) Full Conditioning: This implies choosing the subset of
Kt antennas corresponding to the best condition number
from the channel matrix-derived submatrices. This con-
dition was introduced as some of the channels selected
by the power criterion tended to be ill-conditioned,
leading to poor performance. This is likely to be innate
to the nature of the long distance UHF channels under
consideration.

3) Zero-Forcing Based Selection (ZFS): This method is
primarily based on zero-forcing [15]. It assumes the total
transmit power is constant but can be distributed non-
uniformly across different antennas. The method works
by choosing the subset of Kt antennas that minimize

Kt N,

i = E H,,j# Z2 (3)
i=l j=l

where H# denotes the pseudo-inverse of the selected
channel matrix , defined as H# = (HHH)-lHH.

An advantage of this method is that by minimizing
a matrix expression based on the pseudo-inverse of
the channel, ill-conditioned channels are automatically
disqualified from selection. Similar approaches to this
have been described and analysed in the literature [11],
[8], [16]. A derivation is outlined in the Appendix.

In this paper, the application of these approaches to UHF
band MIMO systems are illustrated and evaluated using mea-
sured channel data.

III. SYSTEM MODEL
A custom-designed multi-channel phase-locked UHF

transceiver testbed was used for the experiments. The testbed
was optimized to explore channel characteristics in the absence
of modulation effects, which can be evaluated as and when
appropriate using system simulation tools. This process has
been discussed in [4].
The testbed was set up to have an equal number of transmit

and receive antennas, namely Nt = N, = 4, where Kt = 2
of the Nt = 4 transmit antennas were to be selected for
transmission. The system operated at a frequency of 415
MHz, with a 25kHz bandwidth. An unmodulated carrier was
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Fig. 1. Error performance for all possible transmit antenna combinations for
one particular captured channel.

transmitted over each such channel in a rapid time slotted
fashion (where all combinations of two transmit antennas were
considered). The received signal was captured in four channels
at distances of up to 30km over various terrains.

Only minor obstructions were present along the investigated
paths, with path losses of between 130 and 150 dB for 37
dBm or 5 watts of transmit power per antenna. Therefore, the
receive power was between -93 and -113 dBm. Assuming the
1lr4 law for power loss vs distance this allowed a range of
approximately 30km between the transmitter and the receiver.
Seven element Yagi antennas were used. To evaluate error
performance, a 256-QAM constellation was superimposed on
the detected and estimated channel matrices, and symbols were
applied at a rate of approximately 20k symbols/sec.

IV. RESULTS

Each of the three criteria described in Section II were
used to select an optimal subset of antennas for several
hundred captured channels. The results were then evaluated
and compared based on two different performance measures,
namely SNR and BER. For visualization purposes, only 50
channels are presented in the plots. The y-axis component has
been scaled to fit in all cases.
As an example, system error performance is presented in

Fig. 1 for one set of 4 by 4 captured channels, assuming equal
power per transmit antenna. The BER curves are plotted for the
6 possible transmit antenna pairs that can be selected. As can
be seen, two of the combinations, namely (1,3) and (2,4), yield
error performance much worse than the other combinations.
The power criterion selects antennas 1 and 2 as the optimal
pair in this case.

A. SNR Based Performance Measure (,)
As shown in the Appendix, ( is inversely proportional

to the SNR for any selection criterion. It can be used to
provide a measure of comparison between different selection
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Fig. 2. Performance of various selection criteria in terms of (.

methodologies. Fig. 2 presents ( plotted for 50 samples of the
captured channels selected by each of the selection methods.
As is evident in Fig. 2, the power criterion of (2) performs

very poorly in some instants, leading to the spikes which
indicate severe performance degradation. This is suspected to
be due to the method not being able to deal with ill-conditioned
channels. Full-conditioning does not have that problem but it
is not as effective on average (in terms of SNR performance)
as the power criteria. ZFS outperforms the other methods by
taking both condition number and power into account.
The experiment was repeated for randomly computer-

generated Rayleigh and Rician channels. In both cases the or-
der of performance was similar to that observed in the captured
channels but the performance difference of the various criteria
was of lower significance. In the Rician case, this difference
became larger as the Rician constant was increased.

B. BER Based Performance Measure
BER values were also determined for the different selection

criteria (simulated for 256 QAM), and the results for an
arbitrary SNR of 10 dB are presented in Fig. 3. Note that
since we are plotting BER values, the lower the curve the
better the corresponding performance.
As can be seen, the power criterion still faces problems,

suspected to be due to the ill-conditioning of some captured
channel matrices. ZFS is again seen to outperform the power
criterion by taking both power and the channel condition into
account. In contrast to the results obtained using ( however,
the full-conditioning method now outperforms all the other
methods. This is suspected to be due to the way the simulation
was performed. That is, in order for the BER-SNR calculations
to be performed in the simulation, the selected 4 by 2 channel
matrix was normalized before being passed to the receiver (to
give an equivalent channel power of unity). It can therefore
be argued that the simulation was biased in favour of the
full-conditioning method, where the normalization tends to be
irrelevant to performance in the absence of signal rounding
and quantization effects.
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Fig. 3. BER performance for a SNR value of 10 dB.

It is worth noting that this normalization process is com-
monly applied in published simulation results, where it is
performed in order to set received SNR and measure the
corresponding BER, yielding the standard BER versus SNR
curve as presented in Fig. 1. In order to derive a more
impartial representation of the performance of each method,
the normalization factor used was plotted for each channel and
the results are presented in Fig. 4.
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35 40 45 50

the normalization factor used in ZFS and full

The normalization factor is directly proportional to the
channel power, i.e. larger normalization factors represent better
channels in terms of power. The result highlights the ineffec-
tiveness of the full-conditioning method in terms of power.
The power criterion, based on its definition, would clearly
outperform the alternative methods under such conditions. As
before, ZFS proves to be a good compromise (between the
power and condition number criteria).

Thus, instead of calculating BER for a fixed SNR, Fig. 5
presents the BER values, evaluated this time for fixed noise
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Fig. 5. BER based performance of selection criteria for an equivalent fixed
noise level.

APPENDIX I
DERIVATION OF ZFS CRITERION

This method relies upon the channel (pseudo) inverse and
is derived from the zero-forcing (ZF) equations [15]. Similar
approaches to this have been described and analysed in the
literature [11], [8], [16]. This paper uses a slight variation
of these methods and explores their application to UHF band
multi-antenna systems.

Consider the (N, x Nt) MIMO system described in (1). As-
sume there exists only Kt(< Nt) RF chains at the transmitter,
from which the data can be transmitted. This would mean that
the (N, x Nt) system reduces to a (N, x Kt) system and the
goal is to choose the best Kt antennas out of the available Nt.
It is further assumed that the ZF method is used for decoding.

Considering independent noise, the ZF data estimate, for a
given subset selection is

x= (HHH)-lHHy
levels (without normalizing the channel). These results now
agree with those obtained based on (, in Fig. 2.

C. Feedback Consideration:

During the initial experiments, it was assumed that the
selected channel information was relayed back to the trans-
mitter via a feedback path of sufficient speed to indicate a
choice of antenna subset before the end of synchronisation
and training. Such switching was effectively instantaneous, as
far as data packets were concerned. However, this is unlikely
to be true for most deployed systems, where the feedback is
likely to comprise part of a messaging protocol; and is thus
delayed to fit in with formatting, framing and packetisation. In
simulations, the effect of a delay due to the feedback path was
modeled by simulation to incorporate a fixed one packet delay
between antenna subset selection and the subsequent switch. It
was found that results for all three cases were slightly worse,
however, their relative order of performance stayed the same.

V. CONCLUSION

Three transmit antenna subset selection criteria were in-
vestigated to consider their practicability for use in long
distance UHF MIMO channels using a 256-QAM modulation
format. These criteria were power, full conditioning and the
ZFS method. The power criteria outperforms full conditioning
in well-conditioned channels, but leads to extremely poor
performance when the channel is ill-conditioned. Full condi-
tioning eliminates the effect of ill-conditioned channels. ZFS
outperforms all other investigated methods in terms of SNR
performance. It takes the channel power into account, and by
minimizing the pseudo-inverse of the channel, automatically
eliminates the problems of ill-conditioned channels. The cost
is a slightly higher degree of computational complexity. When
channel state information (CSI) is available at the transmitter,
the ZFS discussed can also be used to distribute the transmit
power optimally (in a zero-forcing sense) to different antennas.

H#y (4)

We can then write

x =x+IHn (5)

and it follows that the ith component has the form

N,

Xi = Xi +E Hij#n
j=l

(6)

Assuming that the noise is independent, we then obtain a
measure of SNR for the system given the Kt transmit antennas
as

Kt

SNRtotal = E SNRi
i=l

Kt vx,2

N, 21= 7nj2Z H 2

J1l

(7)

where o7 and an represent the signal and the noise power,
respectively.

For optimum (SNR-based) performance, it is desirable to
maximize SNRtotal for a given signal and noise power.
Therefore, the goal is to maximize SNRtotai given constant
(7Xtotal2 and 72n where

Kt
2

l
2 = i

2

i=l
(8)

In a practical system, one can assume that the overall channel
gain is less than unity (i.e. no extra signal energy gained during
transmission). Therefore, it can be assumed that
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(9)
Nr

EIHij# 1, i= 1, ...,~Kt
j=l

We can now consider two cases:



(10)

SNRtotal = 2, (11)

j=1

Considering constant signal and noise power and also (9), it is
clear that in order to maximize (11), we need to minimize the
denominator. Therefore, we need to choose the rows of H#
which lead to a minimum absolute row squared sum (i.e. the
criterion highlighted in (3)).

B. Non-equal Power Distribution:

For a non-equal power distributer, the optimum distribution
(assuming fixed total power) should be such that

axi2
N,

E Hili
j=l

Therefore,

N,

j=l

Jxzz2

N,2E Hz,j#
2 2 1=

(7xz = (7xiN #(
~N,2

E IHi,jI
j=l

Considering (13) and (8), for i' = 1..,Kt, we can write

Kt

(7Xtota,l = 7xi + E 7xz2

Kt

17xi2 ( + E

Z :+ i

NZ 2
E: Hz,i#

j=l

Z: Hi, # 2

J1l

Kt N,
=EE Hz,j# 2

z=lj=l
(16)

leading to the criterion presented in (3). ( can be used as

a performance measure for any of the considered selection
criteria.
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Using (14) and (7), for i = 1, ..., Kt

SNR, Ctotall
Nr

2Un Hi,
>11

t(7 H2_ CXtotal
Kt N, 2

(7n2 E E HZ j#
z=lj=l

12

12
IHi

(15)

Assuming that the total signal power and noise power are

constants, it is evident that in order to maximize (15) and
therefore (7), we need to select the subset of Kt rows which
minimize
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A. Equal Power Distribution:
For an equal power distributer

2 a (7)tot2
(7xi Kt t

and (7) can be simplified to




