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Abstract

Broadband wireless access systems can be used to deliver a variety of high data

rate applications and services. Many of the channels being considered for such

applications exhibit multipath propagation coupled with large delay spreads. Cur-

rently, orthogonal frequency division multiplexing is employed in these channels

to compensate the effect of dispersion. Single carrier (SC) modulation in conjunc-

tion with frequency-domain equalization (FDE) at the receiver has been shown to

be a practical alternate solution as it has lower peak to average power ratio and is

less sensitive to frequency offsets and phase noise compared to OFDM. The effect

of multipath propagation increases with increasing data rate for SC systems. This

leads to larger inter-symbol-interference (ISI) spans. In addition the achievable ca-

pacity of SC-broadband systems depends on their ability to accommodate multiple

signal transmissions in the same frequency band, which results in co-channel inter-

ference (CCI) when detecting the desired data stream. The effects of CCI and ISI

are more pronounced at high data rates. The objective of this research is to investi-

gate and a develop low-complexity frequency domain receiver architectures capable

of suppressing both CCI and ISI and employing practical channel estimation.

In this thesis, a linear and a non-linear receiver architecture are developed in the

frequency domain for use in highly dispersive channels employing multiple input

multiple output (MIMO) antennas. The linear receiver consists of parallel branches

each corresponding to a transmit data stream and implements linear equalization

and demodulation. Frequency domain joint CCI mitigation and ISI equalization is

implemented based on estimated channel parameters and is called space-frequency
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equalization. The non-linear receiver implements hybrid decision feedback equal-

ization by extending the parallel branch linear MMSE receiver to include a deci-

sion feedback back end and is referred to as the space-frequency decision feedback

equalization (SF-DFE). As with the linear equalizer, the SF-DFE also performs fre-

quency domain CCI mitigation and MMSE-FDE. In addition, it implements a time

domain feedback filter performing post-cursor ISI cancellation based on the recently

detected data symbols.

A training sequence based time domain channel estimation algorithm is devel-

oped which estimates the effective channel parameters by maximizing the signal

to interference plus noise ratio. These parameters are Fourier transformed and

utilized by the frequency domain receiver. The effective channel parameters are

estimated in parallel using a parameter estimation algorithm. Further, an iterative

QR-decomposition based parameter estimation algorithm is developed which yields

performance improvement over the non-iterative parameter estimation algorithm.
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Chapter 1

Introduction

Wired high-speed communication systems delivering voice, data and video are often

less effective than wireless systems in their ability to scale with the ever-changing

telecommunication environment [2,3]. Some of the reasons for this are higher cap-

ital costs, recurring maintenance costs and a lack of flexibility in wired systems.

Broadband wireless has emerged as an exceptional last mile access alternative to

wired systems such as xDSL and cable modems [2–4]. Wireless systems offer the

advantage of diversity in the time and frequency domains that can be exploited us-

ing suitable transceiver algorithms [4]. However, wireless channels suffer from time

varying dispersive fading that must be compensated in order that wireless systems

can provide a viable alternative.

In this chapter, an overview of broadband wireless systems is first presented

which points out some of the key technical challenges for broadband data transmis-

sions. A system level description of the two main competing wireless techniques

for broadband communications is then provided. Finally, we summarize the use of

multiple antennas at both ends of a broadband wireless link in order to significantly

improve both spectral efficiency and link reliability.
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Figure 1.1: A typical BWA network.

1.1 Broadband Wireless Access - An Overview

It is an exciting time for broadband wireless access (BWA) systems with key devel-

opments and a range of new technologies being developed [4]. Apart from being

quick and easy to deploy, BWA networks involve comparatively low initial invest-

ment and can be easily expanded to accommodate more users. Since their initial

deployment in the 1990’s, BWA services have enjoyed significant growth [4]. BWA

services that attempt to provide services similar to those of traditional fixed-line sys-

tems are called fixed BWA [5]. Another type that offers the additional functionality

of mobility is mobile BWA [6]. Fixed BWA applications can be either point-to-point

or point-to-multi-point architectures as illustrated in Fig. 1.1. Point-to-point appli-

cations include inter-building connectivity within a campus and microwave back-

haul [4]. Point-to-multi-point applications include broadband for residential, small

office/home office, small-to-medium-enterprise markets, wireless fidelity (Wi-Fi)

hotspots and worldwide interoperability for microwave access (WiMax) and broad-

cast as shown in Fig. 1.1.
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The first generation of BWA systems, called local multi-point distribution ser-

vices [4], evolved as an alternative to high speed wired solutions such as ADSL and

cable modems. These used millimeter wave carrier frequencies, such as 24GHz and

39GHz and delivered data rates of 32 megabits-per-second (Mbps) and higher [4,7].

Later, multi-channel-multi-point services were used for delivering very high data

rates. These first generation services using highly directional antennas required

a clear line of sight (LOS) communication path between the transmitter and the

receiver. Hence, high power transmitters were installed on tall buildings which pro-

vided fixed BWA with a range of up to 35 miles [4].

Second generation BWA systems used carrier frequencies in the 2-11GHz range

and dealt with the LOS problem existing with the first generation systems. Further,

they provided improved quality of service and system capacity over the first gener-

ation systems [4, 8]. First generation BWA used single carrier (SC) transmission,

whereas multi-carrier based orthogonal frequency division multiplexing (OFDM)

was exploited in the second generation systems. Both generations aimed at deliver-

ing broadband services to fixed users.

The third generation high-rate wireless services emerged in 2003 with the stan-

dard, institute of electrical and electronics engineers (IEEE), IEEE 802.16a, offering

broadband data and multimedia services to mobile users in the 2-11GHz radio spec-

trum [6]. These systems support internet protocol (IP) based voice, and high speed

data in the form of both multicast and broadcast services. Such systems use both SC

and OFDM transmission schemes to deliver fixed and mobile BWA services in the

2-11GHz and 2-6GHz frequency bands respectively. These are described as scal-

able orthogonal frequency division multiple access (OFDMA) systems [4]. These

second and third generation services are capable of delivering peak data rates of

75Mbps [9].

Further developments in BWA communications include employing multiple in-

put multiple output (MIMO) antenna configurations in order to meet the demand for

higher data rates. The available MIMO techniques include precoding, space-time
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Figure 1.2: A SC MIMO system using joint transmit-receive processing for CCI
and ISI mitigation.

coding and spatial multiplexing (SM) [10–12]. All these MIMO techniques have

been exploited for BWA communication systems [1, 13, 14].

The second and third generation BWA systems support services in non-line-of-

sight (NLOS) channels, which are subject to strong multipath propagation leading

to large channel dispersions. This results in temporal interference between succes-

sive data symbols, known as inter-symbol-interference (ISI). In addition, in both

multi-user systems and MIMO systems cochannel interference (CCI) arises due to

frequency re-use. The effects of CCI and ISI in broadband systems are discussed in

more detail in chapter 2. The combined effects of CCI and ISI need to be compen-

sated either at the transmitter, or the receiver [1] or by some form of joint transmit-

receive processing [13]. In the following, we discuss some of the transmitter based

techniques used to mitigate CCI and ISI.

Ideally a SC-MIMO system as shown in Fig. 1.2, uses joint transmit-receiver
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processing to mitigate the CCI and ISI. In order to implement transmitter pro-

cessing, channel state information (CSI) is required at the transmitter and this re-

quires a feedback link back to the transmitter. Pre-processing techniques can then

be used to decrease the error-rate, improve the throughput and to control the CCI

[10, 13, 14]. Some of the pre-processing techniques that have been studied in con-

junction with SC systems use spatial beamforming, eigenmode optimization and

Tomlinson-Harashima pre-coding (THP) [15, 16].

Transmitter techniques which require full CSI to be fed back are generally less

attractive because of the associated complexity and the associated feedback de-

lay. The use of simple power control mechanisms at the transmitter only requires

information about the total received power levels. However, more sophisticated

schemes such as spatial beamforming and eigenmode optimization techniques (or

eigenbeamforming) require full CSI for optimal performance [10].

A particular form of pre-coding known as THP [15–17] can be used at the trans-

mitter to subtract or cancel the interference prior to transmission. This has been

utilized in [17] in conjunction with SC-FDE for SISO systems, and in [13] in con-

junction with non-linear receiver techniques for MIMO systems. In contrast, in this

thesis we consider broadband communication systems without any CSI available at

the transmitter. We focus on entirely multi antenna receiver processing techniques

for high-rate SC MIMO systems. In the following, an overview of prominent re-

ceiver techniques used in conjunction with FD systems is given.

1.1.1 Receiver Processing Techniques

In spatial multiplexing (SM) systems, a high rate data signal is split into multiple

lower rate streams which are transmitted simultaneously from distinct transmit an-

tennas using the same carrier frequency [10]. Use of SM increases the effective data

rate as different transmitters are transmitting the different signals. In the absence

of transmit processing, a superposed sum of channel distorted signals arrive at the
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receiver antenna array. Some form of receiver processing is then required to decou-

ple these signals before detection at the receiver. This usually involves interference

suppression or cancellation [1]. The most common type is successive cancellation,

which is employed in the so-called V-BLAST system [1, 13]. Parallel interference

mitigation techniques have also been employed in a number of instances [18].

Another approach is the use of space-time coding (STC), which seeks to provide

transmit diversity in addition to the more common receive diversity [10, 12]. STC

techniques can be used either with or without transmit CSI . However, space-time

codes do not require more than one receiver [10, 12, 19]. STC exploits the diversity

in the multiple antenna links. The orthogonal STCs exploit orthogonality to separate

the transmitted signals at the receiver [12, 20].

In SM systems that do not employ precoding techniques, the receiver must cope

with CCI from the other transmitters. This CCI is a major limiting factor on the

spectral efficiency and performance of BWA systems [21]. In order to demodulate

the signals in the presence of CCI, the receiver must be able to separate them by

employing multiple receivers. Therefore, BWA systems using SM are required to

mitigate interference due to CCI and ISI while maintaining practical complexity.

Example architectures which handle SM with receiver processing only are given

in [1, 22].

In summary, SC-MIMO receivers operating in a SM framework are required

to deal with both CCI and ISI. In the absence of CSI at the transmitter, the com-

plexity of these receivers must be carefully controlled. Broadband MIMO systems

are usually characterized by heavy CCI and ISI. MIMO receivers that perform fre-

quency domain processing to compensate these dispersive channels typically have

lower complexity than the equivalent time domain receiver architectures [23, 24].

In contrast, channel estimation is often preferably performed in the time domain

(TD) as it results in lower estimation complexity [9,12]. Despite these known com-

plexity issues, most existing architectures perform both equalization and channel

estimation in the frequency domain (FD). Hence, in this thesis we focus on 2 main
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areas. Firstly, a hybrid domain (TD and FD) linear receiver architecture for broad-

band MIMO is developed and shown to have several advantages over existing FD

receiver architectures. Secondly, a non-linear decision feedback receiver that builds

on the hybrid domain linear receiver architecture is developed and compared with

existing FD interference cancellation receivers [1, 25–28].

1.2 Thesis Overview

In chapter 2 we examine the impact of wireless channel characteristics on the MIMO

BWA communications. Then, the importance of FD processing for broadband chan-

nels is discussed. A system level description of the two competing techniques using

the single-carrier and multi-carrier transmissions is further discussed.

In chapter 3, we describe some channel estimation techniques used in conjunc-

tion with SC-FDE systems. Specifically, we compare several time and frequency

domain channel estimation techniques in the MIMO context to identify the superior-

ity of time domain based channel estimation. Secondly, we focus on a TD approach

that estimates the MIMO channel based on a composite channel model. We focus

on this approach as it has lower processing time than other approaches [1, 25–28].

The composite channel estimation approach computes the MIMO CSI correspond-

ing to each of the transmitters in parallel. Based on this estimated CSI, frequency

domain receivers that process and detect signals in parallel are developed in the rest

of the thesis.

In chapter 4 a linear space-frequency receiver architecture is developed that uses

the time-domain estimated channel parameters to perform CCI mitigation and ISI

equalization in the frequency domain for a MIMO SC-BWA system. The receiver,

referred to as an integrated space-frequency-equalizer (SFE), yields equal diversity

gains for all data streams. A QR-decomposition based iterative joint estimation

algorithm (QR-JEA) is developed to estimate the channel parameters in the TD.

These are Fourier transformed and passed to the SFE to perform frequency domain
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CCI mitigation and ISI equalization. The integrated SFE including the iterative QR-

JEA is shown to have lower processing time and comparable complexity to other

frequency domain receivers [1, 25–28]. The resulting receiver exhibits excellent

error performance even on highly dispersive broadband wireless channels.

In chapter 5, the linear SFE is extended to a non-linear receiver architecture de-

scribed as a space frequency decision feedback equalizer (SF-DFE). The SF-DFE

uses the FD pre-processor of chapter 4 in conjunction with a hybrid-DFE receiver

architecture similar to that discussed in chapter 3. The existing hybrid-DFE archi-

tecture for MIMO [1,13] is derived based on the knowledge of the complete MIMO

channel matrix. In contrast, the SF-DFE of the present work is developed using the

effective channel and receiver parameters estimated by the iterative QR-JEA. This

provides both processing time and complexity savings. Using simulations, we show

that the SF-DFE outperforms its linear counterpart presented in chapter 4.

In chapter 6 we draw conclusions and suggest some future directions for the

work in this area.

1.3 Thesis Contributions

The key contributions of this thesis are the new receiver architectures described in

chapters 4 and 5 in highly dispersive environments, these require the estimation of

fewer channel and receiver parameters to implement frequency domain processing

compared to the approaches given in [1, 13, 26–29]. The MIMO frequency domain

receivers for SC systems in [1,13,27–29] require estimation of the complete MIMO

channel matrix in order to derive the MIMO FDE coefficients. Moreover, all these

algorithms estimate the MIMO channel frequency response matrix despite the fact

that a MIMO channel impulse response is usually characterized by fewer parameters

[9, 21, 30].

Key advantages of the proposed SFE receiver of chapter 4 over existing ap-

proaches are summarized below:
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• Due to parallel processing, all transmitted data streams achieve equal diversity

gains. The multiple stage interference cancellation based approaches of [1,

22] do not achieve this.

• Unlike SM systems such as V-BLAST [1,13] any number of receive antennas

can be used. For good performance, we still require as many receivers as

the the number of transmitters. Performance degradation is seen otherwise

however, it will be seen to be more graceful than that exhibited by V-BLAST

systems [10].

• The performance of the integrated-SFE based on the QR-JEA approach to

channel estimation with 1 and 2 iterations is better than that of the LSF equal-

izer of [1] with 4 stages.

• The proposed schemes require lower processing time to estimate the effective

channel and receiver parameters than the channel frequency response estima-

tion techniques in [1, 25–28].

• The complexity of iterative QR-JEA channel estimation with 1 iteration is

comparable to the least squares channel estimation complexity of [1, 27, 28].

Moreover, the processing for each additional iteration is very small.

Key advantages of the proposed SF-DFE receiver developed in chapter 5 over ex-

isting non-linear FD receivers are summarized below:

• The SF-DFE architecture inherits all the advantages of a linear SFE such as

parallel processing based on low complexity QR-JEA, equal diversity gains

achieved by all data streams.

• Due to the parallel branch architecture, the proposed SF-DFE receivers have

lower latency compared to DFE architectures given in [1, 13, 31].
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• The system complexity of the SF-DFE is slightly lower than the MIMO hybrid-

DFE architectures of [1, 13, 31]. In addition, when channel estimation com-

plexity is considered, then, SF-DFE system has significantly lower complex-

ity than DFE architectures of [1, 13, 31].

1.3.1 List of Publications

1. G. Kongara, D. P. Taylor, and P. A. Martin, Space-frequency equalization for
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2. G. Kongara, D. P. Taylor, and P. Martin, Space-Frequency Equalizer with

Iterative Parameter Estimation, Submitted to IEEE transactions on Commu-

nications.

3. G. Kongara, P. A. Martin and D. P. Taylor, Space-Frequency Decision Feed-

back Equalization with Iterative Parameter Estimation, in preparation for

submission to an IEEE journal.



Chapter 2

Broadband Wireless Channel

In this chapter, we consider some of the challenges posed by the channel character-

istics of MIMO-BWA systems. We also investigate channel models that are suitable

for evaluating the performance of broadband MIMO systems. An understanding of

such issues and models is critical in order to design efficient systems. The main goal

of this chapter is to explain the fundamental factors affecting the received signal in a

BWA system. Finally, two competing transceiver solutions based on FD processing

are discussed.

2.1 Wireless Propagation Environment

Based on a number of practical measurements, the wireless channel is commonly

described by a statistical characterization of the following phenomena:

• Path loss and shadowing based on specific terrain types.

• Multipath propagation and fading.

• Doppler-spread due to mobility of the transmitter or receiver.

• Co-channel interference.

In the following subsections, we consider all of these in more detail beginning with

the characterization of path loss.

11
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Figure 2.1: Free space propagation path loss.

2.2 Path loss and Shadowing

The loss in signal power at the receiver due to the wireless propagation medium

is known as path loss [19]. Its characterization is based on environments such as

free-space or rural and urban terrestrial, all of which lead to different modes of

propagation. If the transmit signal power in Watts is represented by Pt and the

corresponding received signal power by Pr, then, the path loss in a linear scale is

defined [19] as

PL =
Pr

Pt

. (2.1)

Equivalently, in dB it is given by

PL,dB = 10log10
Pr

Pt

. (2.2)

A free space path loss model as shown in Fig. 2.1 represents an idealized scenario

based on there being one unobstructed path from transmitter to receiver, which are

separated by a distance d. The propagated signal energy expands over a spherical

wavefront and the free-space path loss formula [32] is given by

PL =
λ2GtGr

(4πd)2
, (2.3)
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Figure 2.2: Terrestrial path loss.

where λ is the wavelength. The parameters Gt and Gr are the directional transmit

and receive antenna gains, respectively. An important observation from (2.3) is that

the received signal power is inversely proportional to the carrier frequency f 2
c as

λ ∝ 1
fc

. This implies that the received signal power falls quadratically with fc.

In contrast, using higher fc improves antenna gains which can compensate for the

increased pathloss. However, at higher frequencies, we can employ high gain dish

antennas. For example at 5 GHz, we could in principal use a 3 metre dish and get

almost 50 dB of antenna gain.

Large bandwidths are primarily available at high carrier frequencies (above

2GHz) and most broadband systems consider transmissions at these higher fre-

quencies. Given that Gt and Gr are constants, path loss depends only on fc and

d. This implies that systems using higher fc have access to larger bandwidths but

have shorter communication range due to path loss. For example, the received sig-

nal power in (2.3) decreases by 6dB when the distance d or frequency fc is doubled.

The path loss in a multipath environment is often different to the path loss oc-

curring in a free-space environment. A simple example of multipath is shown in
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Fig. 2.2. Here, a transmitted signal is reflected by the plane earth surface and the

second component arrives at the receiver in addition to the direct LOS signal. This

reflected signal may arrive with a phase shift and can destructively interfere with

the LOS signal. This can cause more attenuation and transmission loss than the

indicated free-space path loss. The multipath two-ray approximation for path loss

is given by [33]

PL =

(
hthr
d2

)2

GtGr, (2.4)

where ht and hr are the transmit and receive antenna heights. Equation (2.4) re-

sults in an inverse-fourth power relationship between the received power and the

distance, d, between the transmitter and the receiver. This two-ray approximation

for path loss is also called vertical multipath [34]. This means that in a terrestrial

or multipath propagation environment the signal power is attenuated more severely

with distance. The additional signal power attenuation from (2.3) is 6dB, whereas

from (2.4) it is 12dB when d is doubled. Note that unlike free-space path loss, the

terrestrial path loss is not an explicit function of fc. Knowledge of the path loss

attenuation is essential in designing the link budget of any wireless communication

system.

Wireless channels are usually non-line of sight (NLOS) channels and here the

above description for path loss does not hold. For NLOS channels, empirical path

loss models have been developed using experimental methods. Perhaps the simplest

and most common empirical path loss formula is given by

PL = P0

(
d0
d

)α

, (2.5)

where the received signal power can be written as

Pr = PtP0

(
d0
d

)α

. (2.6)

Equation 2.6 models the various effects with two parameters, the path loss exponent

α and the measured path loss P0 at some reference distance d0. The parameter α

represents the rate of decay of signal power with distance d. For example, in free
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space α = 2. However, for environments cluttered with buildings, trees and terrain

irregularities, α is determined empirically and can vary from 2 to 6. Typical values

for α are between 3 and 4 [33, 35]. Widely used path loss models include the Hata

Okamura model, the COST-231-Hata model, the Erceg model and the Walfisch

Ikegami models each of which tends to emphasize slightly different aspects of the

wave propagation [5, 32, 36].

In a multi-terminal network that is limited by interference, a large path loss is

sometimes desirable in order to increase overall system capacity [4]. To illustrate

the effect of path loss on system capacity, let us consider the example scenario

shown in Fig. 2.3. Here, a desired base station is transmitting to a terminal (laptop

computer) surrounded by several interfering base stations in the downlink of a BWA

network.

For simplicity, we assume that the desired source base station and all interferers

have the same common transmit power, Pt, path loss, P0, and reference distance,

d0 = 1Km. Hence, the desired source and interferers only vary in their distance

from the laptop. In the example, the user is at a distance of 0.5 km from the desired

base station. There are three interfering base stations at a distance of 1 km, three at

a distance of 2 km and six at a distance of 3 km. We temporarily neglect noise and

examine the signal to interference ratio (SIR) of the desired base station for the two

cases of α = 3 and α = 5. For α = 3 and the desired base station’s transmit power

of Pt,D, the received power from (2.6) is given by

Pr,D = Pt,DP0(d0)
α(0.5)−α (2.7)

= Pt,DP0(d0)
3(0.5)−3. (2.8)

The total received interference power is

Pr,I = Pt,IP0(d0)
α[3(1)−α + 3(2)−α + 6(3)−α] (2.9)

= PtP0(d0)
3[3(1)−3 + 3(2)−3 + 6(3)−3]. (2.10)

Given that all the base stations are transmitting at the same signal power level1

1Power measured in Watts



Chapter 2 Broadband Wireless Channel 16

Laptop computer


Interferer

A3


Interferer

A2


Interferer

A1


Interferer

B1


Interferer

B2


Interferer

B3


Desired Base

Station


Interferer

C6


Interferer  C3


Interferer

C2


Interferer

C1


Interferer  C4


Interferer  C5


Figure 2.3: BWA communications in the downlink.

(Pt,D = Pt,I ), the SIR can be computed as

SIR(α = 3) =
Pr,D

Pr,I

= 2.22. (2.11)

Converting to dB and performing the same analysis for α = 5 gives SIR for

(α = 3) = 3.47dB (2.12)

(α = 5) = 10.11dB. (2.13)

The received SIR thus increases as α increases. Clearly, a large path loss expo-

nent α attenuates the signals from the more distant interferer more severely than the

desired signal and leads to higher SIR. However, when the distances from the trans-

mitters of the desired and the interfering signals to the receiver are the same, then
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path loss effects both signals equally. Thus, investigating the fundamental wireless

system trade-off between range and performance is essential for predicting overall

system capacity [19].

In [36] and [37], a path loss model called the the Erceg model for suburban areas

was proposed for fixed broadband systems operating at fc = 2GHz. This model

covers three major categories A, B and C, based on the most common terrain types.

Category A considers hilly terrain with moderate to heavy tree densities and hence

has a large path loss exponent α. Intermediate and minimum path loss conditions

are captured in B and C categories respectively. Given a path loss exponent α, for a

distance d0, the Erceg path loss formula in dB is given by

PL,dB = 20log10

(
4πd0
λ

)
+ 10αlog10

(
d

d0

)
+ s (2.14)

where the shadowing effect is represented by the random variable s which typically

follows a Gaussian distribution, which means that shadowing is modelled as a log

normal random variable. Also note that even with a path loss exponent greater than

2 there is still a free space term which is wavelength dependent. Shadowing is

discussed in more detail below.

Path loss, as discussed above, accounts for the distance-dependent relationship

between the transmitter and the receiver. However, many other factors such as the

location of trees and buildings and unknown obstructions between the transmit-

ter and the receiver may result in long-term abnormal variation in received signal

strength. This effect is called shadowing [4, 32].

2.3 Multipath Propagation

In addition to the foregoing, a broadband wireless channel is also characterized by

multipath propagation. The transmitted signal propagates along many paths un-

dergoing independent fading and arriving at the receiver at different time instants
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resulting in a time spread of arrival, otherwise known as delay spread. The re-

ceived signal is thus affected by multiple random attenuations and delays. The am-

plitude variation and phase rotation affects its contribution to the overall received

signal. Two indicators of the severity of the multipath effect are the maximum delay

spread, τmax, and the root mean square (RMS) delay spread, τrms. The maximum

delay spread represents the delay, τmax, beyond which the received power is negli-

gibly small [32]. The maximum delay spread is not necessarily the best indicator in

predicting the system performance on a given channel. A more useful measure for

channel dispersion is provided by the RMS delay spread given by [36]

τrms =

√∑
j

Pjτ 2j − (τavg)
2, (2.15)

where

τavg =
∑
j

Pjτj

τj is the delay of the jth delay component of the multipath profile

Pj =
Power in the jth delay component

Total power in all components
.

In fading channels, the relationship between τmax and the symbol period Ts

can be viewed in terms of two different degradations, frequency-selective fading

and frequency-non-selective or flat fading. A channel is said to exhibit frequency-

selective fading if τmax > Ts and frequency-flat fading occurs if τmax < Ts [38].

If the channel is frequency-selective the received signal will be affected by inter-

symbol interference (ISI). The distortion due to ISI can be mitigated using equal-

ization [38]. In frequency-flat channels there is still some distortion in the system

due to the destructive adding of multipath signals, but it is not easily countered us-

ing equalization. Counter measures in this latter case include power control and

diversity schemes [4].

The above definition of ISI is based on spreading of the signal due to multipath

propagation. In the FD, a statistical measure called the coherence bandwidth, fB,
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can be similarly defined and used to describe the fading nature of the wireless chan-

nel. The coherence bandwidth, fB, represents the frequency range over which the

channel passes all spectral components with approximately equal gain and linear

phase. That is, a signal’s spectral components within that bandwidth range are af-

fected by the channel in a similar manner. Note that fB and τmax are approximately

reciprocally related. An exact relationship between the two measures does not in

general exist, and must be derived from an analysis of actual signal dispersions in

particular channels [38].

In the FD, the relationship between coherence bandwidth, fB, and the signal

bandwidth, B, can be used to characterize the fading. If fB < 1
Ts

≈ B, then

frequency selective fading is said to occur. This means that spectral components

of a signal are affected differently across the transmission band. Alternatively, if

fB > 1
Ts

≈ B all spectral components will be affected by the channel in a similar

manner resulting in flat-fading. Thus there is essentially no channel induced ISI if

the channel coherence bandwidth is larger than the signal bandwidth.

On some wireless channels, the multipath delay spread spans less than 1 µs,

but in other cases, it can span 10-20 µs [8]. In order to evaluate the performance

of wireless systems, several channel models based on specific propagation environ-

ments have been developed [5] in order to account for large delay spreads. These in-

clude the Stanford University Interim (SUI) [36], the International Telecommunica-

tion Union (ITU) and the Wireless World Initiative New Radio (WINNER) channel

models. Depending on the specific propagation environment, there are six differ-

ent three-tap SUI channel models termed SUI 1-6. Similarly, there are six different

six-tap ITU channel models and there are four different ten-tap WINNER channel

models.

These channel models are all derived from actual measurements at radio fre-

quencies in the frequency range of 2-11GHz in outdoor environments. In Table.

2.1, we present the mean delay spread, τmean, the rms delay spread, τrms and the

maximum delay spread, τmax for these channel models. From the table, the RMS
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Channel Type τmean µs τrmsµs τmax µs
SUI-1 0.0208 0.1105 0.9
SUI-2 0.0548 0.2029 1.1
SUI-3 0.1529 0.2637 0.9
SUI-4 0.7909 1.2566 4
SUI-5 1.5993 2.8418 10
SUI-6 1.9268 5.2397 20
ITU Channel A (Indoor) 0.0245 0.0370 0.310
ITU Channel B (Indoor) 0.0675 0.0992 0.7
ITU Channel A (Outdoor-Indoor) 0.0144 0.0460 0.4
ITU Channel B (Outdoor-Indoor) 0.4091 0.6334 3.7
ITU Channel A (Vehicular) 0.2544 0.3704 2.5
ITU Channel B (Vehicular) 1.4981 4.0014 20
WINNER model B5A (LOS) 0.0104 0.0406 0.26
WINNER model C2 (NLOS) 0.2992 0.3130 14.7
WINNER model B1 LOS (LOS) 0.0141 0.0198 0.105
WINNER model B1 NLOS (NLOS) 0.1011 0.0947 0.485

Table 2.1: Comparison of multipath channel models.

delay spread is higher for the SUI channels than for the other models. The frequency

responses of the SUI 1-6 channels with respect to digital frequency normalized to

the signal bandwidth, fTs is shown in Fig. 2.4. The ITU multipath channel models

have higher RMS delay spread values than the WINNER channels but lower than

the SUI channels. However, the ITU channels are six-tap models and exhibit deeper

fades than the SUI models, therefore tending to provide a harsher propagation en-

vironment. The WINNER channels are derived based on small cell sizes and hence

have smaller delay spread and reflect a more benign propagation environment. In

this thesis we consider the SUI set of channel models that have highest rms τrms and

maximum τmax delay spreads. Using these models we investigate the complexity

savings achieved by FD receiver processing in fixed broadband systems. In addi-

tion, we use ITU models and the 11 and 6 tap channel models as in [27, 28] so that

direct comparisons can be made with the new receivers proposed in this thesis.

Clearly in a dispersive environment the ISI span depends on the delay spread

and also the transmission data rate. For example, given a maximum delay spread of
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Figure 2.4: Frequency responses of SUI 3-6 channel models.

10µs with a data rate of 5-10 mega symbols per second (Msps), the ISI spans 50-

100 data symbols. In order to compensate for this, channel equalization is necessary.

Traditionally, equalization is implemented in the TD using a time domain equalizer

(TDE). It typically consists of one or more transversal filters for which the number

of tap coefficients is in the order of the number of data symbols spanned by the

multipath. The complexity of implementing the TDE is very high when the channel

dispersion is large. For example, in a typical outdoor propagation environment

the maximum ISI span could be 100 symbols. Here the complexity of the TDE

is of the order of several hundred multiplications per data symbol. Although TDE

and FDE exhibit similar performance in terms of bit error rate (BER), FDE is less

computationally expensive than TDE on such highly dispersive channels.

2.4 Fading

The amplitude of the received signal in fading environments is often modeled by

a Rayleigh distribution when the channel is NLOS, and by a Rician distribution
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when there is a LOS component in the received signal [10, 33]. In both cases the

phase is uniformly distributed between 0 and 2π. In addition, the LOS signal gain

or attenuation is commonly modeled by a lognormal distribution to characterize the

effect of shadowing. Mathematically, these fading distributions is described in the

following subsections.

2.4.1 Rayleigh Fading

In a Rayleigh fading environment the gain of each of the multipath components can

be represented as a complex Gaussian random variable [39] given by

h = hx + jhy, (2.16)

where hx and hy each have zero mean and variance equal to σ2. Both hx and hy are

Gaussian random variables with probability distribution function (pdf)

p(hx) =
1√
2πσ2

e
−h2x
2σ2 , (2.17)

p(hy) =
1√
2πσ2

e
−h2y

2σ2 . (2.18)

The amplitude A and the phase θ of (2.16) are given by

A = |h| =
√
h2x + h2y (2.19)

θ = tan−1

(
hy
hx

)
. (2.20)

The amplitude has a Rayleigh pdf, p(A), given by

p(A) =
A
σ2 e

−A2

2σ2 A ≥ 0

0 A < 0
, (2.21)

and the phase has a uniform distribution

p(θ) =
1

2π
0 ≤ θ < 2π. (2.22)
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2.4.2 Rician Fading

The multipath fading when a LOS signal component exists in the received signal is

commonly described by the Rician distribution. In this situation the multipath gain

is a non-zero mean complex Gaussian random variable defined by

h = C + hx + jhy (2.23)

where C is a constant and the PDFs of hx and hy are as defined by (2.17) and (2.18),

respectively. Its quite possible for C to include the log normal effect of shadowing,

which is very slow. This is usually true. The amplitude, A, of h is given by

A = |h| =
√

(C + hx)
2 + h2y, (2.24)

and the phase, θ given by

θ = tan−1
( hy
C + hx

)
. (2.25)

The variable A then has a Rician PDF given by

p(A) =

 A
σ2 e

−(A2+C2)

2σ2 I0
(
AC
σ2

)
A ≥ 0

0 A < 0
(2.26)

where I0 is the modified Bessel function of order 0. An important quantity that

measures the nature of the fading is the K-factor defined as

K =
A2

2σ2
. (2.27)

A high K-factor, usually K ≫ 1, indicates that the LOS signal is so strong that

the channel is similar to an additive white Gaussian noise (AWGN) channel without

fading. When K ≪ 1 the LOS signal is weak and the channel is approximately

Rayleigh as described in (2.16)- (2.22).

2.5 Doppler Spread

A major potential application of broadband wireless is in the mobile communica-

tion environment. In this context, broadband communication typically takes place
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between a base station and the mobile receiver and is termed mobile BWA (MBWA)

[6]. The velocity of the mobile receiver relative to the base station generates Doppler

frequency shifts, and consequently spectral spreading, which is termed Doppler

spread. In the case of fixed broadband applications, Doppler frequency shifts al-

though small, still need to be accounted for on each of the multipath components.

For example, a communication link between a base station and a building is fixed,

but Doppler shifts of the multipath components can be caused by movement in the

environment. The power spectral density (PSD) including these effects for fixed

broadband applications with a maximum doppler frequency fm is typically mod-

eled as [36]

S(f) =

 1− 1.72f0
2 + 0.785f0

4 |f0| ≤ 1

0 |f0| > 1
(2.28)

where f0 = f
fm

represents frequency normalized to fm. In fixed broadband chan-

nels, the Doppler PSD of the scatter component is primarily distributed around 0Hz

as can be seen from Fig. 2.5. Practical measurements at 2.5 GHz frequency show

fm values of about 2 Hz. This is mainly due to the wind speed combined with

foliage (trees), carrier frequency, and traffic density.

In many mobile channels the Doppler spectrum when a mobile receiver is mov-

ing with velocity v and transmitting at a carrier frequency fc is often modeled

as [6, 34]

S(f) =

{
σ2

πfm
√

(1−(f/fm)2)
−fm ≤ f ≤ fm, (2.29)

where σ2 is the average power of the received signal.

The fading rapidity of the channel, usually designated either fast or slow fading,

is measured in terms of the channel coherence time, Tc. The channel is described

as fast fading, when the time duration in which the channel behaves in a correlated

manner is short compared to the the symbol duration, i.e., Tc ≪ Ts. The channel

is said to introduce slow fading when Tc ≫ Ts. Most BWA channels being consid-

ered for fixed applications have Tc in the order of a few milliseconds and Ts typically
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Figure 2.5: Doppler spectrum for fixed broadband channels

less than a microsecond [36]. Hence, the fading characteristics of the fixed broad-

band channel remain virtually unchanged for a long time compared to the symbol

duration. However, in mobile applications the fading characteristics change more

rapidly and the signal distortion can change from symbol to symbol. The maximum

Doppler frequency fm is inversely proportional to Tc and is is often modelled as [5]

fM ≈ 9

16πTc
Hz. (2.30)

2.6 Interference

As has been noted earlier, cochannel interference (CCI) and ISI are two major forms

of interference that limit spectral efficiency and performance. While ISI occurs due

to the temporal interference between successive data symbols particularly at very

high data rates, CCI occurs due to spatial interference between signals using the

same carrier frequency. CCI can result from various sources. For example, multiple

signals transmitted from spatially independent antennas cause CCI due to mutual

interference. In a multi-user scenario different user signals may interfere with each
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other resulting in additional CCI. In high performance receivers, the effects of both

types of interference must be compensated.

2.7 Diversity Techniques

In wireless systems, fading makes reliable communication extremely difficult. One

way to overcome its effect is to employ transmit diversity techniques which amounts

to transmitting the same information on multiple independently fading channels

[10]. Diversity techniques exploit the fact that independent signal paths have low

probability of simultaneously experiencing severe fades [19]. In other words the

fading on different channels is essentially uncorrelated. The main aim of all diver-

sity techniques is for the receiver to have multiple essentially independent copies of

the transmitted signal. Common forms of diversity are spatial diversity (MIMO),

temporal diversity and frequency diversity. Frequency selective fading leads to im-

plicit delay diversity, which can be exploited. However, it should be noted that one

can use explicit frequency diversity, where the same signal is transmitted on two

or more carrier frequencies. Low levels of fading correlation between the various

signal components is an important requirement for the employment of diversity.

The use of multiple antennas at the transmitter and/or the receiver is one way

of realizing spatially independent fading paths. With receive spatial diversity, in-

dependent fading paths are realized without an increase in transmit signal power

or bandwidth [40]. However, the spacing between receive antennas and the angle

spread of the incoming rays is required to be large enough to exploit the spatial

diversity [41]. Diversity combining techniques such as selection diversity combin-

ing, equal gain combining and maximal ratio combining can be used to realize the

spatial diversity. Other diversity methods include polarization, angle and frequency

diversity [10, 41].

Time diversity is achieved by transmitting the signal on different time slots with
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a time separation of at least the channel coherence time Tc. For example, interleav-

ing (often used with the error correction coding) is a form of time diversity [39];

however, very long interleavers are often required for this [42]. Frequency diver-

sity is achieved by transmitting the signal on different frequencies with a frequency

separation of at least the channel coherence bandwidth fB. A FD technique that

exploits frequency diversity without bandwidth expansion is OFDM. The signal

bandwidth in OFDM is partitioned into multiple subbands, each exhibiting a lower

symbol rate than the original signal. The basic concept of OFDM is discussed in

more detail in the following.

2.8 Frequency Domain Processing

For SC transmission, ISI is traditionally compensated by the use of a TDE. Its com-

plexity grows exponentially with the delay spread [23]. Hence, this approach is

usually not considered for use in wideband wireless receivers on highly dispersive

channels. When multi-carrier based OFDM transmission is employed [43], equal-

ization complexity tends to be lower. This has lead to the finding for SC transmis-

sion that rather than TD equalization, frequency-domain equalization (FDE) is a

promising solution [8]. The overall system is known as SC-FDE. FDE was first in-

vestigated by Walzman and Schwartz [44] in 1973. In [44] the authors showed that

adaptive channel equalization in the FD leads to a lower computational complexity

and offers better convergence properties compared to the TD approach.

Both SC-FDE and OFDM rely on FD processing through the convolution theo-

rem which states that,

”circular convolution of two discrete-time signals corresponds to component-

wise multiplication of their Fourier transforms” [45, 46].

Generally, the received signal is a linear convolution of the transmitted signal with

the multipath channel. Circularity is induced in the transmission by inserting a
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cyclic prefix (CP) at the beginning of each frame [8]. A CP is a repetition of the

last symbols at the beginning of the frame, where the length of the prefix is cho-

sen to be at least as large as the channel delay spread. Because of the use of fast

Fourier transform (FFT) techniques, the received signals have to be processed on a

per-block basis. Effectively, the CP allows successive data blocks or frames to be

sufficiently separated that their Fourier transform can be done in an isolated manner

and there is no inter-block interference. Convolution of this CP inserted frame with

the channel is calculated by circular convolution. This in the FD is equivalent to

component-wise multiplication of the Fourier transform of the non-cyclically ex-

tended transmission frame with the channel frequency response. The CP acts as a

guard interval that eliminates the interference between successive data blocks.

Another way to achieve pseudo periodicity is to transmit a known sequence,

called the unique word in place of CP2 , as a part of every transmission frame. This

has the added benefit that the unique word can be exploited for channel estima-

tion. In order to eliminate the interblock interference, the length of the unique word

should be greater than the maximum ISI span of the channel [8, 23].

In the following subsections, we briefly describe two examples of systems em-

ploying frequency domain processing. One is a SC system and the other is an

OFDM system. The objective here is to illustrate the similarity in system structure

and complexity of the two.

2.8.1 SC-FDE System

The block diagram of a typical SC system employing FDE is depicted in Fig 2.6.

Successive groups of log2M information bits are mapped into complex symbols

belonging to a M-ary complex constellation. Transmission is organized in blocks

of Ns symbols. Each block is cyclically extended by inserting a CP or unique word

as shown in Fig. 2.6. Then, pseudo-periodicity is induced over a block-length

2For SC-FDE systems, the overhead due to the CP can be eliminated by using the overlap-save
processing at the receiver, at the expense of increased receiver complexity [23].
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Figure 2.6: SC-FDE communication block diagram.

observation interval in the transmitted signal, at the price of a bandwidth or energy

loss [47].

The transmitted symbol sequence then passes through a digital-to-analog con-

verter, and is then up-converted to a radio frequency which is followed by filter-

ing. The resulting radio frequency signal is transmitted over the dispersive wireless

channel. At the receiver, the signal undergoes frequency down-conversion followed

by sampling and analog-to-digital (A/D) conversion, producing a sequence of noisy

samples. These are grouped into equal-length blocks, each associated with a trans-

mitted data block. The samples corresponding to the CP are discarded and the

resulting block is Fourier transformed using the FFT algorithm. The FDE then per-

forms component-wise channel inversion producing a FD estimate of the signal.

Note that FD channel inversion is simple component-wise inverse. An IFFT opera-

tion then transforms the resulting FD signal back into the TD. Finally, data decisions

are made on the TD block of data symbols.

2.8.2 OFDM System

An OFDM system is illustrated in Fig. 2.7 [48–50]. The OFDM and SC-FDE sys-

tems have many similarities as is evident on comparing their system block diagrams
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Figure 2.7: OFDM communication block diagram.

in Fig. 2.6 and Fig. 2.7, respectively. However, a difference is the implementation

of IFFT processing at the transmitter for OFDM. After this, each block is cyclically

extended and undergoes parallel to serial conversion followed by A/D conversion,

up-conversion to radio frequency and filtering similar to the SC system. It can be

shown that, in this case, the transmitted signal associated with each data block con-

sists of a superposition of oscillations over a limited time interval, each associated

with a distinct information symbol and a specific subcarrier frequency. Over that

interval, the family of complex oscillations forms a set of orthogonal signals and

this property plays an important role, since it simplifies the task of separating their

contributions in the detection process. Note that the generation of multiple wave-

forms is accomplished by utilizing IFFT processing in the baseband section of the

OFDM modulator.

Some of the differences and similarities between the systems of this and the

preceding section are as follows:

• In both SC-FDE and OFDM, one FFT and one IFFT are employed to process

each block of symbols. In the OFDM system, an IFFT is used in the trans-

mitter and an FFT is used in the receiver for demodulation, whereas in the

SC system all FD signal processing involving both an FFT and an IFFT is

implemented at the receiver.
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• The overall complexities of both these systems are comparable as both involve

similar signal processing functions.

• A CP or unique word of duration longer than the maximum ISI span is typ-

ically used to eliminate the inter-block interference in both systems. This

enables independent block processing and the linear convolution associated

with channel filtering is turned to a circular convolution. This fundamental

principle greatly simplifies equalization in both systems.

• Unlike SC systems, OFDM systems suffer from impairments related to the

large dynamic range of the transmitted signal, frequency nulls in the channel

frequency response and also from sensitivity to carrier frequency offset in

demodulation.

• The complexity of SC systems is located only at the receivers and so it is very

useful for deployment in the uplink.

Since the OFDM signal is the sum of multiple sinusoids modulated by indepen-

dent information symbols, its envelope has a large dynamic range which is charac-

terized by the high peak-to-average power ratio (PAPR). Due to this, the linearity

requirements of the analog front-end for OFDM increases dramatically especially

when the FFT size is large. However, it is worth noting that as the SC signal constel-

lation size increases the advantage for SC systems in terms of PAPR over OFDM

systems reduces [48, 50, 51].

Frequency synchronization represents a critical task for the OFDM receiver be-

cause residual frequency offset in the demodulation process produces interference

between adjacent sub-carriers, known as inter-carrier-interference, which causes a

loss of orthogonality between sub-carriers. Since data decisions are made in the FD,

a null close to the frequency of a sub-carrier can result in loss of associated informa-

tion unless powerful channel coding is employed. An un-coded CP-based OFDM

system is then unable to exploit multipath diversity and its error rate performance
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is dominated by its sub-carriers having lowest signal-to-noise ratio (SNR). In prac-

tical applications, this loss can be circumvented by incorporating channel coding in

conjunction with frequency-interleaving among sub-carriers. In contrast, in SC sys-

tems, decisions on the received data are taken in the TD and the averaging effect of

the IFFT operation mitigates the dominating effect of low-SNR sub-carriers on the

overall performance [47]. A mixed-mode modem using SC-FDE for up-link trans-

mission and OFDM for downlink transmission is a promising transceiver solution

and is being considered for use in future BWA systems such as long term evolution

(LTE) [4, 52]. The benefits achieved are summarized as follows:

• The signal processing complexity is concentrated at the base station perform-

ing two inverse FFT operations and one FFT, while the subsciber performs

just one FFT for receiving the downlink OFDM signal.

• As noted in the above discussion, the SC transmitter is inherently more effi-

cient than an OFDM system transmitter in terms of power consumption, due

to the reduced power back-off requirement. This significantly reduces the cost

of the power amplifier. On the other hand, the use of OFDM in the downlink

minimizes the FFT processing in the subscriber unit.

• Moreover, in the uplink, SC transmission lengths can be adjusted to maximize

the efficiency unlike OFDM transmission which requires transmission lengths

as multiples of the FFT block lengths and hence is not as efficient as SC

uplink.

2.9 Summary

Fundamental factors affecting broadband channels are examined in this chapter. To

evaluate the performance of the broadband systems, three different multipath chan-

nel models, namely SUI, ITU and WINNER, have been considered. The SUI-5

and 6 channels exhibit large RMS and maximum delay spreads leading to long ISI
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spans. This results in deeper spectral nulls in the channel frequency response. Both

OFDM and SC-FDE practical equalization solutions that result in lower complex-

ity compared to traditional SC-TDE. Some of the inherent problems with OFDM

systems such as high PAPR, carrier synchronization and frequency offset issues can

be overcome by SC-FDE. Hence, in this thesis, we focus on the use of broadband

SC-FDE systems in the MIMO context.



Chapter 3

Channel Estimation and

Equalization

In this chapter, we first discuss state-of-the art channel estimation techniques used

in conjunction with SC-FDE systems. Specifically, we compare the existing time

and frequency domain channel estimation techniques in a MIMO context. Secondly,

we focus on a TD approach that estimates the MIMO channel based on a composite

channel model [21, 30, 53]. This approach performs parallel processing and com-

putes the MIMO CSI corresponding to each transmitter in parallel. Due to parallel

processing, the channel estimation approaches of [21,30,53] have lower processing

time than most previous time or frequency domain channel estimation approaches.

Finally, we review existing linear and non-linear FD receiver architectures used with

MIMO SC systems.

3.1 MIMO Channel Estimation

Broadband MIMO channel estimation is in general computationally expensive due

to the large number of channel parameters to be estimated. A focus of the research

in this thesis is the development of a novel low-complexity algorithm for estimat-

ing the CSI of broadband MIMO channels for use in implementing FD receiver

processing. The MIMO channel frequency response is required to implement a

34
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FD receiver [12]. This can be obtained using either time or frequency domain ap-

proaches. The TD approach estimates the MIMO channel impulse response which

is then Fourier transformed to obtain the channel frequency response. In contrast,

the FD approach directly estimates the channel frequency response.

The FD approach transforms signals through FFT’s and performs channel fre-

quency response estimation as described in [12]. Given the FFT size, Ns, this ap-

proach requires the estimation of Ns complex parameters to identify the channel

frequency response. Channel estimation in the TD of a multipath component is

characterized by a single amplitude and phase, whereas in the FD it is embedded

in Ns amplitudes and phases. These amplitudes and phases are all inter-related, but

correctly building this relationship into a FD estimator amounts to operating in the

TD [9].

In the following, we compare the maximum likelihood based time and frequency

domain approaches. The comparison is based on channel estimation mean square

errors and shows the computational superiority of the TD channel estimation ap-

proach.

Notation: Upper case bold italic font is used to represent FD vectors (e.g., H)

and lower case bold font is used for TD vectors (e.g., h). A matrix is represented

with a bar on top of the corresponding variables (e.g.,H and h). E[.] is used to

denote the expected value of a random process, and ||.||2 denotes the squared Eu-

clidean norm. The operators (.)T ,(.)∗,(.)H and (.)−1 are used to represent the trans-

pose, complex conjugate, complex conjugate transpose and inverse operations, re-

spectively. Finally, ⊗ represents the Kronecker product.
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3.1.1 Time Domain Estimation

Channel estimation in the TD is often preferable to FD approaches as usually the

estimation of fewer unknowns can characterize the multipath channel [9]. For ex-

ample, using TD estimation an M -transmit and N -receive antenna system commu-

nicating over a multipath channel with an ISI span of v symbol periods requires the

estimation ofM ·N ·v complex parameters. In the FD, channel estimation complex-

ity is in part determined by the FFT size, Ns, and M · N · Ns complex parameters

must be estimated. Usually, FD receivers use a value of Ns much greater than v

in order to exploit the advantages of FD receiver processing and to minimize the

signalling overhead [8, 9, 23].

MIMO channel estimation is often based on the transmission of independent

training sequences from each of the transmit antennas [28, 54, 55]. The receiver

then performs some form of least-squares channel estimation upon receiving the

channel distorted training sequences. This approach is fairly straight-forward for

single input single output (SISO) systems. However, for MIMO using SM, it is a

non-trivial problem as the training sequences interfere with each other. In order to

overcome this, the training sequences are usually designed to be orthogonal either

in the time or the frequency domains [28, 54, 55]. Then, MIMO channel estimation

is reduced to the estimation of a set of M SIMO channel vectors.

Orthogonality in the TD may be achieved by time division multiplexing (TDM)

of training symbols as shown in Fig. 3.1 [26]. Channel estimation can then be

performed sequentially at the receiver. Due to this, the received signal in the TD is

free from CCI. In the following, the mean squared error (MSE) of the least-squares

based TD channel estimation employing TDM training is analyzed.

We start by defining the mth training sequence consisting of a p1 symbol vector

sm = [ sm(0) sm(2) ... sm(p− 1) ], (3.1)

with E[sm(j)s∗m(j)] = σ2
a. A v × p matrix sm formed from (3.1) with the current

1length p is chosen to be longer than the channel maximum delay spread in symbol periods



Chapter 3 Channel Estimation and Equalization 37

Antenna 1


Antenna 2


Antenna 3


Antenna 4


Training

1


0
 0
 0
 Data 1
                   
CP


CP
0
 Training

2


0
 0
 Data  2
       
              CP


0
 0
 0

Training


4

Data  4
          
           CP


0
 0

Training


3

0
 Data  3
           
          CP


Figure 3.1: TDM-Training.

and v − 1 previously transmitted training symbols2 is given by

sm =


sm(0) sm(1) . . . sm(p− 1)

sm(−1) sm(0) . . . sm(p− 2)
... . . . . . . ...

sm(−v + 1) ... sm(p− v)

 . (3.2)

A multipath channel, with a maximum delay spread of v symbols between the mth

transmitter and the nth receiver may be represented by the vector

hm,n = [ hm,n(0) hm,n(1) ... hm,n(v − 1) ], (3.3)

as described in chapter 2. The channel matrix representing the paths between the

mth transmitter and the N receivers may then be written as

hm =


hm,1

hm,2

...

hm,N

 . (3.4)

2Since the channel has memory v, the first v − 1 training symbols of each block are used for
clearing the channel memory.
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A N × p matrix y represents the received signal for the mth training signal at the

receiver array and is expressed as3

y = hmsm + n, (3.5)

where the N × p matrix n is the additive white Gaussian noise (AWGN) with

E[n(j)n∗(j)2] = σ2
n. In the following, we drop the subscript m for brevity.

It is useful to rewrite (3.5) in vector form. For this we need some notation for

the vectorization of the relevant matrices. Hence we define

VEC(y) = yVEC (3.6)

VEC(ĥ) = ĥVEC (3.7)

VEC(h) = hVEC (3.8)

VEC(n) = nVEC (3.9)

where (ĥ)VEC is the channel estimate defined in (3.13) below. Using the above

definitions we can represent (3.5) in vector form as

yVEC = (sT ⊗ IN)hVEC + nVEC. (3.10)

The maximum likelihood estimation of the channel hVEC from the received

training signal is equivalent to minimizing the following metric [12]

||yVEC − (sT ⊗ IN)hVEC||2. (3.11)

Minimization of (3.11) yields the maximum likelihood estimate4

ĥVEC = ((s∗sT )
−1
s∗ ⊗ IN)yVEC. (3.12)

On substituting (3.10) in (3.12) we have

ĥVEC = ((s∗sT )
−1
s∗ ⊗ IN)[(s

T ⊗ IN)hVEC + nVEC]. (3.13)
3Due to the transmission of time orthogonal training sequences, there is no interference from

other transmitters during the channel estimation period.
4This is a linear estimate and is optimum only when the quantities being estimated and the un-

derlying statistics are Gaussian.
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The channel estimation error vector from (3.13) is then given by

ĥVEC − hVEC = ((s∗sT )
−1
s∗ ⊗ IN)nVEC, (3.14)

and the error covariance matrix by

ΓTD = E[(ĥVEC − hVEC)(ĥVEC − hVEC)
H

] (3.15)

= E[
(
((s∗sT )

−1
s∗ ⊗ IN)nVEC

)(
((s∗sT )

−1
s∗ ⊗ IN)nVEC

)H
] (3.16)

= E[
(
((s∗sT )

−1
s∗ ⊗ IN)

)
nVECn

H
VEC

(
((s∗sT )

−1
s∗ ⊗ IN)

)H
] (3.17)

As E[nVECn
H
VEC] = σ2

nINp, ΓTD reduces to

ΓTD = σ2
n

(
((s∗sT )

−1
s∗ ⊗ IN)

)(
((s∗sT )

−1
s∗ ⊗ IN)

H
)

(3.18)

= σ2
n

(
(s∗sT )

−1 ⊗ IN

)
. (3.19)

The TD-MSE is obtained by taking the trace of (3.19) and is given by

MSETD = Tr(ΓTD) (3.20)

= NTr(s∗sT )
−1
σ2
n (3.21)

For optimal training, it is necessary to satisfy the following

s∗sT ∝ Iv. (3.22)

Considering optimal training and assuming that the v rows of s of (3.1) are linearly

independent, we can apply the result on optimal training given in [12]. This result

states that if

Tr(s∗sT ) ≤ v, (3.23)

where v is the maximum delay spread or ISI span in symbols then,

Tr
(
(s∗sT )−1

)
≥ v, with equality if and only if s∗sT = Iv. (3.24)

Using (3.24), we can write (3.20) as

MSETD ≥ Nσ2
nv. (3.25)
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Figure 3.2: FDM-Training.

3.1.2 Frequency Domain Estimation

In this section, we discuss frequency domain channel estimation based on [26, 28].

of the estimators In [26,28], the training sequences corresponding to different trans-

mitters are orthogonal in the FD as illustrated in Fig. 3.2. A simple method to

generate a set of FD orthogonal training sequences based on [28] is summarized

here.

Firstly, a base TD sequence s of length p << Ns is zero-padded to form a length

Ns vector. This is then Fourier transformed to form a length Ns FD training vector.

From this, M sub-vectors that consist of non-overlapping frequency components

are formed and used as training signals for the M transmitters. The kth component

of the FD training signal for a transmitter is given by

S(k) =
Ns−1∑
j=0

s(j)e−i2 π
Ns

kj k = 0, 1, . . . , Ns − 1, (3.26)

and the resulting FD signal by

S = [ S(0) S(1) ... S(k) ... S(Ns − 1) ]. (3.27)
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From (3.27), M sub-vectors are obtained by allocating Ns/M mutually exclusive

frequency tones to each of the transmitters. The training signal from the mth trans-

mitter is then a length Ns/M FD vector Sm. This is a sub-vector of S with certain

frequency tones nulled in order to achieve training orthogonality across the mul-

tiple antennas. An iterative process at the receiver involving the use of complex

interpolation filters calculates all other frequency components [1, 25, 27]. Using

these orthogonal FD training vectors, in the following, the MSE of the maximum

likelihood FD channel estimation is derived and compared to the TD-MSE derived

in section 3.1.1.

The channel frequency response between the mth transmitter and the nth re-

ceiver is given by

Hm,n = [ Hm,n(0) Hm,n(1) ... Hm,n(Ns − 1) ]. (3.28)

Equations (3.28) in the FD and (3.3) in the TD are related through Fourier transfor-

mation as

Hm,n(k) =
Ns−1∑
j=0

hm,n(j)e
−i2 π

Ns
kj (3.29)

=
v−1∑
j=0

hm,n(j)e
−i2 π

Ns
kj k = 0, 1, . . . , Ns − 1. (3.30)

as hm,n(j) = 0 for j = v, . . . , Ns−1. The received training signal at the nth receive

antenna can be expressed as

Yn(k) =
M∑

m=1

Hm,n(k)S(k) +Nn(k) k = 0, 1, . . . , Ns − 1, (3.31)

where Nn(k) denotes the kth sample of the Fourier transformed AWGN at the nth

receiver. As the transmitters use non-overlapping frequency tones for training, the

FD received signal (3.31) corresponds to those frequency tones. The FD received

signal at the receiver array can now be represented by

Y(k) = (S(k)IN)Hm(k) +N (k), (3.32)
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where Hm(k) = [Hm,1(k),Hm,2(k), ...,Hm,N(k)]
T . FD channel estimation of

Hm(k) first estimates the frequency components corresponding to the mth trans-

mitted training vector. Then, an iterative process involving the use of complex in-

terpolation filters calculates all other frequency components [1, 25, 27]. The initial

estimate is obtained using the maximum likelihood metric formed from (3.32) [12]

and written as

||Y(k)− (S(k)IN)Hm(k)||2 k = 0, 1, . . . , Ns − 1 (3.33)

Minimization of (3.33) then yields the vector estimate Ĥm(k) at the kth frequency

tone given by

Ĥm(k) = ((S(k)S∗(k))−1S∗(k)IN)Y(k) k = 0, 1, . . . , Ns − 1 (3.34)

By substituting (3.32) in (3.34), we can readily write the least-squares based channel

frequency response estimate as

Ĥm(k) = Hm(k) + ((S(k)S∗(k))−1S∗(k)IN)N (k). (3.35)

Since (3.35) has the same form as (3.14) we may write the FD channel estimation

MSE as

MSEFD = σ2
nN

Ns−1∑
k=0

((S(k)S∗(k))−1) (3.36)

≥ σ2
nNNs. (3.37)

On comparing the lower bounds in (3.37) and (3.25), it is straight forward to write

MSEFD =
Ns

v
MSETD. (3.38)

When v = Ns, both approaches yield the same MSE. In this thesis we then inves-

tigate the channel estimation problem for FD receivers, in which Ns (FFT size or

block size) is chosen to be at least 10 to 15 times5 the size of v [23]. Then chan-

nel estimation based on a TD approach has lower complexity than the FD based

approaches.
5Complexity savings achieved for FD systems become significant when larger FFT size is used.

The maximum FFT size is dictated by the channel coherence time which is very high compared to
the channel delay spread under consideration for fixed broadband wireless channels.
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Figure 3.3: Composite system model.

The above FD approach requires the use of frequency interpolation that im-

plements a number of FFT/IFFT operations for reducing the MSE of the channel

estimates [27, 56]. This can lead to a large processing delay. Moreover a window-

ing filter is required to extract the significant taps in the TD [27]. As a result, the

MSE of [27] is affected by the windowing deficiencies. Finally, the transmission

frame of the FD technique consisting of the FD pilots and received signal is not a

pure SC waveform. Hence, the PAPR of this waveform is higher than that of the

frame without the FD pilots. Therefore, from (3.38), it is noted that the use of TD

based channel estimation leads to both lower complexity and MSE compared to the

FD based approaches.

3.1.3 Composite Channel Estimation

As mentioned earlier, for Ns >> v, TD channel estimation usually has lower com-

plexity and MSE than FD estimation. However, for larger antenna configurations

and delay spreads (M,N and v) complexity is still high. In order to reduce the

processing time further, MIMO channel estimation can be carried out in M paral-

lel branches [21, 53] by using the composite system model illustrated in Fig. 3.3.

In [53] and [21] the MIMO system is modelled as M parallel single input multiple

output (SIMO) branches. The mth SIMO branch is modeled as the superposition of
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the desired data stream component from the mth transmitter and CCI from the other

M − 1 transmitters to the receiver array. Hence, estimation of M parallel SIMO

channels amounts to estimating the whole MIMO channel [21, 53]. The channel

estimation approach in [53] explicitly estimates the CCI whereas [21] resorts to a

joint estimation approach. These approaches to channel estimation based on the

composite channel model and are discussed in the following. The received signal

using the composite system model as in [21, 53] can be expressed as follows

y = hmsm +
∑
i̸=m

hisi + n (3.39)

= hmsm + i,M = 1, . . . ,M (3.40)

where hm and sm are defined as in (3.4) and (3.2) respectively and i represents the

interference plus noise matrix. The covariance matrix of the interference plus noise

is given by

ψi = E[i i
H
] (3.41)

Receiver processing based on the composite system model of [53] requires esti-

mation of ψi using known training sequences. However, it is difficult to accurately

estimate ψi at low signal to interference plus noise ratios (SINRs) [53]. As a result,

the ψi estimated using short training sequences are usually not reliable when the

CCI is very strong. Hence, it is useful to consider approaches which avoid direct

estimation of ψi.

An approach that does not require explicit estimation of ψi is given in [21]. This

approach involves the joint estimation of the CCI and ISI vector parameters. The

CCI vector provides the coefficients of a filter structure to minimize CCI effects and

the ISI vector provides an effective overall channel response for the mth receiver

branch and which is explicitly used in ISI equalization. For this approach, firstly, a

joint estimation problem involving CCI and ISI vector parameters is set up for each

SIMO channel. Then, using quadratic optimization principles, the optimal vector

parameters for the CCI and the overall effective channel response are estimated.
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The set of estimated CCI vector parameters suppress the CCI and maximize the

desired signal power with respect to the interference plus noise. After CCI sup-

pression and diversity combining the output is a desired data stream with residual

CCI. As part of the joint estimation process, an effective channel response vector

is defined which includes the delay due to the channel and CCI mitigation. The

objective function is formulated as a function of these two vector parameters. The

optimal vector parameters globally maximize the SINR.

The joint estimation approach based on the composite channel model is fairly

robust to changes in the interference levels unlike the approach given in [53]. More-

over, the training signals employed are random training sequences generated inde-

pendently and are not required to be orthonal. Since estimation is performed per

transmitter, the complex MIMO channel estimation problem is simplified to esti-

mation of a set of parallel SIMO channels without employing orthogonal training

sequences as in [1, 25, 27].

We will adopt the above TD composite channel estimation approach to develop

a FD receiver in chapter 4. This results in a hybrid (time and frequency) domain

receiver architecture. Before discussing our proposed system in the following chap-

ters we examine state of the art transceiver techniques used with MIMO SC systems

using FD receiver processing. But we first summarize some background on SISO

equalization.

3.2 SISO Equalization

MLSE receivers are known to be optimal in detecting data transmitted over SISO

frequency selective channels [57]. Unfortunately, the complexity of an MLSE re-

ceiver grows exponentially with the ISI span of the channel and becomes exorbitant

for practical implementation on channels exhibiting large ISI spans. Complexity

savings can be achieved when a linear or a non-linear decision feedback equalizer

(DFE) is used instead of MLSE for data detection. Both these architectures have
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Figure 3.4: Block diagram of a linear FDE.

been studied for SC-FDE systems in both SISO and MIMO frameworks [8, 23].

In the following section, the basic linear FDE architecture in the SISO context is

discussed.

3.2.1 Linear Equalization

Due to large delay spreads, the channel often exhibits deep spectral notches. SC

transmission through such a channel is severely distorted due to time dispersion.

Equalization of the received signal is required to compensate for these channel im-

pairments.

Conventionally, equalization is performed in the TD. This involves a convolu-

tion operation to produce an estimate of the transmitted signal. In contrast, FD fil-

tering is implemented as a component-wise multiplication of vectors. Hence, FDE

is known to be more efficient when used for compensating large delay spread chan-

nels, but does require per-block processing [23]. The equivalence of TD and FD

equalization techniques holds provided that the transmission is in frames or blocks.

As mentioned in chapter 2, each received block has essentially undergone cyclic

convolution with the channel impulse response. Upon Fourier transformation, the
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received FD signal can be represented as a component-wise multiplication of the

transmit data with the frequency response of the channel [8, 23].

If the channel frequency response has no zeros and is known to the receiver,

it is possible to perfectly remove the effect of the channel using the zero forcing

criterion. Since, the FD received block contains the data after element-wise multi-

plication with the channel frequency response, FDE using the zero-forcing criterion

is simply element-wise multiplication with its inverse. The problem with this form

of equalization is noise enhancement 6 . For this reason, the minimum mean square

error strategies [19] are commonly used, since they equalize the channel while tak-

ing into account the effect of channel noise, thereby avoiding noise enhancement..

3.2.2 Non-Linear Equalization

In comparison to a linear equalizer, a decision feedback equalizer (DFE) can can-

cel inter symbol interference due to previous symbols thus leading to lower noise

enhancement on channels exhibiting deep spectral notches [24, 49]. The DFE takes

advantage of previously detected data symbols and cancels their interference con-

tribution due to previous symbols from the incoming symbols. The classical DFE

consists of a feed-forward filter (FFF) and a feed-back filter (FBF) both imple-

mented in the TD. The received data symbols are equalized by the FFF on a per-

symbol basis and after data detection are passed through the FBF to subtract the

ISI contribution from the incoming data symbols. This enables the DFE to achieve

better performance than linear equalizers. In the following we review some popu-

lar receiver architectures used with SC-FDE systems, including the MMSE based

hybrid-DFE [24], noise-predictive DFE [13], and iterative block FD-DFE [58–60].

6However, at high SNR, ZF and MMSE structures result in the same receiver performance.
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Figure 3.5: Block diagram of a hybrid DFE with FD-FFF and TD-FBF.

3.2.3 Hybrid-DFE

An efficient DFE implementation called the hybrid-DFE, is shown in Fig. 3.5. This

structure is suitable for highly dispersive channels due to its implementing the FFF

in the FD. This results in lower computational complexity than the TD-FFF [23,49].

The FBF section however, is required to be performed in the TD. This structure is

referred to as the hybrid-DFE as it implements a cascade of the FD-FFF and the

TD-FBF.

It is known that the performance of a DFE is always better than a linear equalizer

for all practical channels as it reproduces the residual post-cursor ISI and cancels it

with the help of the FBF [13]. However, an occasional decision error at the detector

output results in incorrect estimation of the post-cursor ISI and this can lead to

incorrect detection of future data symbols. Despite this error propagation, it can be

shown that the error performance of the hybrid-DFE can be guaranteed to be at least

as good or in most cases better than that of a linear equalizer [1]. Using a similar

approach to the classical DFE, the forward and backward filters of the hybrid-DFE

are also jointly optimized.
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Figure 3.6: Block Diagram of a SISO NP-DFE Architecture.

3.2.4 Noise Predictive DFE

A flexible architecture called the noise-predictive decision feedback equalizer (NP-

DFE) was originally investigated by Belfiore and Park for co-axial cable channels

in [61]. It provides an alternative to the more traditional FIR structure considered

in the previous section. The overall NP-DFE which consists of a cascade of a lin-

ear equalizer and a noise predictor is equivalent to DFE receiver processing [61].

It consists of a FFF followed by a NP equivalent of the FBF used in the hybrid-

DFE. More recently, [13], a FD implementation of the NP-DFE architecture was

proposed. It consists of a FD-FFF (equivalent to a linear FDE) followed by a TD-

noise predictor. An NP-DFE architecture suitable for SISO channels is illustrated

in Fig. 3.6. An error sequence e between the equalized vector z and an estimate of

the transmit signal x̂ is given by

e = z− x, (3.42)

and assuming error free operation, (3.42) may be written as

e = z− x̂. (3.43)
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Given the channel frequency response vector, H, the FD-FFF, F , and TD noise

predictor, b, are found by minimizing the MSE given by

MSE = Tr(E[eeH ]). (3.44)

The FD-NP-DFE achieves the same minimum MSE as the hybrid-DFE of [13]

(see Sec. 3.2.3). However, unlike the hybrid-DFE the FFF of the NP-DFE in [13]

is independent of the length of the noise predictors (the length of b) and hence

provides a somewhat more flexible architecture than the hybrid-DFE.

3.2.5 Iterative block FD-DFE

Another class of DFE called the iterative block FD-DFE implements both forward

and backward filters in the FD as shown in Fig. 3.7 [60] [59] [58]. Similar to

other DFEs it contains a FD-FFF, but now the FBF is also implemented in the FD.

The use of FD filtering results in reduced computational complexity for both filter

design and signal processing, when compared to the DFEs of [58–60]. In addition,

the iterative block FD-DFE operates on blocks of the received signal, thus allowing

the use of error correction block codes.

In [60], for the initialization stage, the receiver performs linear FDE to produce

linear estimates of the data symbols. An iterative process follows the initialization.

The iterative-FD-DFE architecture shown in Fig. 3.7 consists of a FD-FFF, F , and

a FD-FBF, B. As can be seen from Fig. 3.7, it requires one extra FFT block to

transform the TD data block estimate to the FD. At each iteration, a FD decision

error sequence, E , between the current FD equalized signal, Z , and the output of

the FD-FBF, P , is formed. At the ith iteration, it computes the difference between

Z i and P i−1 from the previous iteration using

E i = Z i −P i−1. (3.45)

A correlation matrix of the error sequence denoted by ρi is computed using this ith
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Figure 3.7: Block diagram of a FD-DFE implementing a FD-FFF and a FD-FBF.

error sequence as

ρi = E[E iE iH ]. (3.46)

Hence the corresponding MSE can be obtained by taking the trace of (3.46) given

by

MSE = Tr(ρi). (3.47)

Given the channel frequency response vector H of lengthNs, the MMSE optimized

FD-FFF, F i, and the FD-FBF, Bi, at each iteration are found by minimizing (3.47).

The kth components of the vectors are given by

F i(k) =
H∗(k)

σ2
a[1− (ρi−1

k )
2
]H(k)H∗(k) + σ2

n

, (3.48)

and

Bi(k) = ρi−1
k [F i(k)H(k)− 1

Ns

Ns−1∑
l=0

F i(l)H(l)], (3.49)

where σ2
d and σ2

n represent the average power of the transmitted data symbols, and

the additive noise power, respectively. And, H(k) is an element of H. In (3.48)

and (3.49) ρi−1
k is the kth diagonal element of the matrix ρi−1 The computation of

the correlation at each iteration is computationally intensive and therefore simpler
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iterative approaches need to be explored. Moreover, there is a delay of a complete

block period due to the FBF operating in the FD.

The iterative FD-DFE architecture of [58] consists of a FD-FFF optimized under

the MMSE criterion at the first iteration and shifts linearly from MMSE to reach

full matched filtering at the final iteration. The idea is to maximize the SNR by the

feedforward filter and cancel the residual interference using the FBF. This iterative

scheme is initialized using the estimates obtained from a linear equalizer. It then

replaces the linear equalizer by a channel matched filter in the iterative mode.

In [58], given the channel frequency response vector, H, of length Ns, the

MMSE optimized FD-FFF and the FD-FBF at the ith iteration are given by

F i(k) = αi H∗(k)

H(k)H∗(k) + σ2
n

σ2
a

+ (1− αi)H∗(k) (3.50)

and

Bi(k) = 1−F i(k)H(k). (3.51)

At the initial processing stage α0 = 1, resulting in a linear MMSE based equalizer

in the FD. In succeeding stages α is less than 1 as the parameter αi decreases with

iterations and finally reduces to 0, meaning the FD-FFF becomes a FD matched

filter.

An MMSE based iterative FD-DFE architecture that accounts for the decision

errors is developed in [58, 59]. A parameter, σi
e
2, which represents the power of the

equalized decision errors computed at the ith iteration is defined. This is obtained

as

σi
e

2
= 2σ2

aP
i−1
e , (3.52)

where P i−1
e designates the probability of decision error at the previous iteration.

The FD-FFF is derived as a function of this parameter and is given by

F i(k) =
H∗(k)

H(k)H∗(k) + σ2
n

σi
e
2

. (3.53)

The FBF is the same as that derived in [58,59] and is given by (3.51). The structure

in [58, 59] takes into account the probability of decision errors unlike the design
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Architecture FFF FBF Complexity Latency Error Propagation
TD-DFE TDE TD High Low High
Hybrid-DFE FDE TD Medium Medium Medium
NP-DFE FDE TD Low Medium Low
Iterative-FD-DFE FDE FD Low High Minimum

Table 3.1: Comparison of DFE architectures.

given in [60]. The DFE architectures discussed in the foregoing are summarized

in Table 3.2.5. The hybrid-DFE is suitable for broadband channels, as the FFF is

implemented in the FD which results in lower computational complexity than the

TD-FFF [23,49]. The FFF and the FBF of the hybrid-DFE are jointly optimized (in

the MMSE sense). This means that any changes to the FBF affects the FFF design.

However, implementing the FDE (which includes an FFT element-wise multipli-

cation and an IFFT operation) on the entire transmission block before feedback

filtering in the TD results in higher latency than the TD-DFE [23,49]. The NP-DFE

architecture [13] on the other hand has lower complexity and also leads to a more

flexible architecture compared to the hybrid-DFE architectures [23, 49]. Similar to

the hybrid-DFE, the NP-DFE implements the FFF in the FD, however, the latency

is slightly lower than the hybrid-DFE as the FFF and the noise predictor coefficients

are computed independently of each other.

Broadband wireless channels with large delay spreads require the use of longer

FBFs. Hence, computational savings are expected when the FBF section is imple-

mented using any of the iterative block DFEs of [58–60]. Further, the effect of

error propagation in the iterative DFE structures is lower than the hybrid-DFE and

the NP-DFE structures. Some of the DFE architectures reviewed here have been

extended for use in MIMO receivers in conjunction with interference cancellation

based approaches. These are discussed in the following section.



Chapter 3 Channel Estimation and Equalization 54

3.2.6 MIMO Equalizers

The optimum receiver for channels impaired by CCI and ISI is a multichannel

maximum likelihood sequence estimator (MLSE) [57] implemented using a vec-

tor Viterbi algorithm. However, its implementation complexity is prohibitively high

especially in the presence of CCI. If a reduced state MLSE [53] is used for the

system defined in (3.39), a spatial whitening filter is required prior to the Viterbi

equalizer for optimal performance. The spatial whitening filter is computed using

the inverse of the covariance matrix of the overall interference,

ψi = E[ii
H
]. (3.54)

It is difficult to estimate this ψi accurately given short training sequences. Hence,

from the standpoint of both complexity and accuracy, reduced complexity receiver

structures that are based on practical channel estimation algorithms need to be fur-

ther explored.

For MIMO systems, a less complex sub-optimal receiver known as the Vertical-

Bell Laboratories-Layered-Space-Time (V-BLAST) receiver architecture is widely

used. In V-BLAST, the transmitter sends independent data streams from different

antennas and the receiver implements multi-stage equalization followed by either

successive interference cancellation (SIC) or parallel interference cancellation (PIC)

for detection [1, 13, 18, 62].

In the case of SIC, there is a nulling or cancelling process which selects (by

ordering according to received signal strength) a subset of the transmitted signals

following either of the two criteria, namely zero-forcing or minimum mean squared

error (MMSE). The canceling process subtracts the contribution of the estimated

data streams from the received signals before they are passed on to the next stage

of detection and equalization. These nulling and canceling processes continue suc-

cessively until all transmitted data streams are equalized and detected. The initial

ordering in SIC schemes has a huge impact on the overall performance of the re-

ceiver [1]. Moreover, good CSI is required for proper ordering and equalization of
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the sub-streams.

In contrast, a PIC scheme does not involve ordering of sub-streams [63]. Nulling

and cancelling are implemented in parallel and so the overall processing time is re-

duced compared to the SIC schemes. The PIC schemes are also implemented as

multi-stage detectors. One of the key factors limiting the performance of PIC is

caused by imperfect interference cancellation [63]. The sub-streams with low re-

ceived SNR adversely affect the detection of others. As a result, all the sub-streams

with higher SNR tend to suffer from error propagation and have little performance

improvement in a multi-stage implementation [18]. Nevertheless, PIC based equal-

ization receivers yield a reasonable complexity-performance trade-off compared to

MLSE type receivers. The original V-BLAST receivers implement TD receiver

processing for frequency-flat channels. This is still appropriate to compensate the

distortions resulting from low delay spread channels. However, MIMO broadband

communications are required to cope with large delay spreads due to multipath and

hence, FDE is more appropriate [1, 13, 18, 22, 63, 64].

3.2.7 MIMO-FDE

Equalization schemes in the FD based on SIC or PIC are referred to as layered

space frequency (LSF) equalization techniques. In [1], a LSF scheme is shown to

outperform the TD V-BLAST receivers [65]. In an M -transmit and N -receive an-

tenna system, the LSF receiver performs multi-stage equalization and interference

cancelation. The equalization is either multi-input-single-output (MISO) structure

producing a single output or a MIMO equalization structure producing multiple

outputs. In an LSF receiver, a hybrid-DFE is typically used for equalizing the fre-

quency selective channel [1, 63]. The MIMO-DFE typically consists of a bank of

space-time or space-frequency FFFs producing M outputs (each corresponding to

a transmitter). This is followed by M feedback filters each consisting of Lb taps.

The MIMO receiver shown in Fig. 3.8 implements a hybrid-DFE in conjunction
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Figure 3.8: Block diagram of hybrid-DFE with SIC

with SIC processing. The hybrid-DFE at the initial stage performs equalization

and ISI cancellation producing initial TD estimates of one or more data streams.

Following this, the FFT transforms the estimated signal to the FD and interference

cancellation is performed in the FD prior to the next stage of equalization and de-

modulation. It was found in [1, 63] that performance improves with the number of

detection stages. However, any improvement is marginal after the first few stages.

Due to multi-stage detection, the hybrid-DFE in conjunction with SIC processing

at each stage is susceptible to error propagation when using imperfect or estimated

CSI. The receiver proposed in [13], is shown in Fig. 3.9. It uses a NP-DFE in place

of a hybrid-DFE in conjunction with SIC processing. In section 3.2.3 and 3.2.4 we

compared the hybrid-DFE and NP-DFE. From Table 3.2.5, these architectures were

shown to have comparable error performance and complexity.
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3.3 Conclusions

In this chapter, we have examined several existing channel estimation and equal-

ization approaches for MIMO-SC-FDE systems. It is seen that for practical system

parameters as used in SC-FDE, estimating the MIMO channel frequency response

in the TD is preferable to doing so in the FD. The system advantages with channel

estimation based on a composite channel model are also discussed. The existing

FD MIMO receivers employ one of the above mentioned DFE architectures in con-

junction with either SIC or PIC processing. Implementing the SIC based DFE using

estimated MIMO CSI results in error propagation. In the next chapters we propose

a parallel receiver architecture for MIMO SC-FDE based on the estimated CSI. A

linear equalizer is considered in chapter 4 and a DFE in chapter 5.
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Chapter 4

Space-Frequency-Equalization

A receiver architecture is developed in this chapter that uses TD estimated channel

parameters to perform equalization in the FD for a multiple antenna system. The

receiver, referred to as the space-frequency-equalizer (SFE), yields equal diversity

gains for all data streams. A QR-decomposition based iterative joint estimation

algorithm (QR-JEA) is developed to jointly estimate the channel parameters and

CCI mitigation filter in the time domain. These are Fourier transformed and passed

to the SFE for FD CCI mitigation and ISI compensation. The SFE has a parallel

architecture and hence has lower processing time than SIC based MIMO equalizers.

Due to the parallel processing, all data streams achieve equal diversity gains. The

receiver exhibits excellent error performance even on highly dispersive wireless

channels.

4.1 Introduction

Broadband wireless systems can be used for a variety of high data rate applications.

Many of the channels being considered for such systems exhibit large delay spreads.

In order to compensate for this, a TD multi-variable equalizer can be employed.

However, the signal processing complexity to derive the equalizer coefficients and

process multiple signals increases exponentially with channel delay spread. OFDM

59
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has been shown to be effective in this application due to its modest receiver com-

plexity [8, 23, 48, 50, 51]. Compared to OFDM, SC-FDE as discussed in chapter 2

is a practical alternative solution [23, 51] to compensate these channels. The over-

all complexity and performance of an SC-FDE system is comparable to that of an

OFDM system [48,51]. Moreover, an SC-FDE systems has the advantages of lower

peak to average transmitted power ratio and lower sensitivity to frequency offsets

than OFDM.

Multipath effects, as discussed in chapter 2, increase with data rate leading to

large ISI spans at high data rates. The achievable capacity of systems depends on

their ability to accommodate multiple signal transmissions in the same frequency

band [66], which results in co-channel interference (CCI) at the receiver. The ef-

fects of CCI and ISI are both more pronounced at high data rates. The optimum re-

ceiver for channels impaired by CCI and ISI is a multichannel maximum likelihood

sequence estimator [57] implemented using a vector Viterbi algorithm. However,

its complexity is prohibitively high, especially in the presence of CCI, and hence

reduced complexity structures are required.

Spatial multiplexing (SM) and space-time coding have been studied for multiple-

input multiple-output (MIMO) SC-FDE systems [1, 14, 50, 64]. We focus here on

the implementation of FD receivers based on estimated CSI for uncoded SM-SC

systems. The Bell Laboratories Vertical Layered Space-Time (V-BLAST) architec-

ture employing either a FD linear or a non-linear equalizer combined with FD CCI

mitigation has been examined in [1,13,22,64]. Successive interference cancellation

(SIC) has been used for CCI mitigation and detection of the multiple data streams

in [1, 13, 22]. The receiver in [1], called the layered space frequency (LSF) equal-

izer receiver, can employ a linear FDE for the detection of each layer (data stream).

Note that [1] also presents a DFE solution, but we focus on linear structures in this

chapter. As illustrated in [1], the multiple stages of SIC schemes tend to accentu-

ate the effect of error propagation when only imperfect CSI is available. The SIC

scheme of [22] considers only perfect CSI to implement optimal detection ordering
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followed by perfect CCI cancellation at each stage. A channel matched filter fol-

lowed by a minimum mean squared error (MMSE) FDE detects the data streams

in a successive fashion. However, in practice, imperfectly estimated CSI impacts

detection ordering and degrades performance due to error propagation. Moreover,

SIC processing for large numbers of antennas leads to very high complexity and

increased latency [1, 22].

MIMO channel estimation can be performed in the TD. Fourier transforma-

tion then yields the channel frequency response matrix. Alternatively, direct FD

channel estimation can be used to compute the channel frequency response matrix.

In [25, 27], FD channel estimation algorithms for MIMO SC-FDE systems were

proposed. In [25], an iterative channel estimation algorithm for low delay spread

channels was investigated. Special training sequences are constructed which exhibit

constant envelop property in the TD while exhibiting orthonality with other training

sequences as in [27] and [25]. The use of such sequences for channel estimation

minimizes the effect of CCI. However, in the presence of non orthogonal interfer-

ence, the channel estimation based on the orthogonal assumption results in noisy

estimates. Moreover, this orthogonality is difficult to maintain in mobile environ-

ments. Further an iterative process involving Fourier transform based interpolation

filters is used to compute the channel frequency response matrix. The channel esti-

mation algorithm of [1] is similar to that of [25,27] and requires transmission of FD

orthogonal training sequences. However, the resulting estimated CSI in the pres-

ence of non-orthogonal CCI results in inferior receiver performance. As will be

seen later, the MIMO channel impulse response matrix can be estimated in the TD

using fewer parameters than the direct frequency response estimation approaches

of [25, 27]. Furthermore, the complexity of the TD approach can be reduced by

considering composite channel responses as in [21, 53] and estimating the CSI for

all transmitted signals in parallel.

In this chapter, we consider MIMO SC-FDE with TD channel estimation of

broadband channels that are characterized by large delay spreads. We develop a
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space-frequency-equalizer (SFE) receiver that performs joint CCI mitigation and

ISI equalization in the FD for M parallel data streams, where M is the number of

transmit antennas. The channel and receiver parameters are estimated in parallel

using an iterative QR-JEA in the TD. An advantage of the iterative estimation algo-

rithm based on QR decomposition (QR-JEA) estimation algorithm developed here

is that the CSI is estimated in the TD using non-orthogonal training sequences. The

resulting complexity is lower than that of [21] and comparable to the least squares

based channel estimation algorithms of [1, 25, 27].

At the receiver, N received signal streams (usually N ≥ M ) are Fourier trans-

formed and fed into M parallel receiver branches, one for each transmitted data

stream. An effective overall channel response vector and a set of weight vectors for

CCI suppression are computed for each receiver branch using independent training

sequences. Estimation is performed by maximizing the ratio of the power in the

desired data stream to the interference plus noise power as in [21]. These estimates

are Fourier transformed for use in the FD processing as shown in Fig 4.1. The SFE

uses a parallel architecture and hence, all data streams achieve equal diversity gain

with reduced processing delays compared to systems employing SIC.

Unlike [1,22,25] and [27] we exploit the advantages of both time and frequency

domain processing to implement the receiver for the SM-SC system. We use TD

processing to estimate the channel and FD processing to implement CCI mitigation

and equalization and focus on developing a parallel linear FD architecture. The

resulting receiver with only two iterations of the QR-JEA outperforms the 4 stage

LSF of [1] and [27].

The organization of this chapter is as follows. In section 4.2, system and channel

models are described. Section 4.3 describes the QR-JEA and derives the TD channel

parameters. Section 4.4 derives the analytical model for the proposed FD integrated

SFE. A complexity analysis is given in section 4.5. Simulation results are presented

in section 4.6 and conclusions are drawn in section 4.7.
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4.2 System Description

We consider a SC system with M transmit and N (usually N ≥ M ) receive an-

tennas communicating over a frequency selective Rayleigh fading MIMO channel

with a delay spread of up to tens of data symbols. A MIMO frame is formed by

multiplexing data into M independent sequences each of Ns symbols, which are

simultaneously transmitted from M antennas. The usual approach in FD systems to

avoid inter-frame interference due to multipath propagation is to use a cyclic pre-

fix/postfix (CP) of length at least equal to the maximum expected channel delay

spread [23] of v symbol periods. Here, we use a periodic pseudo random training

sequence of length p ≥ v symbols as shown in Fig. 4.2. The transmitted frame

from the mth (m = 1, ...,M ) transmit antenna may then be written in the form

dm =
[
sm(−p− L− v), . . . , sm(−1), dm(0), . . . , dm(Ns − p− L− v − 1)

]
,

(4.1)

where the first L + v symbols sm(−p − L − v), . . . , sm(−p − 1) are used to clear

the channel memory and the symbols sm(−p), . . . , sm(−1) are used for channel

estimation. The data symbols are denoted as dm(0), . . . , dm(Ns − p− L− v − 1)

We assume the M ·N sub-channels can each be modeled as a tapped delay line

filter with v taps, which are independent identically distributed complex Gaussian

random variables with zero mean and unit variance. Assuming that the channel

response remains constant (quasi-static fading) over a frame and varies indepen-

dently between frames, the sub-channel impulse response vector between the mth

transmitter and the nth receiver is denoted

hm,n =
[
hm,n(0) hm,n(1) . . . hm,n(v − 1)

]
. (4.2)

A convolution matrix hm,n of dimension (L+ 1)× (L+ v + 1) is then defined for
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Figure 4.1: The proposed integrated SFE receiver, showing the detailed structure
for the mth branch, m = 1, ...,M.

each subchannel as

hm,n =


hm,n(0) . . . hm,n(v − 1) . . . 0 0

0 hm,n(0) . . . . . . 0
...

... . . . . . . . . . ...
...

0 . . . hm,n(0) . . . hm,n(v − 1) 0

 , (4.3)

where L is the TD length of the pre-processor which will be specifically defined in

section 4.3. If we consider the mth transmitted signal as the desired signal stream

and the signals from the other M − 1 transmitters as interference, then, after dis-

carding the p training symbols, we may write the noisy received signal matrix over
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any frame period at the nth(n = 1, ..., N) receive antenna as

yn = hm,ndm +
M∑

i̸=m,i=1

hi,ndi + nn, (4.4)

where

yn =


yn(0) yn(1) . . . yn(Ns − 1)

yn(−1) yn(0)
. . . ...

... . . . . . . ...

yn(−L) yn(−L+ 1) . . . yn(Ns − L− 1).

 , (4.5)

dm =


dm(0) dm(1) . . . sm(−1)

sm(−1) dm(0)
. . . sm(−2)

... . . . . . . ...

sm(−L− v) . . . . . . sm(−L− v − 1)

 . (4.6)

Note that dm is an (L+ v + 1)×Ns matrix and dm(j) are independent identically

distributed complex random variables with E[dm(j)d
∗
m(j)] = ρ2d. And, nn is a

(L + 1) × (Ns) matrix of additive white Gaussian noise (AWGN) samples with

E[nn(j)n
∗
n(j)] = ρ2n . In (4.4), the first term is the desired signal and the second is

the CCI due to the other M − 1 transmitters.

The receiver is structured into M parallel branches, one corresponding to each

transmitted signal as illustrated in Fig. 4.1.Each branch has N inputs, yn, n =

1, . . . , N and produces an output estimated data d̂m(j), m = 1, ...,M . For the SM-

SC systems considered here, the CCI and ISI could be compensated by means of

a space-time equalizer (STE) (performing temporal equalization as in [67]). How-

ever, for highly dispersive channels, SFE has lower complexity than STE due to the

compact channel frequency responses that allow for efficient FD processing. Thus,

the Fourier transformed received signals from the N ≥ M receive antennas1 are

fed to the M receiver branches and the receiver detects all data streams in parallel.

Each branch performs CCI suppression, diversity combining and ISI equalization

in the FD.
1Note, N < M can be used, but this results in performance loss (see section 4.6).
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Figure 4.2: Transmission frame of Ns symbol periods including p ≥ L+ v training
symbols.

The SFE coefficients are estimated in the TD so as to maximize the ratio of the

power in the desired data stream to the interference plus noise (SINR) as in [21].

In section 4.3, we state the objective function for MIMO parameter estimation and

obtain the optimal estimate using an iterative QR-JEA. The mth training sequence

and corresponding N received signals are used to estimate both the mth effective

channel response vector, fm, and a set ofN interference suppression weight vectors,

wm = [wm,1, ...,wm,N ] in the TD. These estimated vectors are zero-padded to form

Ns-point vectors and Fourier transformed to perform CCI mitigation and equaliza-

tion in the FD. Since the processing is identical for all M receiver branches, we will

focus throughout only on the mth (m = 1, ...,M ) receiver branch.

4.3 MIMO Parameter Estimation

In MIMO systems, channel estimation is a complex problem due to the large num-

ber of parameters to be estimated. Estimating all N · M multipath sub-channel

responses simultaneously is theoretically the optimum approach. For multi-antenna

configurations operating on channels with large delay spreads, this task can become
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prohibitively complex. Therefore, we resort to a sub-optimum approach that esti-

mates a single composite channel response for each receiver branch based on the

overall channel matrix. The required number of parameters to be estimated is then

significantly reduced with (as will be seen) little loss in performance.

Channel estimation can be performed either in the TD or the FD. FD estimation

directly yields the channel frequency response required for FDE. A direct approach

is to Fourier transform the received signals and then to perform least squares chan-

nel estimation as in [12]. We note that each of the multipath channel coefficients

is determined by a single amplitude and phase in the TD. However, in the FD, it

is embedded in Ns amplitudes and phases. These Ns amplitudes and phases are

inter-related, but correctly building this relationship into a FD estimator amounts to

operating in the TD [9]. The number of estimation parameters given an ISI span of

v symbols, is M ·N ·Ns in the FD and M ·N · v in the TD. In most FD receivers,

Ns >> v is typically used and this further complicates FD channel estimation.

Note also that FD estimation as in [28], [27] and [25] involves numerous FFT/IFFT

operations to minimize the mean squared error (MSE). Furthermore, the frequency

responses of the M training signals are required to be orthogonal [27].

While usually less complex than FD estimation, the complexity and process-

ing time required for TD least squares channel estimation algorithms is still high.

Therefore, we now develop a method to reduce the signal processing time required

to estimate the response vectors of (4.2). At the nth(n = 1, . . . , N) receive antenna,

the signal can be represented as a superposition of the desired data stream compo-

nent and interference from the other M − 1 transmitters as in (4.4). The desired

signal at the mth receiver branch corresponds to the signal from the mth transmitter,

which is received at all N antennas. The interference is the superposition of the

other M − 1 co-channel signals at each receive antenna.

The desired and interference channel parameters are obtained by processing the

composite received signal, ys
n, during the training period (ys

n is the first p columns
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of (4.5)), where

ys
n = hm,nsm +

M∑
i̸=m,i=1

hi,nsi + nn, n = 1, . . . , N (4.7)

and the (L+ v + 1)× (p) training matrix sm is defined as

sm =


sm(−p) sm(−p+ 1) . . . sm(−1)

sm(−p− 1) sm(−p)
. . . sm(−2)

... . . . . . . ...

sm(−p− L− v) . . . . . . sm(−L− v − 1)

 . (4.8)

The last two terms in (4.7) are the CCI and noise, respectively. They can be com-

bined into a single disturbance term denoted em,n, so that (4.7) becomes

ys
n = hm,nsm + em,n, n = 1, . . . , N. (4.9)

On stacking the N received matrices of (4.9) we obtain the composite vector

ys =


ys
1

ys
2

...

ys
N

 . (4.10)

We next define the length L pre-processor weight vectors at each receive antenna as

wm,n =
[
wm,n(0) wm,n(1) . . . wm,n(L)

]
, (4.11)

where m = 1, ...,M, n = 1, ..., N.. The actual choice of L will be discussed in

section 4.6. The TD weight vectors of (4.11) function to suppress the CCI. The

combined pre-processor weight vector is the concatenation of these N vectors and

is given by

wm =
[
wm,1 wm,2 . . . wm,N

]
, m = 1, ...,M. (4.12)
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The pre-processor output corresponding to each transmitted signal may then be writ-

ten as

zsm = wmy
s

=
N∑

n=1

(
wm,nhm,nsm +wm,nem,n,

)
m = 1, ...,M. (4.13)

This allows us to write the overall channel impulse response vector between themth

transmitter and the corresponding output of the pre-processor as

fm =
N∑

n=1

wm,nhm,n, m = 1, ...,M, (4.14)

and the remaining residual interference as

im =
N∑

n=1

wm,nem,n, m = 1, ...,M. (4.15)

We may then re-write (4.13) in the compact form

zsm = wmy
s = fmsm + im, m = 1, ...,M, (4.16)

where fmsm is the desired signal component.

Following [21], we may write the pre-processor output SINR as

Jm(wm, fm) =
∥ fmsm ∥2

∥ wmy
s − fmsm ∥2

, (4.17)

Estimation of wm and fm is achieved by maximizing (4.17) through the use of

eigenvalue decomposition techniques [68]. In [21], this problem is solved using

a non-iterative eigenvalue decomposition. Here we use a QR decomposition [69]

based iterative technique.

Maximizing Jm is equivalent to minimizing its denominator with respect to wm

with a constant energy constraint on fm. Using the separation of variables theorem

[21], we find the optimal value of wm with a constraint on the energy2 of fm. To do

2The constraint ||fm||2 = 1 is used to avoid any degenerate solution resulting from the maxi-
mization process.
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this, we take the partial derivatives of the denominator of (4.17) with respect to the

jth element of the vector wm and equate the result to zero to obtain the equations

∂

∂(wm)j
∥wmy

s − fmsm∥2 = 0, j = 1, 2, . . . , N(L+ 1). (4.18)

The partial derivative with respect to the jth element of wm (j = 1, . . . , N(L+1))

may be written as

∂

∂(wm)j
∥wmy

s − fmsm∥2 =
∂

∂(wm)j

(
wmy

sysHwm
H − fmsmy

sHwm
H

−wmy
ssm

Hfm
H + fmsmsm

Hfm
H
)

(4.19)

By setting (4.19) to zero for j = 1, . . . , N(L+ 1) and using an identity [70] for the

partial derivative of quadratic functions results in

(ysysHwm
H)

H
+wmy

sysH − fmsmy
sH −

(
yssm

Hfm
H
)H

= 0 (4.20)

Finally, the general relationship is written as

wmy
sysH = fmsmy

sH (4.21)

wm = fm(smy
sH)(ysysH)

−1
(4.22)

By inspection, the solution to (4.20) can be written as

max
(fm)

Jm(f(fm), fm) = max
(fm)

∥ fmsm ∥2

∥ fm(smy
sH)(ysysH)

−1
ys − fmsm ∥2

(4.23)

= max
(fm)

fmsms
H
mf

H
m

fmsm

(
I − ysH(ysysH)

−1
ys
)
sHmfm

H
(4.24)

The optimal (maximum SINR sense) estimate of fm is then the eigenvector corre-

sponding to the maximum eigenvalue of
(
sms

H
m

)
[sm

(
I − ysH(ysysH)

−1
ys
)
sHm]

−1

using the result in [21]. The desired pre-processor response wm is then found by

substituting the this eigenvector scaled by a constant that is found from the training

matrix into (4.22).
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This eigenvector is chosen as the effective channel response vector, fm, as it

maximizes the output SINR of the mth receiver branch [21]. Ideally, this is done

by computing all eigenvalues and eigenvectors and then choosing the maximum

eigenvector. Since only the maximum eigenvector is of interest, we can employ an

iterative approach that computes only the vector solution for fm that maximizes the

SINR. This approach uses QR decomposition followed by a simple iterative process

to refine the solution vector. This is a simpler approach than that of [30] as it does

not involve full matrix inversions and eigenvalue decomposition.

The iterative process is based on a generalized eigenvalue problem where an

eigenvector matrix X corresponding to the eigenvalues of the diagonal matrix λ is

obtained by solving the eigenvalue problem defined by

AX = λBX. (4.25)

In our application we have A =
[
sm

(
I − ysH(ysysH)

−1
ys
)
sHm

]
and B =

(
sms

H
m

)
.

An iterative least squares problem is initiated by replacing the right-hand side of

(4.25) with the matrix B0, where B0 is the matrix obtained by multiplying
(
sms

H
m

)
with a normalized random matrix3 . The initial eigenvector estimates of X are ob-

tained by solving

AX1 = B0, (4.26)

Since the eigenvector of interest is that which corresponds to the maximum eigen-

value [21], we choose the column vector b0 of B0 with maximum energy and reduce

(4.26) to the form

Ax1 = b0. (4.27)

Since A is square and non-singular, QR decomposition using Householder reflec-

tors [68, 69] produces a unitary Q and an upper triangular matrix R such that

A = QR. (4.28)
3The random matrix is only used for initializing the iterative process.
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An initial least squares solution is then computed by multiplying both sides of (4.27)

by A
H

to give

A
H
Ax1 = A

H
b0, (4.29)

Substituting (4.28) in (4.29) results in

(
QR

)H (
QR

)
x1 =

(
QR

)H
b0, (4.30)

from which we obtain

x1 = R
−1
R

H−1
A

H
b0. (4.31)

Note, the first iteration involves computation of R
−1

, however, as it is an upper

traingular matrix inverse it is computationally less expensive than computing the

inverse of A. An iterative process follows (4.31) and improves the solution for x.

The process constructs a series of estimates xi, where i = 1, 2, ..., I corresponds

to the iteration number. Given xi at the ith iteration, the residual ri = bi−1 −Axi

is computed. An error vector △xi is found by solving the system of (4.31) with ri

replacing bi, so that

△xi = (R
H
R)

−1
A

H
ri, i = 1, 2, ..I. (4.32)

This computation involves inversion of upper triangular matrices. The new estimate

of xi is then found as

xi+1 = (xi +△xi), i = 1, ...I. (4.33)

and is scaled by the factor

ci = ||xi+1|| i = 1, ...I (4.34)

to result in an eigenvector with unit-energy. The process continues by updating the

right-hand side of (4.27) according to

bi = λi+1Bxi+1, (4.35)
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where λi+1 is calculated by substituting the vector xi+1 for fm in (4.24) as

λi+1 =
xi+1sms

H
mx

H
i+1

xi+1sm

(
I − ysH(ysysH)

−1
ys
)
sHmx

H
i+1

. (4.36)

We have found that I = 2 or 3 iterations is sufficient and yields significant per-

formance improvement. The process results in the vector xI which approximately

maximizes the SINR. This is scaled by the constant Tr(smsHm) to result in the esti-

mated channel response vector,

fm = Tr(sms
H
m)xI . (4.37)

Finally, the TD pre-processor weight vectors wm are calculated using (4.22). The

vectors wm and fm are zero-padded to length Ns vectors and Fourier transformed

for use in FD processing of the received signals.

4.4 MMSE Space Frequency Equalizer

The SFE consists of M parallel branches, each corresponding to a transmitted sig-

nal. The vector estimates, fm and wm, are Fourier transformed and all actual signal

processing is carried out in the FD. The lengthNs desired frequency domain vectors

are found as the FFT of the zero-padded vectors wm,n for n = 1, ..., N and fm for

the mth branch and are defined by the components

Wm,n

(
2π

Ns

k

)
=

L∑
j=0

wm,n(j)e
−j2 π

Ns
kj, (4.38)

Fm

(
2π

Ns

k

)
=

v+L∑
j=0

fm(j)e
−j2 π

Ns
kj, (4.39)

k = 1, 2, ..., Ns.

The resulting 1×Ns FD vectors can be written as

Wm,n = [Wm,n(1),Wm,n(2), . . . ,Wm,n(Ns)], (4.40)

Fm = [Fm(1),Fm(2), . . . ,Fm(Ns)], (4.41)
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for m = 1, . . . ,M and n = 1, . . . , N . Each receiver branch uses N of the vectors

Wm,n in a preprocessing filter to mitigate the effects of CCI. ISI in each of the M

receiver branches is then compensated by an MMSE based FDE implemented using

the estimated effective channel frequency response vector defined by Fm.

The Fourier transformed received signal corresponding to each frame at the nth

receive antenna is given by the length Ns vector

Yn = Hm,n ◦Dm +
∑
i̸=m

Hi,n ◦Di +N n (4.42)

= Hm,n ◦Dm + Em,n, m = 1, 2, ...,M, n = 1, 2, ..., N(4.43)

where ◦ represents component-wise multiplication of vectors. The FD vectors Hm,n

and Dm are obtained on Fourier transformation of (4.2) and (4.1), respectively.

The Fourier transformed AWGN samples are denoted by the vector N n. and Em,n

equals the last two terms of (4.42) representing the overall interference and noise

components of Yn. Note that circular convolution of vectors in the TD is equivalent

to their Hadamard product in the FD [46]. The FD vector, Dm, corresponds to the

Ns symbols of the transmitted signal from the mth transmitter.

The pre-processor performs CCI suppression on Yn using the vectors Wm,n to

produce the output in each receiver branch. Hence,

Zm =
N∑

n=1

Wm,n ◦ [Hm,n ◦Dm + Em,n] (4.44)

= Dm ◦Fm + Im m = 1, . . . ,M (4.45)

where the effective overall channel frequency response vector is given by

Fm =
N∑

n=1

Wm,n ◦Hm,n, m = 1, . . . ,M (4.46)

(4.47)

and the residual interference vector seen by the mth transmitted signal is given by

Im =
N∑

n=1

Wm,n ◦ Em,n. (4.48)
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A FD MMSE estimate of the signal vector Dm that is linear in Zm can then be

computed as

D̂m = Gm ◦Zm, m = 1, . . . ,M, (4.49)

where Gm is the MMSE FDE for the mth data stream. It minimizes the MSE

between D̂m and Dm, which is given by

MSE = E[||D̂m −Dm||2] (4.50)

= E
[
||Gm ◦ [Dm ◦Fm + Im]−Dm||2] (4.51)

Using the triangle inequality we have

MSE ≤ E[||Dm ◦ (Gm ◦Fm − 1)||2 (4.52)

+2||Dm ◦ (Gm ◦Fm − 1)||||Gm ◦ Im||

+||Gm ◦ Im||2], (4.53)

and finally obtain

MSE ≤ ρ2d(||Gm ◦Fm − 1||2) + ρ2n||Gm||2. (4.54)

The derivation of (4.54) assumes that the data samples are statistically independent,

have zero mean and variance equal to ρ2d and that the residual interference, Im,

contains negligible CCI, so it may be regarded as white noise with variance equal

to ρ2n. Taking the partial derivative of (4.54) with respect to the jth element of the

equalizer vector, Gm for j = 0, 1, . . . , Ns − 1, and setting the resulting system of

equations to zero we obtain the MMSE FDE vector for the mth receiver branch as

Gm = F∗
m ◦

(
Fm ◦F∗

m +
ρ2n
ρ2d

1

)−1

, (4.55)

where 1 = [1, 1, ..., 1] is a vector of ones and the inverse here implies the component-

wise or element by element inverse.
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4.5 Computational Complexity

The computational complexity of the integrated SFE, measured in terms of the re-

quired number of complex multiplication operations is discussed in this section.

The integrated SFE is implemented based on the iterative QR-JEA channel estima-

tion algorithm. In subsection 4.5.1, the complexity of the iterative QR-JEA that

includes the complexity of FFT/IFFT operations, matrix inverses and decomposi-

tions are discussed. In subsection 4.5.2, the signal processing complexity which

includes the FD pre-processing and the FDE are discussed.

4.5.1 Iterative QR-JEA

In section 4.3, we described how the iterative QR-JEA obtains a solution for the

effective channel response fm. The complexity of this solution is primarily due to

the initial computation of the vectors fm and wm which require matrix inversion. As

they are related through (4.22), this inversion is performed only once per branch.

The number of complex multiplications for the estimation of the fm is 1
6
(L + v +

1)3 + (N(L + 1))3 [21, 69] and that of wm is N(L + v + 1)(L + 1). The Fourier

transformation of wm,n vectors and received signal vectors for n = 1, . . . , N over

all M branches requires NM Ns

2
log2Ns and N Ns

2
log2Ns, complex multiplications

respectively. The Fourier transformation of the vector fm over all M branches re-

quires M Ns

2
log2Ns. Then, M Ns

2
log2Ns complex multiplications are used in IFFT

operation. Hence, the overall complex multiplications used in FFT/IFFT operations

over allM branches is given by (MN+2M+N)Ns

2
log2Ns. The complexity for QR

decomposition of the N(L+1)×N(L+1) matrix given in (4.28) requires approx-

imately (N(L + 1))3 complex multiplications [69]. This, for M branches is given

by M(N(L+1))3. The iterative process following the QR decomposition in (4.31)

requires inversion of the product of an upper and a lower triangular matrix. This re-

quires (N(L+ 1))2 + 2N(L+ 1) complex multiplications per iteration. Therefore,

the overall iterative QR-JEA channel estimation including the FFT/IFFT operations



Chapter 4 Space-Frequency-Equalization 77

overall M branches is given byM(1
6
((L+v+1)3+(N(L+1))3)+N(L+v+1)(L+

1)+I((N(L+1))2+2N(L+1)))+(MN+2M+N)Nslog2(Ns)+4(N(L+1))3.

Where, I denotes the number of iterations.

The FD least squares channel estimation in [1] is similar to that of [27] and

[25]. The complexity of the FD channel estimation algorithm of [27] is given as

2MNNslog2Ns +MNNs complex multiplications.

As an example, consider M = N = 4, v = 6, L = 7 and Ns = 1024 and

I = 1. QR-JEA requires 304250 complex multiplications assuming 1 iteration

(with 1088 additional multiplications per iteration), while the channel estimation

technique of [27] requires a total of 344064 complex multiplications. The overall

channel estimation complexity of QR-JEA is thus comparable to the technique of

[27]. However, on a system basis QR-JEA has significantly lower processing delay

than [27] due to the use of parallel signal processing.

4.5.2 System Complexity

We next compare the complexities of the integrated SFE and the 4-stage linear LSF

of [1] in terms of the required number of complex multiplications. The FD receiver

processing in the SFE includes the FD pre-processing of (4.44) and the MMSE-

FDE of (4.55). Detection of each of the M data streams requires NNs + 2Ns com-

plex multiplications. The overall complexity for the detection of M data streams

is then M(NNs + 2Ns). The proposed SFE and the 4-stage LSF of [1] require

the same number of FFT and IFFT operations4 , and hence we compare only the

overall complexity of implementing the equalizers. The complexity for a 4-stage

linear LSF which outputs 4 data streams per stage is estimated as 8NsNM(N − 1)

complex multiplications. Note that reducing either the number of stages or the num-

ber of outputs per stage in [1] reduces complexity at the cost of performance. For

M = N = 4 and Ns = 1024 the SFE of the present paper uses 24576 complex

4Both these techniques overall require N FFTs to Fourier transform the received signals and M
IFFTs to transform them back to the TD.
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multiplications, while the 4-stage linear LSF uses 393216 complex multiplications.

Therefore, the integrated SFE uses only 6.25 percent of the number of complex

multiplications of the 4-stage LSF.

4.6 Simulation

We have simulated SM-SC systems using QPSK and 16 QAM modulations. The

channels used are the Stanford University Interim (SUI) models (SUI3-SUI6) and

a general 11-tap symbol spaced model with an exponentially decaying power delay

profile (PDP) [28]. Figures 4.3 and 4.4 illustrate the frequency responses, with

0 0.1 0.2 0.3 0.4 0.5
−30

−25

−20

−15

−10

−5

0

5

10

Normalized Frequency (f.T
sym

)

M
ag

ni
tu

de
 in

 d
B

τ
rms

/T
sym

=1

τ
rms

/T
sym

=2

τ
rms

/T
sym

=3

τ
rms

/T
sym

=4

τ
rms

/T
sym

=5

Figure 4.3: Frequency responses of a general exponential 11 tap channel with re-
spect to digital frequency normalized to the signal bandwidth with various normal-
ized RMS delay spreads.

respect to the normalized frequency, f.Tsym, where f denotes frequency and Tsym

is the symbol duration. As can be seen, the SUI 5 and 6 channels experience deeper

fades. These models exhibit maximum delay spreads of 10µsec and 20µsec with

root-mean-squared (RMS) delay spreads of approximately 2.8µsec and 5.2µsec.
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Figure 4.4: Frequency responses of SUI 3-6 channel models.

Assuming a symbol period of 1µsec they result in ISI spans of v = 10 and v = 20

symbol periods, respectively. The PDP of the sparse SUI channels also exhibits an

exponentially decaying delay profile and is characterized by the RMS delay spread

defined in chapter 2.

Figures 4.3 and 4.4 demonstrate that larger RMS delay spreads usually lead to

deeper fades in the channel frequency responses. We assume that fading is inde-

pendent across all transceiver pairs and also across all multipath components. The

signal to noise ratio (SNR), defined as Eb/N0, is the ratio of the received signal

power per bit Eb, to the noise power, N0, per receive antenna. The bit-error-rate

(BER) is obtained by averaging the instantaneous BER of at least 10,000 transmis-

sion frames and 100 bit errors.

An important advantage of the proposed SFE receiver over that of [1] is that

essentially the same performance is achieved for all M transmitted data streams

as shown in Fig. 4.5 for N = 4 receive antennas. Therefore, in the remaining

simulations we present performance of only a single data stream. The effect of the

number of spatial degrees of freedom or the spatial receive diversity effect on SFE
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Figure 4.5: Performance of the SFE with L = 12 for a system withM = 4 andN =
3, 4, 5 antennas on an SUI-5 channel with a delay spread of v = 10 symbols. The
performance of each transmitted data stream is shown for the case of M = N = 4
transmit and receive antennas using QR-JEA with I = 0 for parameter estimation.

performance can also be observed in Fig. 4.5. At a BER of 10−3 the system using

N = 3 receivers performs 8 to 9dB worse than the one with an equal number of

transmitters and receivers (M = N = 4). However, no error floor was observed

for the range of SNR’s considered. An additional receiver, N = 5, improves the

performance by 3.5dB at a BER of 10−5 due to the increased number of spatial

degrees of freedom and the improved receive diversity.

We now consider the effect of the length, L, of the pre-processor wm,n on sys-

tem error performance. Fig. 4.6 and Fig. 4.7 illustrate results for the integrated-

SFE using QR-JEA with I = 0 and I = 2 iterations, respectively. Clearly, using

L ≥ (v + 1) significantly reduces the error floor. An issue in practical systems is

determining the length of the pre-processor filter required for a given ISI span. The

larger the ISI span the larger the required pre-processor length L and the larger the

system complexity. Fig. 4.6 considers the SUI-6 channel model with a maximum
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Figure 4.7: Performance of the SFE with iterative QR-JEA and I = 2 iterations for
various TD pre-processor length, L, on an SUI-5 channel with v = 10 symbols and
M = N = 4 transmit and receive antennas.
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Figure 4.8: Performance of the SFE with iterative QR-JEA (I = 2 iterations) for
frame lengths of Ns = 128, 256, and 1024 symbols on a v = 10 SUI-5 channel with
a pre-processor TD length of L = 11.

ISI span of v = 20 symbol periods. In contrast, Fig. 4.7 considers the SUI-5 chan-

nel model with a maximum ISI span of v = 10 symbol periods. These results show

that the SFE using L ≥ v+1 results in good performance to at least a BER of 10−5

for various values of v (and I).

In Fig. 4.8, the frame size is varied from Ns = 128 to 1024 symbols and there is

a performance variation of about 2.5dB at a BER of 10−4. Transmission of shorter

frames decreases throughput efficiency due to the CP requirement but yields slightly

better performance due to more frequent training.

In Fig. 4.9, we compare the performance of the 4-stage LSF of [1] with that of

the SFE using the proposed QR-JEA. A general 6-tap multipath channel (v = 6)

with exponential PDP and τrms = 1.25 is considered. The SFE using QR-JEA

with I = 0 and L ≥ v + 3 is only 1.2dB poorer than the 4-stage LSF of [1] at

a BER of 10−3. The QR-JEA based SFE with I > 0 significantly outperforms

the 4-stage LSF for BER values above 10−3 and provides similar performance at

a BER of approximately 10−5. In addition, using the effective channel vector fm
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computed using the QR decomposition with one and two iterations outperforms the

non-iterative JEA (I = 0) based SFE by 3dB and 4.2dB respectively at a BER of

10−3. However, we note that at sufficiently high SNR (> 23)dB it appears that the

iterative QR-JEA and 4-stage LSF converge in error rate.

In Fig. 4.10, 16-QAM modulation as in [28] is used and the performance of

the SFE with iterative QR-JEA (I = 2 iterations) is illustrated. The 11-tap chan-

nel model with a maximum ISI span of v = 11 symbols is considered for various

RMS delay spreads normalized to the symbol period. Fig. 4.10 illustrates that a

pre-processor length of L = 14 is required on such dense multipath channels with

normalized RMS delay spread of τrms/Tsym = 2 in order to achieve good perfor-

mance. In [28] a SM system with least squares channel estimation is proposed. Our

L = 14 result in Fig.4.10 achieves a performance gain of 2dB at a BER of 10−2

compared to the results given in [28].

4.7 Conclusions

We have developed a linear FD receiver structure for broadband SC systems which

jointly performs CCI mitigation and ISI equalization. An iterative QR-JEA ap-

proach to channel estimation is developed. It performs parameter estimation in the

TD. This requires lower processing time than several known FD orthogonal training

sequence based channel estimation algorithms. It is seen that the iterative QR-JEA

algorithm can significantly improve performance at moderate SNR, using a few sim-

ple iterations. Simulation results show that the proposed receiver achieves excellent

performance for channels with large RMS delay spreads. Due to the parallel struc-

ture of the SFE, the processing time is lower than that of the successive interference

cancellation based LSF approaches of [1, 13, 22, 25]. In addition, equal diversity is

achieved by all receiver branches. Finally, it is seen that to achieve good system per-

formance at low BER values the length of the TD CCI mitigation or pre-processor

filters must exceed the maximum channel delay spread.



Chapter 5

Space-Frequency Decision Feedback

Equalizer

5.1 Introduction

In chapter 4, we developed a linear FD receiver architecture called the integrated

SFE that utilizes an iterative QR-JEA approach to channel estimation. We now

develop a non-linear space frequency decision feedback equalizer (SF-DFE). It uses

the FD pre-processor developed in chapter 4 in conjunction with the hybrid-DFE

receiver architecture [23, 49] discussed in chapter 3 (section 3.2.3).

Most existing MIMO DFE based receivers are derived based on complete knowl-

edge of the MIMO channel matrix, and its parameters are derived assuming this

perfect CSI in [1,13,23,49]. The effect of imperfect CSI on the performance of the

multi-stage LSF-DFE (equivalent to a hybrid DFE with SIC) was examined in [1].

It was concluded there that multi-stage LSF-DFE receivers are more susceptible to

imperfect CSI which worsens the effect of error propagation. In [13], two noise pre-

dictive (NP)-DFE structures, are studied for MIMO systems, where it was shown

that the NP-DFE of [13] and hybrid DFE similar to that of [1] achieve the same

MMSE.

The SF-DFE receiver developed here has a parallel-branch receiver architecture,

and is not affected by signal processing imperfections in other branches. Hence, the

85
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SF-DFE is not effected by error propagation as in [1]. Further, it is implemented

using QR-JEA channel estimation algorithm developed in chapter 4. Due to the

parallel processing nature of the receiver, the SF-DFE requires lower processing

time than SIC based DFE receivers [1, 13]. Using simulations we show that, as

expected, the SF-DFE outperforms its linear counterpart presented in chapter 4 and

SIC based DFE receivers.

The rest of this chapter is organized as follows. In section 5.2 we give an

overview of the proposed SF-DFE system architecture. In section 5.3, the SF-DFE

system model is developed. The derivation of the FD-FFF and the TD-FBF co-

efficients using MMSE optimization is presented in section 5.3.1. A complexity

analysis comparing the SF-DFE with existing MIMO DFE architectures is provided

in section 5.4. In section 5.5, performance evaluation by means of simulations is

given. Finally, conclusions are drawn in section 5.6

5.2 Proposed Space-Frequency-DFE Structure

We now develop an analytical model for the non-linear FD receiver that utilizes

and extends the linear architecture presented in chapter 4. The overall SF-DFE

receiver architecture is shown in Fig. 5.1. TheN received signal streams are Fourier

transformed and fed into the SF-DFE. As with the linear SFE of chapter 4, the SF-

DFE consist of M parallel receiver branches each corresponding to a transmitted

signal. The front-end implements CCI suppression and ISI equalization in the FD

and the back-end implements post-cursor ISI cancelation and detection in the TD.

The CSI for each of the M receiver branches is estimated in parallel using the

iterative QR-JEA developed in chapter 4. For the mth branch, the CSI is then pro-

vided in the form of an effective overall channel response vector, fm, and a set of

N pre-processor weight vectors, wm,n. The set of weights are concatenated to form

the overall vector wm (see Sec. 4.3 for details). From Sec. 4.3 (4.22) we know,

wm = fm(smy
sH)(ysysH)

−1
, (5.1)



Chapter 5 Space-Frequency Decision Feedback Equalizer 87

y
N


+


Decision

Device


m
d
ˆ

m
t


TD

Feedback


Filter


-


y

1


y
2


FFT


FFT


FFT


Y
2


Y

N


IFFT


o


Y

1


+


o


o


o


SFP


1
,
m
W


2
m
W
 ,


N
m
W
 ,


FDE


m
Z


Training

sequence


Joint Optimization Algorithm


MMSE-SF-DFE

Coefficient Computation


m

f


FFT
FFT


m
F


m
T


m
b


m
x


+


m
s


SFP


Figure 5.1: Block diagram of the mth (m = 1, . . . ,M ) branch of a multi-input
space-frequency decision feedback equalizer.

where sm is the (L + v + 1)× p training matrix defined in chapter 4, and ys is the

received matrix corresponding to the transmission of sm. The TD vectors wm,n and

fm have zeros appended at one end of the vector to form length Ns vectors. Fourier

transformation of these results in the frequency domain preprocessor weight vector

Wm,n vectors and the effective channel frequency response vector Fm.

The vector Wm,n processes the nth received signal in the FD to suppress CCI.

All N preprocessor path outputs within each receiver branch are then combined

to form the front-end processor branch output Zm, m = 1, . . . ,M as shown in

Fig. 5.1. The hybrid-DFE described in section 3.2.3 is used here for equalization

and data detection. The effective channel frequency response vector Fm is used in

computing the coefficients of the frequency domain- feed forward filter (FD-FFF)

and the time domain-feedback filter (TD-FBF) of the SF-DFE.
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The hybrid-DFE is optimized in terms of MMSE and is implemented individ-

ually within each of the M parallel branches of the SF-DFE. A slight increase in

signal processing complexity occurs due to the additional feedback processing. This

non-linear extension of the SFE yields performance improvement over the linear ar-

chitecture developed in chapter 4.

5.3 System Model

The mth branch of the SF-DFE receiver used with an M -transmit and N -receive

antenna system is shown in Fig. 5.1. Here the transmission frame, dm, of length

Ns, defined in chapter 4 is considered. A frequency selective channel as described

in chapters 2 and 4, with a maximum ISI span of v symbol periods is considered.

The SF-DFE has M parallel branches which detect all M signals in parallel based

on estimated CSI. Each of the m branches consist of a SFP of effective TD length

L, a FD-FFF (similar to the MMSE-FDE of chapter 4) followed by a TD-FBF.

Assuming that CSI is provided by the iterative QR-JEA, the SF-DFE is derived as

follows:

We start the analysis by writing the Ns dimensional TD received signals at the

receiver array as

yn = hm,ndm + em,n, n = 1, . . . , N, (5.2)

where hm,n represents a convolution matrix of dimension (L+1)× (L+v+1) and

em,n corresponds to the overall distortion (noise and CCI). After an Ns-point FFT,

the received FD signal is written as

Yn = Hm,n ◦Dm + Em,n, m = 1, 2, . . . ,M, n = 1, 2, . . . , N, (5.3)

where Hm,n is the channel frequency response and Em,n is the FD distortion term

given by

Em,n =
∑
i ̸=m

Hi,n ◦Di +Nm,n, m = 1, . . . ,M, n = 1, . . . , N. (5.4)
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The SF-DFE uses the FD-preprocessor of chapter 4 for CCI mitigation. There-

fore, CCI mitigation on Yn at the nth receiver is implemented using the vectors

Wm,n to produce the output,

Zm =
N∑

n=1

Wm,n ◦Yn (5.5)

= Dm ◦Fm + Im, m = 1, . . . ,M. (5.6)

where

Fm =
N∑

n=1

Wm,n ◦Hm,n, m = 1, . . . ,M. (5.7)

is the effective channel frequency response vector and the residual interference vec-

tor is given by

Im =
N∑

n=1

Wm,n ◦ Em,n. (5.8)

In the following sections, the effective channel response vector, Fm, is used to

derive the MMSE based non-linear equalizer employing a hybrid DFE structure as

described in chapter 3. As with linear SFE, the SF-DFE consists of M parallel

branches each corresponding to a transmitted signal. Since processing is similar in

allM branches, in the following, we derive the FD-FFF and TD-FBF coefficients of

the hybrid DFE for the mth receiver branch based on the effective channel response

vector, Fm.

5.3.1 MMSE based DFE

Following the pre-processor, the signal corresponding to themth transmitter, Zm, is

passed into an MMSE based DFE for equalization and detection. In this section we

derive the DFE filter coefficients using the estimated effective channel parameters

derived in chapter 4. Using the DFE coefficients, we compute the MSE of the SF-

DFE and show that it is less than the MSE of the linear SFE in chapter 4.

The SF-DFE consists of a block-wise FD-FFF (or an FDE) followed by a symbol-

wise FBF operating in the TD. The FD-FFF equalizes ISI over a block of symbols,
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while the TD-FBF section operates on a per-symbol basis to cancel the interference

contribution due to previously detected data symbols. The FBF has an FIR structure

of length Lb, which is the number of previous symbols considered in detecting the

current symbol.

The FD-FFF vector of the DFE is represented by Gm. It performs ISI equaliza-

tion in the FD on Zm, and its output may be written as

T m = Gm ◦Zm. (5.9)

The vector T m is inverse Fourier transformed to yield the length Ns TD vector

tm =
Ns−1∑
k=0

Tm(k)e
i 2π
Ns

kj, j = 0, 1, . . . , Ns − 1. (5.10)

where Tm(k) is the kth element of T m. We can represent (5.10) in matrix form by

defining the FFT matrix QNs
as

QNs
=



1 1 1 1 1 . . . 1

1 w w2 w3 . . . wNs−1

1 w2 w4 w6 . . . w2Ns−1

1 w3 w6 w9 . . .
...

...
...

...
...

1 wNs−1 w2Ns−1 w3Ns−1 . . . w(Ns−1)(Ns−1)


, (5.11)

where wn = e−i 2πn
Ns is the primitive nth root of unity [71] and n = kj, where k, j

(k, j = 0, . . . , Ns − 1) are the row and column indices. Consequently, the IFFT

matrix is defined by its Hermitian Q
H

Ns
. Using (5.11) we may then write (5.10) as

tm = QNs

HT m,

= QNs

H
(Gm ◦Zm). (5.12)

This forms the TD input to the FBF section of the DFE.

The TD-FBF is defined as a FIR structure, bm, of length Lb < L+ v given by

bm = [ 1 bm(1) . . . bm(Lb) ]. (5.13)
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We form a length Ns vector from (5.13) by zero-padding and define the Ns × Ns

FBF matrix as

bm =



1 0 . . . . . . . . . . . .
... 0

bm(1) 1 . . . . . . . . . . . .
... 0

bm(2) bm(1) 1
. . . . . . . . . 0

... bm(2)
. . . . . . . . . . . .

bm(Lb)
... . . . . . . . . .

0 bm(Lb) bm(1) 1
... 0

0 0 . . . bm(Lb) . . . bm(1) 1



. (5.14)

Contributions from the FD-FFF and TD-FBF are combined and fed into to the de-

cision device in Fig. 5.1. Its input can be written as

xm = tm − (bm − I)d̂m, (5.15)

The TD error vector may then be written as

δTD = xm − dm. (5.16)

The presence of the hard decision device makes the optimization problem non-

linear [72]. To proceed, we linearize1 the problem by assuming that the decision

device delivers error-free data estimates. Note that in practice erroneous decisions

may occur and get fed back into the equalizer through the TD-FBF. When a longer

TD-FBF is used, the effect of these erroneous decisions is greater and may degrade

the performance especially at low SNR [13]. Still, it can be shown that non-linear

equalizers such as DFE’s always tend to outperform linear equalizers [1]. Substi-

tuting d̂m = dm and (5.15) in (5.16) we have

δTD = tm − (bm − I)dm − dm

= tm − bmdm. (5.17)
1In all cases of interest, the symbol error rate is less than or equal to 0.5, and this assumption

leads to optimal results.
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Using the FFT matrix of (5.11) we can then write the error vector in the FD as

δFD = QNs
δTD

= QNs

(
tm − bmdm

)
. (5.18)

Since QNs
represents the FFT we can rewrite (5.18) as

δFD = T m −
Ns−1∑
j=0

(bmdm)e
−i 2π

Ns
kj, (5.19)

where the output vector T m of the FD-FFF is given by (5.9) and bmdm represents

the convolution between the vectors bm and dm. The Fourier transform of this is

equivalent to component-wise multiplication in the FD according to the convolution

theorem [46] and is expressed as

Ns−1∑
j=0

(bmdm)e
−i2 π

Ns
kj = Bm ◦Dm k = 0, . . . , Ns − 1. (5.20)

Substituting (5.9) and (5.20) in (5.19) we obtain the error vector in the FD as

δFD = Gm ◦Zm −Bm ◦Dm. (5.21)

This allows us to write the FD-MSE of the SF-DFE as

MSESF−DFE = Tr
(
E[δH

FDδFD]
)

= Tr
(
E[∥ Gm ◦Zm −Bm ◦Dm ∥2]

)
. (5.22)

The MMSE solutions for the vectors Gm and Bm can now be obtained by min-

imizing (5.22). This is done by applying the orthogonality principle, which states

that the output sequence of a linear filter optimized in the MMSE sense is orthogo-

nal to the error sequence [73]. Therefore, we may write

1

Ns

E[ZH
mδFD] =

1

Ns

E[ZH
m(Gm ◦Zm −Bm ◦Dm)] = 0. (5.23)

Rewriting (5.23) yields

E[Zm
H(Gm ◦Zm)−Zm

HBm ◦Dm] = 0
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or

GmE[ZH
mZm] = BmE[ZH

mDm], (5.24)

where the matrices, Gm and Bm are obtained by the diagonalization of the vectors,

Gm and Bm , respectively. Similarly diagonal matrices, Zm, Fm and Dm are

obtained by diagonalizing the FD vectors Zm, Fm and Dm. This diagonalization

of allows us to write the element wise multiplication of two vectors as multiplication

of diagonal matrices. Also, it is not difficult to show that

E[ZH
mZm] = E[ZH

mZm], (5.25)

E[ZH
mDm] = E[ZH

mDm], (5.26)

The variance of the transmitted data symbols is defined as ρ2d = E[dmd
∗
m] =

E[DmDm
∗] and the interference plus noise variance as ρ2i = E[imi

∗
m] = E[ImIm

∗],

so that.

E[ZH

mZm] = E[(DmFm + Im)
H(DmFm + Im)],

= ρd
2FmFm

H
+ ρi

2I m = 1, . . . ,M. (5.27)

Therefore,

E[ZH
mZm] = ρd

2FH

mFm + ρi
2I. (5.28)

Since E[DmIm
∗] = 0

E[ZH
mDm] = E[(DmFm + Im)

HDm] = ρ2dF
H

m. (5.29)

Substituting (5.28) and (5.29) in (5.24) we obtain

Gm(ρd
2FH

mFm + ρi
2I) = Bmρ

2
dF

H

m. (5.30)

Finally, we obtain the FD-FFF matrix as

Gm = BmF
∗
m

(
FmF

∗
m +

ρ2i
ρ2d

I

)
,
−1

(5.31)



Chapter 5 Space-Frequency Decision Feedback Equalizer 94

with corresponding vector

Gm = Bm ◦F∗
m ◦

(
Fm ◦F∗

m +
ρ2i
ρ2d

1

)−1

= Bm ◦F∗
m ◦

(
Fm ◦F∗

m +
ρ2i
ρ2d

1

)
.
−1

(5.32)

The FD-FFF is a function of the estimated effective channel response vector, Fm

and the Fourier transform of the TD-FBF, bm, which is yet to be derived. Using

(5.32), we can compute bm by minimizing the TD-MSE of the SF-DFE. The TD-

MSE can be written using the error vector defined in (5.17) as

MSESF−DFE =
1

Ns

E[δH
TDδTD] (5.33)

=
1

Ns

E[
(
tm − bmdm

)H(
tm − bmdm

)
]

=
1

Ns

E[tHmtm] + E[dH
mb

H

mbmdm]− E[dH
mb

H

mtm]

−E[tHmbmdm]. (5.34)

After computing ( 5.34), the MSE of the SF-DFE reduces to [24, 49]

MSESF−DFE =
ρ2i
Ns

(
b
H

mQNs

H
ΦmQNs

bm

)
, (5.35)

where we have the diagonal matrix Φm = (FmF
H

m +
ρ2i
ρ2d
I)

−1
. The derivation of

(5.35) from (5.34) is included in Appendix A. We denote the element in the sth

row and jth column of Ns × Ns matrix bm as bs,jm where s, j = 0, . . . , Ns − 1.

Similarly we denote the element in the sth row and tth column of b
H

m with b∗t,sm

where, s, t = 0, . . . , Ns − 1. Now (5.35) can be written as

MSESF−DFE =
ρ2i
Ns

Ns−1∑
s=0

Ns−1∑
l=0

Φm(l, l)

[
Ns−1∑
j=0

bs,jm ei
2πjl
Ns

Ns−1∑
t=0

b∗s,tm

]
e−i 2πtl

Ns , (5.36)

where Φm(l, l) =
(
Fm(l)F∗

m(l) +
ρ2i
ρ2d

)−1

represents the lth diagonal element of

the matrix Φm. Now, the gradient method [24, 63] as given in [73] can be used

to find the optimal feedback matrix bm that minimizes the MSE given in (5.36).

The sth row of the optimal bm obtained using the gradient method [24] is Fourier
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transformed to obtain the FD-FBF Bm. The Ns × 1 vector Bm is substituted into

(5.32) to compute the FD-FFF Gm.

In order to obtain the optimal FBF coefficients that minimize the MSE of the

SF-DFE in (5.36), we form the matrix ASF−DFE with the (t, j)th element defined

by
Ns−1∑
l=0

Φm(l, l)e
−i

2π(t−j)l
Ns , j = [1, . . . , Lb], t = [1, . . . , Lb] (5.37)

and a vector aSF−DFE with its jth element given by

Ns−1∑
l=0

Φm(l, l)e
i 2πjl

Ns , j = [1, . . . , Lb]. (5.38)

Using the gradient method [73], it is found similarly to [24, 49], that the sth row of

bm denoted by bs
m = [bs,0m , bs,1m , . . . , bs,s−1

m , 1, 0, . . . , 0], optimal in the MMSE sense,

is obtained by solving the linear system of equations with Lb unknowns,

ASF−DFEb
s
m = aSF−DFE. (5.39)

Techniques such as the Levinson-Durbin algorithm [24] can be used to obtain this

optimal solution for bs
m. This can be computed using the QR decomposition of

ASF−DFE .

On examining ASF−DFE we notice that it is square and non-singular and hence

QR decomposition using Householder reflectors [69], [68] produces a unitary ma-

trix Q with Q
H
Q = I, and, an upper triangular matrix R such that

ASF−DFE = QR. (5.40)

Generally, solving the linear system of equations in (5.39) involves computation of

the inverse of the matrix which is computationally expensive. Computation of the

matrix inverse can be avoided by exploiting the properties of QR decomposition as

follows: The optimal bs
m in the MMSE sense is computed by multiplying both sides
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of (5.39) with A
H

SF−DFE . Then substituting (5.40) we have(
QR

)H (
QR

)
bs
m = A

H

SF−DFEaSF−DFE (5.41)

R
H
(
Q

H
Q
)
Rbs

m = A
H

SF−DFEaSF−DFE (5.42)

(5.43)

The TD-FBF coefficients are now computed as

bs
m = (R

H
R)

−1
A

H

SF−DFEaSF−DFE. (5.44)

After computing the MMSE optimized solution for bs
m we substitute its Fourier

transform into (5.32) to calculate the FD-FFF. The Fourier transform of bs
m is given

by

Bm = [Bm(0),Bm(1), . . . ,Bm(Ns − 1)], (5.45)

where

Bm(k) =

LB∑
j=1

bs,jm e−i 2πjk
Ns k = [0, . . . , Ns − 1]. (5.46)

It can be observed that when the number of taps in the TD-FBF is set to zero

that is Lb = 0, then the SF-DFE reduces to that of the linear SFE of (4.55). The

MSE of the linear-SFE MSElinear−SFE can be obtained by substituting s, j, t = 0

in (5.36) giving

MSElinear−SFE =
ρ2i
Ns

Ns−1∑
l=0

Φm(l, l)
[
b0,0m ei

2π0l
Ns b∗0,0m

]
e−i 2π0l

Ns (5.47)

=
ρ2i
Ns

Ns−1∑
l=0

Φm(l, l). (5.48)

Further, it is not difficult to show that the MSESF−DFE defined in (5.36) is always

smaller than (5.48).

5.4 Complexity Analysis

An analytical model of the SF-DFE has been developed in this chapter. In this

section, we evaluate its computational complexity in comparison with the MIMO
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DFE architectures given in [1, 13, 31]. We quantify complexity in terms of the

number of complex multiplications required for the detection of a block of data.

The overall receiver complexity is split into two parts

1. Complexity of coefficient calculation that includes the computational com-

plexity of the space-frequency pre-processor, the FD-FFF and the TD-FBF.

2. Complexity of signal processing in the time and the frequency domains.

Channel estimation complexity is not addressed here as it is the same for both the

linear and non-linear receivers and can be found in chapter 4. As noted previously,

the CSI is provided in the form of the TD vectors fm and wm by the iterative QR-

JEA. These vectors are used in constructing the SF-DFE in the FD.

The TD-FBF coefficients of the SF-DFE are computed by solving the linear

system of equations with Lb unknowns in (5.39). Computation of the Lb × Lb ma-

trix ASF−DFE using (5.37) and the vector aSF−DFE using (5.38) requires a total

of NsL
2
b + NsLb multiplications. Then, the QR-decomposition of ASF−DFE in

(5.40) requires 2
3
L3

b +
3
2
L2
b + 3Lb complex multiplications. The FBF vector bs

m

is finally obtained by solving (5.44) requiring 5
3
L3
b + 2L2

b − 5
3
Lb complex mul-

tiplications. Therefore, the total complexity to compute the FBF is obtained by

adding the complexities of (5.37), (5.38), (5.39), (5.40) and (5.44), which is given

by 7
3
L3
b +

7
2
L2
b +

4
3
Lb +NsL

2
b +NsLb. Then, the FD-FFF of the SF-DFE, given by

(5.32), is computed using Nslog2(Ns) + 3Ns complex multiplications.

The signal processing complexity of the SF-DFE is calculated including FD-

CCI suppression using (5.5), FD-ISI equalization using (5.9) and TD-FBF process-

ing using (5.44). The overall signal processing complexity of which includes (5.5),

(5.9) and (5.44) is given by (N + 1)Ns +N2
s .

Consider a numerical example, with M = N = 4, v = 6, Ns = 64 and

Lb = 5. Then the complexity of coefficient calculation for the mth branch is given

by 7
3
L3
b +

7
2
L2
b +

4
3
Lb + NsL

2
b + NsLb + Nslog2(Ns) + 3Ns = 2882 and the over-

all signal processing complexity is given by (N + 1)Ns + N2
s = 4416 complex
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multiplications. Therefore, the SF-DFE system complexity per branch is given by

4416+2882 = 7298 complex multiplications. Since, there are M = 4 branches the

overall complexity amounts to 29192 multiplications.

DFE Architecture Coefficient computation Signal processing Total
SF-DFE 4(4416) 4(2882) 29192
LST-DFE 135988 131172 267160
MIMO hybrid-DFE 24384 6912 31296
MIMO NP-DFE 23040 29488 52528
MIMO-NP-SIC 29928 8064 37992

Table 5.1: Numerical complexity comparison of MIMO DFE architectures.

In [31], the complexity and performance of a layered space-time DFE (LST-

DFE) and a MIMO hybrid DFE receivers are given. The overall complexity of the

LST-DFE [31], for the numerical example here at each stage requires (2N +M −

1)Ns

2
log2Ns+NsMN+NsNLb+

NsM3N3

2
+ML3

b+NsN
3M3/2+NL2

b = 267160

complex multiplications. The complexity of the proposed SF-DFE is roughly 11

percent the complexity of the LST-DFE [1, 31].

The MIMO hybrid-DFE of [31] is similar to layered space-frequency DFE (LSF-

DFE) of [1]. A single stage of the MIMO hybrid-DFE given in [31] requires a total

of NNs

2
log2(Ns) +NsMN +NsN

2Lb +NsMN3 +M3L3
b = 31296 complex mul-

tiplications and is comparable to the proposed SF-DFE system complexity.

In [13], a MIMO NP-DFE and a MIMO-NP-SIC (discussed in chapter 3) re-

ceivers using FDE were examined. The computation complexity of the FD-FFF and

NP coefficient is given asNs(M
3+N3)+LbM

3+(2L2
b+2Lb−3)M3+NsMN2+

((Ns−1)Lb+2NsN)M2 which is equal to 29488 complex multiplications. The sig-

nal processing complexity of [13] is given by (M+N)(Ns/2)(log2(Ns))+NsMN+

NsLbM
3 which is equal to 23040 complex multiplications. The overall complexity

of MIMO NP DFE is then given by 52528 complex multiplications. The complexity

of SF-DFE is only 55 percent of the MIMO-NP DFE. This is because the SF-DFE

processing is based on the effective channel response vector as opposed to the com-

plete MIMO channel matrix as in [13].
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The MIMO NP-SIC of [13] has a complexity ofNs(M
3+N3)+LbM

3+(2L2
b+

3Lb − 3)M3 + NsMN2 + ((Ns − 1)Lb + 2NsN)M2 + Lb
M3−M2

2
for coefficient

computation. And, (M+N)Ns

2
log2(Ns)+NsMN+NsLbM

2+Ns
M(M−1)

2
for signal

processing. The overall complexity is then given by 37992 complex multiplications

for the numerical example. The complexity of the SF-DFE is 76 percent of the

complexity of MIMO NP-SIC given in [13]. This comparison does not consider

MIMO channel estimation complexity.

In Table 5.1, the computational complexities of DFE architectures [1, 13, 31]

compared to the SF-DFE for the numerical example are summarized. From Table

5.1, it can be observed that the MIMO hybrid DFE of [31] and MIMO NP-SIC

of [13] have similar system complexities and are only slightly more complex than

the proposed SF-DFE. When channel estimation complexities are considered, then,

SF-DFE system results in significantly lower complexity than the DFE architectures

of [1, 13, 31]. Moreover, multi-stage LSF-DFE receiver of [1], and NP-SIC of [13]

have higher latency than the parallel branch SF-DFE receiver.

5.5 Simulations

In simulation, we have considered QPSK modulation for SM-SC systems withM =

2, 4 transmit antennas and N = 4 receive antennas to examine the performance of

the proposed SF-DFE. The symbol period is assumed as 1µsec. The channel models

considered here are

1. The SUI-6 channel model with three taps is used to simulate a hilly terrain

communication channel with light tree densities. These have τmax =20µsec

and τrms = 5.2µsec resulting in a maximum delay spread of 20 symbol peri-

ods and an RMS delay spread of 5.2 symbol periods for the assumed 1µsec

symbol period. This type of channel exhibits very deep fades as noted in

chapter 2 Fig. 2.1.
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Iterative (QR-JEA) linear-SFE

Figure 5.2: Performance comparison of the SF-DFE with the linear SFE using both
iterative (QR-JEA) and a non-iterative JEA on an SUI-6 channel with maximum ISI
span of 20 data symbols.

2. A general six tap channel with a maximum delay spread of 6 symbol periods

and τrms of 1.25 and 5.2 symbol periods is considered to compare the perfor-

mance of the SF-DFE with that of [1]. The channel with τrms = 5.25 symbol

periods is challenging as fading is then more significant due to stronger mul-

tipath components.

For the above two channel profiles, the different paths corresponding to different

multipath components are assumed independent. The channel multipath gains are

complex Gaussian random variables with zero mean and the average power in the

multipath is normalized to unity. We consider quasi-static fading which is time-

invariant over the transmission frame of length Ns symbols.

Since the multipath channel is normalized, the signal to noise ratio (SNR), de-

fined asEb/No, is the ratio of the received signal energy per bit from all transmitters

Eb, to the noise power,No, per receive antenna. The bit-error-rate (BER) is obtained
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Figure 5.3: Effect of L on the performance of SF-DFE over an SUI-6 channel with
a maximum ISI span of v = 20.

by averaging the instantaneous BER of at least 10,000 transmission frames and 100

bit errors. Assuming error propagation is limited, the SF-DFE performs signifi-

cantly better than the linear SFE on heavily dispersive channels.

Fig. 5.2 illustrates the comparative performance of three receivers, namely the

linear developed in chapter 4, a linear iterative QR-JEA based SFE and the non-

linear iterative QR-JEA based SF-DFE receiver, on the SUI-6 channel. At a BER

of 10−4, the SF-DFE outperforms the linear non-iterative JEA based SFE by 8.5dB

and gains 5.5dB over the linear iterative QR-JEA based SFE (using 2 iterations). A

preprocessor FIR filter length of L = 22 is used for all three receivers.

Fig. 5.3 illustrates that, as with the linear-SFE, a space frequency pre-processor

with L ≥ v + 2 results in good performance for the SF-DFE. The FD-FFF then

compensates for the ISI present at the output of the pre-processor in the FD. Most

of the residual ISI following the FD-FFF is cancelled by the TD-FBF. To refine the

structure, the required FBF length is examined in the following.
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Figure 5.4: Effect of feedback filter length Lb on the overall performance of SUI-6
channel with a maximum ISI span of 20.

The effect of feedback filter length, Lb, on the overall performance of the SF-

DFE is illustrated in Fig. 5.4. As can be seen, for an ISI span of v = 20 and pre-

processor with L = 22 we find Lb = 20 gives good performance of the SF-DFE. As

seen in Fig. 5.4, the degradation for Lb = 17 is small (≈ 1dB), but increases as Lb

decreases.

In Fig. 5.5 we compare the performance of SF-DFE with linear SFE for an

exponentially decaying six tap channel [1]. Using simulations we noticed that the 6

tap channel with a maximum ISI span of v = 6 required a pre-processor length of

L = 10 which is slightly more than that required for the 3 tap SUI channel profiles.

However, the FBF length requirement is similar for both channels, that is Lb = 6

for the 6 tap channel. Using these filter lengths for v = 6, we vary the RMS delay

spread2 τrms in Fig. 5.5. At a BER of 10−4, a performance improvement of less than

2dB over the linear-SFE is achieved on a channel with τrms = 1.25 symbol periods

2As the RMS delay spread increases, the channel is known to exhibit more frequency selectivity.
For such channels, use of a DFE is more effective than a linear receiver.
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Figure 5.5: Performance comparison of the SF-DFE with the linear-SFE on a 6 tap
multipath channel with RMS delay spread of 1.25 and 5.25 with four transmitters
and four receivers.

(low RMS delay spread). Whereas on a channel with τrms = 5.25 symbol periods

(high RMS delay spread), the SF-DFE achieves a 3dB performance improvement

over the linear-SFE. This suggests that the proposed SF-DFE is more effective for

use on channels with higher delay spread.

The result for τrms = 1.25 on a six tap channel is comparable to that achieved

by the MIMO hybrid DFE in [31]. At a SNR of 16 dB, both receivers exhibit a BER

of 10−4. Although the system complexities and performance are comparable, due

to the parallel receiver architecture and channel estimation, SF-DFE has lower pro-

cessing time than the MIMO hybrid DFE. The LSF DFE of [1] on a similar channel

is 2 dB worse than the SF-DFE performance at a BER of 10−4. In [13], an 8-ray

channel model with an RMS delay spread of 2 is considered. There performance is

illustrated under the assumption of perfect CSI, however the actual performance us-

ing practical channel estimation algorithms can deviate from the ideal performance,

and hence no quantitative comparison is made.



Chapter 5 Space-Frequency Decision Feedback Equalizer 104

−2 0 2 4 6 8 10 12 14 16 18
10

−6

10
−5

10
−4

10
−3

10
−2

10
−1

10
0

E
b
/N

o
 Per Receive Antenna

B
it 

E
rr

or
 R

at
e

τ
rms

 =1.25, L=10, L
b
=0 (linear SFE)

τ
rms

 =1.25, L=10, L
b
=6 (SF−DFE)

τ
rms

 =5.25, L=10, L
b
=0 (linear SFE)

τ
rms

 =5.25, L=10, L
b
=6 (SF−DFE)

Figure 5.6: Performance comparison of SF-DFE with linear-SFE on a 6 tap mul-
tipath channel with RMS delay spread of 1.25 and 5.25 with two transmitters and
four receivers.

The effect of delay spread for a system with M = 2, 4 transmitters and N = 4

receivers is examined in Fig. 5.6. On comparing the dotted curves representing

τrms = 5.25 symbol periods (large RMS delay spread) in Fig. 5.6 and Fig. 5.5,

the improvement of SF-DFE over linear receivers is around 2dB. For τrms = 1.25

symbol periods the improvement achieved due to SF-DFE is less than 1dB. This

confirms that the SF-DFE is more effective on channels with high delay spreads

(hence highly frequency selective channels).

5.6 Conclusions

Performance by means of simulations for two channel profiles (3 tap and 6 tap)

is examined for the proposed SF-DFE using the iterative QR-JEA developed in
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chapter 4. The SF-DFE is implemented based on the TD effective channel and

receiver vectors provided by the QR-JEA. Hence, the effect of pre-processor length

L on overall SF-DFE performance is investigated. We found that as with the linear

SFE it typically requires L ≥ v + 2 for good performance. Moreover, on highly

dispersive channels (high RMS delay spread), the SF-DFE is more effective yielding

more SNR improvement over the linear SFE. The system complexity of the SF-DFE

is also compared to other time and frequency domain MIMO DFE architectures.

The proposed SF-DFE uses only 25 percent of the computations of the TD based

MIMO DFE and is comparable to other FD based MIMO DFE architectures.



Chapter 6

Conclusions and Suggested Future

Work

6.1 Conclusions

In this thesis, the focus has been on developing low complexity FD receiver archi-

tectures for broadband wireless systems operating in heavily time dispersive prop-

agation media. The importance of wireless channel characteristics on broadband

data communications is discussed in chapter 2. This chapter also points out the

advantages of employing FD receiver processing for single carrier modulation on

such channels.

The use of multiple antennas at the transmitter and receiver along with spatial

multiplexing (SM) can offer a linear increase in transmission rate without addi-

tional expenditure of bandwidth and or power for SC systems. SM is only possible

in MIMO channels [10]. Traditionally, receiver processing is carried out in the

TD. However, TD receive processing techniques involving estimation of the MIMO

channel matrix and equalization may not be feasible for heavily dispersive channels.

Therefore, FDE for SC systems has been studied.

Chapter 3 looks at the existing channel estimation techniques used in conjunc-

tion with SC-FDE for SISO and MIMO systems. It is understood that MIMO chan-

nel estimation in the TD results in lower complexity as it involves estimation of

106
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fewer unknowns. A TD composite channel estimation model is introduced that es-

timates the MIMO channel matrix as a set of parallel channel parameter vectors.

This approach is observed to result in lower processing time than previous time or

frequency domain approaches.

A space-frequency receiver architecture is developed for SM-SC systems using

the TD estimated channel parameters to perform equalization in the FD for channels

with very long ISI span. The receiver is referred to as the space-frequency-equalizer

(SFE). The SFE is based on a QR-decomposition based iterative joint estimation al-

gorithm (QR-JEA). The QR-JEA uses the composite channel model and estimates

the TD MIMO CSI in parallel which is then fed into the SFE. The proposed receiver

yields equal diversity gains for all data streams. The integrated SFE employing iter-

ative QR-JEA is shown to have lower processing time and comparable complexity

to other frequency domain receivers. The resulting receiver exhibits excellent er-

ror performance even on highly dispersive broadband wireless channels as seen in

chapter 4.

In chapter 5, the linear SFE developed in chapter 4 is extended to a non-linear

receiver architecture described as a space frequency decision feedback equalizer

(SF-DFE). The SF-DFE uses the FD pre-processor developed in chapter 4 in con-

junction with a hybrid-DFE receiver architecture discussed in chapter 3. We provide

derivation of the SF-DFE’s FD-FFF and FBF coefficients. The existing MIMO-DFE

architectures [1, 13] are derived based on the knowledge of complete MIMO chan-

nel matrix. In contrast, the SF-DFE is implemented using the effective channel and

receiver parameter vectors given by the iterative QR-JEA. This provides time and

complexity savings due to parallel processing. Using simulations, we show that the

SF-DFE outperforms the linear SFE presented in chapter 4.
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6.2 Future Work

As a natural extension to chapter 5, an MLSE based receiver can be developed. The

front-end of the SF-DFE performs CCI mitigation and ISI compensation in the FD.

Following this an MLSE detector can be used to further improve the performance.

The SF-DFE has a completely independent parallel branch receiver architecture.

In order to cancel residual interference at the output of the FDE some form of PIC

can be employed resulting in a multi-stage SF-DFE which further improves the

performance. It would be interesting to compare error propagation effects across

multiple stages with that of LSF receivers. The first stage in a multi-stage SFE

would be the same as SF-DFE, however, for the following stages, the QR-JEA

would use the output from the previous stage as the received signal streams and

would generate new sets of effective channel parameters.

Throughout this thesis, we have focused only on the receiver processing tech-

niques. Exploiting some form of transmit processing for example, Tomlinson Ha-

rashima precoding [13, 15, 16] techniques in conjunction with the non-linear SF-

DFE receivers may further improve the performance and is a subject of interest in

future.
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Appendix A

SF-DFE TD MSE analysis:

In this appendix, we show additional detail on the derivation of the TD MSE of the

SF-DFE. Recall in (5.33-5.34) we wrote the TD MSE of the SF-DFE as

MSESF−DFE =
1

Ns

E[δH
TDδTD]

=
1

Ns

(E[
(
tm − bmdm

)H(
tm − bmdm

)
]

= E[tHmtm] + E[dH
mb

H

mbmdm]− E[dH
mb

H

mtm]

−E[tHmbmdm]). (1)

Using (5.12), we have

E[tHmtm] = E[
(
GmZm

)H (GmZm

)
] (2)

We now use (5.28) and (5.32) to write

E[tHmtm] = E

[(
DH

mB
H

mF
H

m

(
FmF

H

m +
ρ2i
ρ2d

I

)−1

FmBmDm

)]
(3)

We let FH

m

(
FmF

H

m +
ρ2i
ρ2d
I
)−1

Fm = Am and re-write (3) as

E[tHmtm] = E
[(

DH

mB
H

mAmBmDm

)]
(4)

= E[dH
mb

H

mQ
H

Ns
AmQNs

bmdm], (5)

where BmDm = QNs
bmdm and its Hermitian are used in writing the (5). Similarly,

it can be shown that

E[dH
mb

H

mtm] = E[dH
mb

H

mQ
H

Ns
AmQNs

bmdm]. (6)
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E[tHmbmdm] = E[dH
mb

H

mQ
H

Ns
AmQNs

bmdm]. (7)

E[dH
mb

H

mbmdm] = E[dH
mb

H

mIbmdm] (8)

= E[dH
mb

H

mQ
H

Ns
QNs

bmdm] (9)

Substituting (4), (6), (7) and (8) in (1) and re-arranging some terms we can write

the MSE of the SF-DFE as

MSESF−DFE =
1

Ns

E
[(

dH
mb

H

mQ
H

Ns

(
I−Am

)
QNs

bmdm

)]
. (10)

Using the matrix inversion lemma from [12], given matrices A,B,C,D we have,

A−1 + A−1C(B −DA−1C)−1DA−1 = (A− CB−1D)−1 (11)

We let

A = I

C = −FH

m

D = Fm

B =
ρ2i
ρ2d

I

−DA−1C = FH

mFm,

where we represented element-wise multiplication of vectors as multiplication of

their diagonal matrices that is (FH

mFm) = diag(FH
m ◦ Fm). As Fm is diagonal,

FH

m = F∗
m. Therefore,

(I−Am) =
ρ2i
ρ2d

(
FmF

∗
m +

ρ2i
ρ2d

I

)−1

(12)

=
ρ2i
ρ2d

Φm (13)

where, Φm =
(
FmF

H

m +
ρ2i
ρ2d
I
)−1

. Substituting (12) in (10) we have the MSE of

the SF-DFE as

MSESF−DFE =
ρ2i
ρ2dNs

E
[(

dH
mb

H

mQNs

H
ΦmQNs

bmdm

)]
(14)

=
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where E[dH
mdm] = ρ2dI. This is the same result as (5.35).


