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Abstract— We derive closed-form expressions for the ergodic
capacity and symbol error rate (SER) of MIMO beamforming
with maximum ratio combining (MRC) receivers in uncorrelated
and semi-correlated Rayleigh channels. Our results are exact,
finite expressions, applying for arbitrary numbers of antennas,
and all SNRs. Based on the analytical results, we examine the
effect of spatial correlation on the capacity and SER.

Index Terms— Beamforming, MIMO, capacity, channel corre-
lation

I. INTRODUCTION

Multiple-input multiple-output (MIMO) transmit beamform-
ing (BF) (also known as maximum-ratio transmission [1],
MIMO maximum-ratio combining (MRC) [2–4], and transmit-
receive diversity [5]) exploits channel knowledge at both the
transmitter and receiver to help mitigate the severe effects of
fading through diversity. MIMO-BF systems operate by appro-
priately weighting (or steering) the transmitted and received
signals, such that the instantaneous signal to noise ratio (SNR)
at the output of the receiver combiner is maximized.

Recently, various authors have examined the error perfor-
mance of MIMO-BF in uncorrelated Rayleigh fading channels.
In [5, 6], systems were considered employing M -PSK/QAM
modulation or binary signalling. Some symbol error rate (SER)
expressions were presented in terms of unknown coefficients
which required numerical evaluation via a symbolic software
package. In [2, 6–9], expressions were presented which did
not involve these unknown coefficients. However, the results
in [2, 6–8] were restricted to cases where there are only
two transmit or receive antennas; whereas the results in [9]
involved infinite summations over partitions of numbers, as
well as zonal polynomials and hypergeometric coefficients,
making them unsuitable for efficient numerical evaluation. For
semi-correlated Rayleigh channels, SER results were presented
in [4], however these expressions were not in closed-form.

Considering ergodic capacity, to our knowledge, the only
analytical results for MIMO-BF were recently presented in
[3], for uncorrelated Rayleigh channels. Their results were
again expressed in terms of unknown coefficients (as for the
SER results in [5, 6]), and a numerical search algorithm was
proposed.

In this paper, we derive closed-form expressions for both
the ergodic capacity and SER of MIMO-BF, in both uncorre-
lated and semi-correlated Rayleigh channels. Our results are
exact, finite expressions, which apply for arbitrary numbers

of transmit and receive antennas and all SNRs, and do not
contain coefficients requiring numerical evaluation. The key to
our closed-form results is that we derive exact expressions for
the probability density function (p.d.f.) and moment generating
function (m.g.f.) of the largest eigenvalue of complex Wishart
and complex correlated-Wishart matrices. For both ergodic
capacity and SER, we use these results to present general
expressions, as well as simplified expressions for cases when
there are only two transmit or receive antennas. We note that,
although the expressions in this paper may appear complicated,
they are all essentially finite summations of functions which
can be easily and efficiently evaluated.

Finally, based on the analytical results, we examine the
effect of spatial correlation on the ergodic capacity and SER.
We find that capacity increases with the correlation, whereas
the SER will increase or decrease, depending on the SNR.

II. MIMO BEAMFORMING SYSTEM MODEL

Consider a Nt × Nr MIMO-BF system, where the Nr × 1
received signal vector is

r =
√

γ̄Hwx + n (1)

where x is the transmitted symbol with E
[|x|2] = 1, w is

the beamforming vector (specified below) with E
[
‖w‖2

]
=

1, n is noise ∼ CN (0, INr
), and γ̄ is the signal to noise

ratio (SNR). Also, H is the Nr ×Nt channel matrix, assumed
to be flat spatially-correlated Rayleigh fading. Assuming the
well-known Kronecker correlation structure [10–13] we can
decompose H as

H = R
1
2 HwS

1
2 (2)

where R and S are the receive and transmit correlation
matrices respectively, satisfying tr (R) = Nr and tr (S) = Nt,
and the elements of Hw are i.i.d. CN (0, 1).

The receiver employs the principle of MRC to give

z =
√

γ̄w†H†Hwx + w†H†n . (3)

Therefore, the SNR at the output of the combiner is

γ = γ̄w†H†Hw . (4)

The BF vector w is chosen to maximize this instantaneous
SNR, thereby minimizing the error probability. Based on this
criterion, it is well known that the optimum BF vector wopt
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Mλmax (s) = 1 +
n∑

�=1

∑
{β

�
}

∑
{α}

(−1)�+per(α)Γm (n, α)
Γn(n)Γm(n)

K(α,β
�
)∑

k=0

∑
{k1,...,k�}

(
k

k1, . . . , k�

)
(−1)k s

(s − �)k+1
(6)

M̃λmax (s) = 1 +
n∑

�=1

∑
{β

�
}

∑
{α}

(−1)�+per(α)P(α)
det (Σ)τ

V (Σ)

K̃(α,β
�
)∑

k=0

∑
{k̃1,...,k̃�}

(
k̃

k̃1,...,k̃�

)
(−1)k̃∏�

i=1 σk̃i

βi

s(
s −∑�

i=1 σ−1
βi

)k̃+1
(11)

is the eigenvector corresponding to the maximum eigenvalue
λmax of H†H. In this case, the beamformed SNR (4) becomes

γ = γ̄w†
optH

†Hwopt = γ̄λmax . (5)

Clearly the performance of MIMO-BF depends directly on
the statistical properties of λmax, which in turn depends on the
fading scenario. For the case of uncorrelated Rayleigh fading
we have R = INr

and S = INt
, and λmax has the same

distribution as the maximum eigenvalue of a complex Wishart
matrix W ∼ Wn (m, In) (see [5, 12, 13] for more details),
where n = min(Nr, Nt) and m = max(Nr, Nt).

For semi-correlated channels with n× n correlation matrix

Σ =
{

R , Nr ≤ Nt

S , Nr > Nt

(i.e. correlation occurring at the end with the least antennas)
λmax has the same distribution as the maximum eigenvalue of
a complex correlated Wishart matrix W ∼ Wn (m,Σ). For
semi-correlation at the end with the most antennas, λmax is
distributed as the maximum eigenvalue of a complex correlated
pseudo-Wishart matrix.

Due to space limitations, we restrict ourselves to Wishart
and correlated-Wishart scenarios in this paper. In each case,
for the error analysis we will require the moment generating
function (m.g.f.) of the maximum eigenvalue, which we now
consider.

III. MOMENT GENERATING FUNCTION OF THE MAXIMUM

EIGENVALUE OF COMPLEX WISHART MATRICES

Theorem 1: Let W ∼ Wn (m, In), where n ≤ m, and
define τ = m−n. Then the m.g.f. of the maximum eigenvalue
λmax of W is given by (6) at the top of the page, where

Γm(n) =
n∏

i=1

Γ(m − i + 1), (7)

{α} is the set of all permutations α = {α(1), . . . , α(n)} of
M ∆= {1, . . . , n}, (−1)per(α) is the sign of the permutation;{
β
}

is the collection of all subsets β
�
= {β1, . . . , β�} of M,

with β1 < . . . < β�; and

Γm (n, α) =
n∏

i=1

Γ (τ + i + α(i) − 1) . (8)

Also,

K(α, β
�
) =

�∑
i=1

(g(βi, α(βi)) − 1) (9)

where g(i, j) = τ + i + j − 1, and the last (finite) sum is over
all partitions {k1, . . . , k�} of k (i.e.

∑�
i=1 ki = k) satisfying

0 ≤ ki < g(βi, α(βi)), ∀i = 1, . . . , �; and(
k

k1, . . . , k�

)
=

k!
k1! . . . k�!

(10)

is the multinomial coefficient.

Proof: See Appendix 1.

The following theorem is a more general case of Theorem
1. Note that, although the theorem can be shown to reduce
to Theorem 1 for the special case Σ = In, the reduction
is not direct and requires limits and significant combinatoric
manipulation.

Theorem 2: Let W ∼ Wn (m,Σ), where n ≤ m, and Σ is
an n × n Hermitian positive definite matrix with eigenvalues
σ1, . . . , σn. Then the m.g.f. of the maximum eigenvalue λmax

of W is given by (11) at the top of the page, where

V (Σ) =
∏
i<j

(σi − σj) (12)

is a Vandermonde determinant, {α} and {β
�
} are defined as

in Theorem 1, and

P(α) =
n∏

i=1

σ
m−α(i)
i . (13)

Also,

K̃(α, β
�
) = �m −

�∑
i=1

α(βi) (14)

and the last (finite) sum is over all partitions {k̃1, . . . , k̃�} of
k̃ (i.e.

∑�
i=1 k̃i = k̃) satisfying 0 ≤ k̃i ≤ m − α(βi), ∀i =

1, . . . , �.

Proof: The proof follows similar steps to the proof of
Theorem 1 in Appendix I, however starting with the c.d.f. of
λmax in this semi-correlated case, given in [11, Theor. 4].

IV. ERGODIC CAPACITY

This section considers the ergodic capacity (in b/s/Hz)
of MIMO-BF in uncorrelated and semi-correlated Rayleigh
fading channels, which is given by the following expression

C = Eλmax [log2 (1 + λmaxγ̄)] . (15)
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C = log2(e)
n∑

�=1

∑
{β

�
}

∑
{α}

(−1)�+per(α)+1Γm (n, α)
Γn(n)Γm(n)

K(α,β
�
)∑

k=0

∑
{k1,...,k�}

(
k

k1,...,k�

)
�k

Ek+1 (�/γ̄) e�/γ̄ (19)

C̃ = log2(e)
n∑

�=1

∑
{β

�
}

∑
{α}

(−1)�+per(α)+1P (α)
det (Σ)τ

V (Σ)

K̃(α,β
�
)∑

k̃=0

∑
{k̃1,...,k̃�}

(
k̃

k̃1,...,k̃�

)
(
∑�

i=1 σ−1
βi

)k̃

e
∑ �

i=1 σ−1
βi

/γ̄∏�
i=1 σk̃i

βi

Ek̃+1

(∑�
i=1 σ−1

βi

γ̄

)
(20)

A. Uncorrelated Rayleigh Fading

To evaluate the capacity in this case we use (35) in Ap-
pendix I to write

C =
∫ ∞

0

log2 (1 + xγ̄) fλmax(x) dx

=
n∑

�=1

(−1)�
∑
{β

�
}

∑
{α}

(−1)per(α)Γm (n, α)
Γn(n)Γm(n)

×
K(α,β

�
)∑

k=0

∑
{k1,...,k�}

J∏�
i=1 ki!

(16)

where

J =
∫ ∞

0

e−x�
(
kxk−1 − �xk

)
log2 (1 + xγ̄) dx . (17)

To evaluate this integral we combine a result from [14, App.
B] and [15, eq 6.5.9], to give the identity∫ ∞

0

tn−1 ln(1 + t)e−µtdt =
Γ(n)eµ

µn

n∑
r=1

Er (µ) (18)

for µ > 0, n = 1, 2, . . ., where Er(·) is the Exponential
Integral. After a simple change of variables, we apply this
identity to evaluate (17), and then perform some algebraic ma-
nipulations to obtain the final closed-form capacity expression
in (19) at the top of the page.

As mentioned previously, although (19) may appear com-
plicated, it essentially involves finite summations of functions
which can be efficiently evaluated.

Special Case, n = 2: In this case (19) reduces to

C = log2(e)
2∑

i=0

(m − 1)i

(
2
i

)
(−1)i

(m − i + 1)i−1

(
e1/γ̄

m+i−1∑
t=1

Et (1/γ̄)

− e2/γ̄
m+i−2∑

k=0

(m − i + 1)k

2m−i+1+kk!

m−i+1+k∑
t=1

Et (2/γ̄)

)

where (·)� is the Pochhamer symbol, defined as (a)� = a(a+
1) · · · (a + � − 1), with a0 = 1.

B. Semi-Correlated Rayleigh Fading

For semi-correlated channels, we derive the capacity using a
similar procedure as for the uncorrelated case above. Omitting
details, the p.d.f. of λmax obtained from the derivation of (11)
is used to calculate the capacity expression given by (20) at
the top of the page.

Once again, (20) essentially involves finite summations of
functions which can be efficiently evaluated.

V. SYMBOL ERROR PROBABILITY

We now derive the SEP of MIMO-BF with uncoded M -PSK
in uncorrelated and semi-correlated Rayleigh fading channels.
It is well known that the SEP can be expressed as [16]

Ps =
1
π

∫ (M−1
M )π

0

Mγ

(
− gPSK

sin2(θ)

)
dθ (21)

where gPSK = sin2
(

π
M

)
. From (5), this can be written as

Ps =
1
π

∫ (M−1
M )π

0

Mλmax

(
− gPSK

sin2(θ)
γ̄

)
dθ . (22)

Hence, we see that the error performance of MIMO-BF
depends explicitly on the m.g.f.s presented in Section III.

A. Uncorrelated Rayleigh Channels

To calculate the SEP for uncorrelated Rayleigh channels,
we use (6) in (22), and apply the integration identity [2]

I(m, d, θ) ∆=
∫ θ

0

(
sin2(φ)

sin2(φ) + d

)m

dφ

=

(
sin2(θ)

)m+ 1
2

(2m + 1) dm
F1

(
m +

1
2
,m,m +

3
2
,− sin2(θ)

d
, sin2(θ)

)
where F1 (·, ·, ·, ·, ·) is the Appell hypergeometric function
[17], to obtain (23) at the top of the next page.

Note that an equivalent (yet less compact) finite expression
can also be obtained in terms of elementary functions by
calculating the integrals using the identity [18, eq. (77)].

Special Case, n = 2: In this case, the SER reduces to

Pe =
1
π

2∑
i=0

(m − 1)i

(
2
i

)
(−1)i

(m − i + 1)i−1

×
(

I

(
m + i − 1, gpskγ̄,

(M − 1)π
M

)

−
m+i−2∑

k=0

(m − i + 1)kI
(
m − i + 1 + k,

gpskγ̄
2 , (M−1)π

M

)
2m−i+1+kk!

)

Note that this expression is simpler than the n = 2 M -
PSK SER result derived previously for uncorrelated Rayleigh
channels in [2, Eq. 26].

B. Semi-Correlated Rayleigh Channels

For the semi-correlated case we use (11) in (22), and apply
(38) from the proof of Theorem 1, to obtain the M -PSK SEP
given by (24) at the top of the next page.
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Ps =
M − 1

M
+

n∑
�=1

∑
{β

�
}

∑
{α}

(−1)�+per(α)Γm (n, α)
Γn(n)Γm(n)

K(α,β
�
)∑

k=0

∑
{k1,...,k�}

(
k

k1,...,k�

)
�k

Ik

(
(M − 1)π

M
,
gpskγ̄

�

)
(23)

P̃s =
M − 1

M
+

n∑
�=1

∑
{β

�
}

∑
{α}

(−1)�+per(α)P (α)
det (Σ)τ

V (Σ)

K̃(α,β
�
)∑

k̃=0

∑
{k̃1,...,k̃�}

(
k̃

k̃1,...,k̃�

)
(∑�

i=1 σ−1
βi

)k̃

Ik̃

(
(M−1)π

M ,
gpskγ̄∑ �
i=1 σ−1

βi

)
∏�

i=1 σk̃i

βi

(24)
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Fig. 1. Capacity of MIMO-BF in uncorrelated and semi-correlated Rayleigh
channels, for various antenna configurations. Correlation parameters are θr =
π
2
, d = 1/2, and σr = π/64

VI. NUMERICAL RESULTS

Fig. 1 shows the capacity curves for MIMO-BF with vari-
ous antenna configurations in both uncorrelated and (receive)
correlated Rayleigh channels. The correlated channels are
constructed based on the model from [10], which include the
parameters θr, d, and σr, corresponding to the mean angle
of arrival, relative antenna spacing, and cluster angle spread
respectively. The uncorrelated curves are based on (19), and
the correlated curves are based on (20). We see that the curves
agree precisely with the Monte-Carlo simulated capacity. For
the 2 × 2 case, we see that the uncorrelated and correlated
capacity curves are almost identical, however for the higher
number of antennas the capacity of the correlated channels is
greater.

Fig. 2 shows the SEP with BPSK modulation. The antenna
configurations and channel scenarios are the same as for Fig.
1. The uncorrelated curves are based on (23) and correlated
curves are based on (24). In all cases the analytical results
agree with the Monte-Carlo simulation results. Note that
for each antenna configuration there is a cross-over SNR at
which the correlated channels start performing worse than
uncorrelated channels. This agrees with previous observations
in [4]. We also see that as the antenna numbers increase, the
performance in correlated channels becomes superior for a
larger range of SNRs.
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Fig. 2. SEP of MIMO-BF with BPSK in uncorrelated and semi-correlated
Rayleigh channels, for various antenna configurations. Correlation parameters
are θr = π

2
, d = 1/2, and σr = π/64

VII. CONCLUSION

We have presented exact closed-form SER and capacity
expressions for MIMO-BF with MRC receivers in uncorrelated
and semi-correlated Rayleigh channels. Based on the analytical
results, we have examined the effect of spatial correlation on
the SER and capacity of MIMO-BF systems.

APPENDIX I
PROOF OF THEOREM 1

Proof: We start with the c.d.f. of λmax, which was
previously derived in [5] as

P (λmax < x) =
det (Ξ(x))

Γn(n)Γm(n)
(25)

where Ξ(x) is an n × n matrix with (i, j)th entry

Ξij(x) = γ(g(i, j), x) (26)

where γ(·) is the incomplete gamma function, defined as [17]

γ(�, x) = Γ(�)

(
1 − e−x

�−1∑
k=0

xk

k!

)
(27)

for integer �.
To evaluate the m.g.f., we expand the determinant as follows

det (Ξ(x)) =
∑
{α}

(−1)per(α)
n∏

i=1

γ (g(i, α(i)), x) . (28)
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Now using (27) in (28), it can be shown that

det (Ξ(x)) =
∑
{α}

(−1)per(α)Γm (n, α) Pα (29)

where

Pα =
n∏

i=1


1 − e−x

g(i,α(i))−1∑
k=0

xk

k!


 . (30)

Next we use generating function expansion [19]

N∏
k=1

(1 − xkz) = 1 +
N∑

k=1

(−1)ktrk (x1, . . . , xN ) zk (31)

where trk(·) denotes the kth elementary symmetric function
(e.s.f.), defined in [20], to obtain

Pα = 1 +
n∑

�=1

(−1)�tr�




e−x

g(i,α(i))−1∑
k=0

xk

k!




i=1,...,n


 .

(32)

Now applying the e.s.f. definition [20] we can write

Pα = 1 +
n∑

�=1

(−1)�
∑
{β

�
}

�∏
i=1


e−x

g(βi,α(βi))−1∑
k=0

xk

k!




= 1 +
n∑

�=1

(−1)�e−�x

×
∑
{β

�
}

g(β1,α(β1))−1∑
k1=0

. . .

g(β�,α(β�))−1∑
k�=0

x
∑ �

i=1 ki∏�
i=1 ki!

= 1 +
n∑

�=1

(−1)�e−�x
∑
{β

�
}

K(α,β
�
)∑

k=0

∑
{k1,...,k�}

xk∏�
i=1 ki!

.

(33)

We now evaluate the m.g.f. of λmax, defined as

Mλmax (s) =
∫ ∞

0

esxfλmax(x) dx (34)

where fλmax(·) is the p.d.f. of λmax. We evaluate fλmax(·) by
combining (33), (29), and (25), and differentiating, to give

fλmax(x) =
n∑

�=1

(−1)�e−�x
∑
{β

�
}

∑
{α}

(−1)per(α)Γm (n, α)
Γn(n)Γm(n)

×
K(α,β

�
)∑

k=0

∑
{k1,...,k�}

kxk−1 − �xk∏�
i=1 ki!

. (35)

Substituting (35) into (34) yields

Mλmax(s) =
n∑

�=1

∑
{β

�
}

∑
{α}

(−1)�+per(α)Γm (n, α)
Γn(n)Γm(n)

×
K(α,β

�
)∑

k=0

∑
{k1,...,k�}

I∏�
i=1 ki!

(36)

where

I =
∫ ∞

0

e−(�−s)x
(
kxk−1 − �xk

)
dx . (37)

Using the identity [17]∫ ∞

0

xke−µxdx = k!µ−(k+1), k = 0, 1, . . . (38)

and performing some basic manipulations, we obtain

I =
{

s/(s − �) − 1 , k = 0
(−1)kk! s/(s − �)k+1 , k > 0 (39)

Finally, substituting (39) into (36), and simplifying using the
property Mλmax(0) = 1, yields the desired result.
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