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Abstract

A novel objective full-reference image quality
assessment metric based on symmetric geometric mo-
ments (SGM) is proposed. SGM is used to represent the
structural information in the reference and test images. The
reference and test images are divided into(8 × 8) blocks
and the SGM up to fourth order for each block is computed.
SGM of the corresponding blocks of the reference and test
images are used to form the correlation index or quality
metric of each block. The correlation index of the test image
is then obtained by taking the average of all blocks. The
performance of the proposed metric is validated through
subjective evaluation by comparing with objective methods
(PSNR and MSSIM) on a database of 174 Gaussian blurred
images. The proposed metric performs better than PSNR
and MSSIM by providing larger correlation coefficients
and smaller errors after nonlinear regression fitting.

1 Introduction

One of the most challenging tasks in visual form analysis
is the quality assessment (QA) of image or video acquired
by a real, imperfect video or imaging system against a set
of known, but diverse, reference image database. Image
quality measurement metrics developed for this task nor-
mally incorporating human visual system (HVS) character-
istics to improve their performance [6]. Objective image
quality metrics can be divided into three categories based
on their formulation approach as full-reference [11, 15],
reduced-reference [16] and no-reference [7, 14].

In this paper, we are focusing on the full-reference (FR)
image quality assessment where it deliver a single consis-
tent metric value that generalizes the quality of an image
or video sequence in various viewing conditions against a

‘reference’ image or video of ‘perfect quality’ (no loss in
fidelity with the original scene) [6, 11, 12, 15]. It can auto-
matically predict the quality of perceived image and video
in fast and cost effective manner.

Most prevalently used FR objective metrics include the
Mean Squared Error (MSE), Root Mean Squared Error
(RMSE), Mean Absolute Error (MAE), Signal-to-Noise Ra-
tio (SNR) and Peak Signal-to-Noise Ratio (PSNR). These
metrics were derived based on the statistical error sensitiv-
ity approach. The major advantage of this approach is its
simplicity. Nevertheless, these FR objective metrics do not
correlate well with perceived quality measurement because
human perception of image/video distortions and artifacts
is not taken into consideration. It is shown that by integrat-
ing with a very simple HVS model, the performance of the
approach can be slightly improved [3].

We propose a novel objective FR image quality metric
using symmetric geometric moments (SGM). SGM is ap-
plied in forming quality metric due to its capability in rep-
resenting structural information of image content and eval-
uating correlation between moment kernels across scales
and orientations of the natural scene of an image. The
quality of an image is evaluated by dividing the image into
(8× 8) blocks, where the moment values of each block are
computed before they are combined together to provide the
quality perception of that image. The purpose of using a
(8× 8) image block is to effectively represent the structural
information without interference from other regions of the
image.

The organization of this paper is given as follow. The
commonly used image quality assessment metrics such as
PSNR and MSSIM as well as subjective evaluation is pre-
sented in section 2. The definition and characteristics of
symmetric geometric moments (SGM) and the formulation
of the SGM based image quality metric is presented in sec-
tion 3. The performance of the proposed image quality met-
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ric is validated through subjective evaluation experiment for
Gaussian blurred images is shown in section 4. Section 5
concludes the study.

2 Background

The most important assumption in error sensitivity ap-
proach is that an image whose quality is being evaluated
can be considered as a linear combination of an undistorted
reference image and an error image. This approach attempts
to objectively weigh or quantify the different aspects of
strength of the error image. The simplest implementation
of this approach is the mean square error (MSE) and peak
signal-to-noise ratio (PSNR) which uses a Minkowski norm
as their error pooling operator.

The PSNR between reference imageX and test imageY
of size(M ×N) is determined by

PSNR= 20log10

(
255√
MSE

)
(1)

where MSE is defined as

MSE =

∑M−1
x=0

∑N−1
y=0 [X(x, y)− Y(x, y)]2

(M ×N)
(2)

Nevertheless, this Minkowski norm-based image quality
metrics could not predict the quality of a distorted image
with precision due to their inherent constraints for spatially
pooling errors which explicitly assumed to be statistically
independent at different locations. The visual perception
quality of an image is highly dependent on the image con-
tent. Therefore, the assumption does not hold as pixels with
the same value will give different image perception to the
viewers in different environment [4], [13].

In the structural similarity approach, natural images are
assumed to be highly structured, that is, their pixels ex-
hibit strong dependencies, especially when they are spa-
tially proximate. These dependencies carry important infor-
mation about the structure of the objects in the visual scene
[11], [13]. In addition, HVS is assumed to be highly adapt-
able to represent structural information from the viewing
field. This implies that a measure of structural information
change can provide a good approximation for perceived im-
age distortion.

The structural similarity based image quality assessment
metric (SSIM) which was proposed recently by Wanget al.
between image blocksx andy is given as [13]

SSIM(x, y) =
(2µxµy + C1)(2σxy + C2)

(µ2
x + µ2

y + C1)(σ2
x + σ2

y + C2)
(3)

where{µx, σx} and{µy, σy} denote the mean intensity and
standard deviation set of image blocksx andy, respectively

while σxy denotes their correlation coefficient.C1 andC2

are constants of small values which are included to avoid
instability when(µ2

x + µ2
y) and(σ2

x + σ2
y) are very close to

zero respectively. This metric is implemented locally within
a (8 × 8) square window, which moves pixel by pixel over
the entire image. Through a mean operator, local quality
indexes are then combined to provide a single index value
for the image which is denoted as MSSIM.

Validation is an important step towards the successful de-
velopment of practical image quality assessment models. It
is essentially performed through a subjective evaluation as-
sociated with the prediction on perceived image quality by
human vision system. Nevertheless, the subjective evalu-
ation experiments are complicated by many aspects of hu-
man psychology and, also, of viewing conditions such as
observer vision ability, translation of quality perception into
ranking score, preference for content, adaptation, display
devices and ambient light levels [15].

Two most prevalently used subjective evaluation meth-
ods are the Single Stimulus Continuous Quality Evalua-
tion (SSCQE) and the Double Stimulus Continuous Quality
Scale (DSCQS). These methods show repeatable and sta-
ble results as well as providing consistent viewing config-
uration and subjective tasks. Consequently, they have been
adopted as parts of an international standard by the Inter-
national Telecommunications Union (ITU) [1]. The raw
scores obtained from multiple subjects in the subjective
evaluation are averaged to yield the Mean Opinion Score
(MOS). As an alternative to the MOS, the difference scores
between test and reference images are averaged to yield the
Different Mean Opinion Score (DMOS) [2].

3 SGM Based Image Quality Assessment
Metric

Geometric moment (GM) of order(p+q) of image func-
tion f(x, y) is defined as [5], [9], [10]

Mpq =
∫ ∞

0

∫ ∞

0

xpyqf(x, y)dxdy (4)

wherex, y, p, q ∈ [0,∞]. The above definition shows the
projection of the functionf(x, y) onto the domain of mono-
mialsxpyq. However, the basis set{xpyq} is not orthogonal
and theMpq computed from it contain a certain degree of
redundancy. SGM is obtained from (4) by restricting the
limit of x, y within the interval of[−1, 1].

The FR image quality metric proposed in this paper
is based on the aforementioned SGM which measure the
structural correlation between reference and test images. It
has been inspired by the recent works done in [2], [11],
[13]. The quality metrics proposed by Wanget al., the Uni-
versal Quality Index (UQI) and Mean Structural Similarity
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based Image quality assessment Metric (MSSIM), uses low
order statistics such as mean and variance (standard devia-
tion) together with correlation coefficients to represent the
structural information between the test and reference im-
ages [11], [13], [15]. The main advantage of using low
order statistics is their computational simplicity. However,
they may not be sensitive enough to provide accurate yet
consistent image quality scores due to their limited repre-
sentation of structural information of images.

As the alternative, image statistics, SGM, where their or-
der is determined by the moment order are used to develop
a novel FR image quality metric. By using higher order of
SGM, more corresponding image structural information is
represented. The image quality metric derived based on the
higher order moments (statistics) will provide more sensi-
tive, precise and consistent quality scores in contrast to the
metric which uses only the low order statistics such as the
UQI and MSSIM.

The proposed SGM based image quality metric is
formed by computing the SGM values from images which
divided into small square image blocks. The correlation in-
formation of the computed moment values for the test and
reference images is measured block by block before it is
combined together to provide a single quality score. The
procedures of the proposed metric are given as follow. The
proposed image quality metric for an(8×8) image block,y
from the test imageY compared to its corresponding block,
x, from the reference imageX is given as

Q(x, y) =
(2MxMy)

(M2
x + M2

y )
(5)

whereMx andMy denote the SGM computed up to(p+q =
4) order forx andy image blocks respectively.

The computed scoreQ for y is the quality of that partic-
ular image block when compared tox. In order to provide a
single quality score for the test image, the mean value ofQ
is obtained as

Q(X, Y) =
1
H

H∑

h=1

Q(xh, yh) (6)

whereH is the number of(8 × 8) image blocks in either
imageX or imageY. The block by block operation is im-
portant in maintaining the local quality since it minimizes
the interference of particular region of the image by other
regions. This is a crucial step in maintaining the overall
quality information since different regions of an image can
possess distinct visual effects on HVS. Hence, the block by
block operation contributes to the robustness and the feasi-
bility of the proposed image quality metric.

4 Experimental Study

Since the ultimate users of most image processing sys-
tems are the human visual system, a quantitative measure on
the performance of the objective quality assessment models
is required to evaluate their correlation and comparability
with the human perception. Hence, an experiment which
follows the performance evaluation procedures employed in
the Video Quality Experts Group (VQEG) Phase I FR-TV
test is performed [2]. The test images dataset used in this
subjective evaluation consists of 174 color Gaussian blurred
images which excerpted from the LIVE image dataset [8].
The objective quality score of all images is predicted using
the PSNR, MSSIM and the proposed model,Q. The details
regarding the procedures on how to obtain the subjective
scores can be found from [8].

Logistic functions are used in a fitting procedure to pro-
vide a nonlinear mapping between the obtained subjective
and objective scores. The nonlinear logistic fitted curves for
the PSNR, MSSIM and proposed model are shown in Fig-
ure 1. The fitted curve obtained for the proposed model is
better when compared to the one obtained for the PSNR
and MSSIM especially for high quality images. For the
proposed model, the logistic functions map the data points
fairly and a nice and appropriate fitted curve is obtained.
Almost all the data points are located at short and equal dis-
tance from and along the fitted curves except for the low
quality end. This implies that they provide better quality
perception which matches the human visual system.

After the nonlinear curve fitting process, three metrics
are used to measure the correlation between the subjective
and objective scores of all the tested models. The first met-
ric is the correlation coefficient (CC) after nonlinear regres-
sion analysis to evaluate the prediction accuracy of the ob-
jective models to the subjective scores. The second metric
is the Spearman rank-order correlation coefficient (SROCC)
to evaluate the prediction monotonicity and unimodality of
the objective models. The last metric is the outlier ratio
(OR) which is used to evaluate the prediction consistency
of the objective models. The last metric is computed by
finding the percentage of the number of predictions which
are outside the range of±2 times of the standard devia-
tions. The mean absolute error (MAE) and the root mean
squared prediction error (RMS) of the objective models are
also computed after the nonlinear regression analysis. The
evaluation results for all the models being compared are
given in Table 1.

The results in Table 1 show the numerical and quantita-
tive measures of the scatter plots observed in Table 1. Based
on the values computed from the aforementioned 5 metrics
(CC, MAE, RMS, OR and SROCC), the proposed SGM
based model,Q performs better than PSNR and MSSIM in
all categories except for OR. It provides larger correlation
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Figure 1. Scatter plots of DMOS versus model prediction for Gaussian blurred images excerpted
from LIVE image dataset.
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Table 1. Performance comparison of im-
age quality assessment models for Gaussian
blurred images.

Non-linear Regression Rank-order
Model CC MAE RMS OR SROCC
PSNR 0.8398 6.3708 8.7068 0.0920 0.8797

MSSIM 0.8596 6.7206 8.1507 0.1782 0.9377
Q 0.8945 5.7792 7.0639 0.2644 0.9697

coefficients (CC and SROCC) when compared to PSNR
and MSSIM to show its performance is highly correlated
to human perception. It also provides smaller MAE and
RMS values than PSNR and MSSIM after the nonlinear
regression fitting. Nevertheless, it provides slightly larger
OR value than PSNR and MSSIM. These validation results
show the robustness and feasibility of the proposed model
since the test image dataset includes a large amount of test
images (174 images) of different scenes and blur conditions.

5 Conclusion

A novel full-reference image quality metric based on
SGM is proposed to provide consistent yet precise pre-
dictions on the perception quality of Gaussian blurred im-
ages. This metric can be categorized as structural similar-
ity approach metric since the SGM is used to represent the
structural information of images. The correlation index or
quality metric is obtained by taking the mean value of the
computed index of each block. This operation is crucial in
the derived metric for maintaining the local quality of par-
ticular region of an image. The performance of the proposed
metric is validated through subjective evaluation where the
results show that it performs better than PSNR and MSSIM
by giving higher correlation coefficients (CC and SROCC)
with the human visual perception. It also shows smaller
MAE and RMS values but with a slightly larger OR after
nonlinear regression fitting.
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