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Abstract. There have been several attempts to automate knowledgei-acquis
tion for ITSs that teach procedural tasks. The goal of @mjeqtris to automate
the acquisition of domain models for constraint-based tuter®dth proce-
dural and non-procedural tasks. We propose a three-phase approathgbuil
a domain ontology, acquiring syntactic constraints directynfthe ontology,
and engaging the author in a dialog, in order to induce semanstraints us-
ing machine learning techniques. An ontology is arguably efiseate than
the domain model. Our hypothesis is that the domain ontologlsisuseful
for reflecting on the domain, so would be of great importdmcbuilding con-
straints manually. This paper reports on an experiment perfarmader to
test this hypothesis. The results show that constraintbsitsising a domain
ontology are superior, and the authors who developed the ontwégye con-
straints acknowledge the usefulness of an ontology in the knosvestguisi-
tion process.

1 Introduction

Intelligent Tutoring Systems (ITS) are educational prograinat assist students in
their learning by adaptively providing pedagogical support. GAtih highly re-
garded in the research community as effective teacbilg, tdeveloping an ITS is a
labour intensive and time consuming process. The maisechehind the extreme
time and effort requirements is the knowledge acquisitattidmeck [9].

Constraint based modelling (CBM) [10] is a student modglipproach that
somewhat eases the knowledge acquisition bottleneck iy asinore abstract repre-
sentation of the domain compared to other common appeed@]. However, build-
ing constraint sets still remains a major challedgehis paper, we propose an ap-
proach to automatic acquisition of domain models for traid-based tutors. We
believe that the domain ontology can be used as angfqmint for automatic acqui-
sition of constraints. Furthermore, building an ontolagy reflective task that fo-
cuses the author on the important concepts of the dofmherefore, our hypothesis
is that ontologies are also important for developingtraimts manually.
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To test this hypothesis we conducted an experiment wiabugite students en-
rolled in an ITS course. They were given the task offasing the knowledge base
for an ITS for adjectives in the English language. Wesqare an overview of our
goals and the results of our evaluation in this paper.

The remainder of the paper is arranged into five sextibhe next section pre-
sents related work on automatic knowledge acquisition T&s, while Section 3
gives an overview of the proposed project. Details bfaaging the authoring shell
WETAS are given in Section 4. Section 5 presents theriexpet and its results.
Conclusions and future work are presented in the fingibsec

2 Related Work

Research attempts at automatically acquiring knowledgdTfés have met with
limited success. Several authoring systems have beerloded so far, such as
KnoMic (Knowledge Mimic)[15], Disciple [13, 14] and Demonsf{i§. These have
focussed on acquiring procedural knowledge only.

KnoMic is a learning-by-observation system for acogjrprocedural knowledge
in a simulated environment. The system represents dokmawledge as a generic
hierarchy, which can be formatted into a number ofifipeepresentations, includ-
ing production rules and decision trees. KnoMic obsehesiomain expert carrying
out tasks within the simulated environment, resulting iset of observation traces.
The expert annotates the points where he/she changeal aegause it was either
achieved or abandoned. The system then uses a gertealalgorithm to learn the
conditions of actions, goals and operators. An evaloatimducted to test the accu-
racy of the procedural knowledge learnt by KnoMic in ancambat simulator re-
vealed that out of the 140 productions that were created, & fully correct and
29 of the remainder were functionally correct [15]. Alibb the results are encour-
aging, KnoMic's applicability is restricted to simulated/@onments.

Disciple is a shell for developing personal agents.liégs®n a semantic network
that describes the domain, which can be created bautteor or imported from a
repository. Initially the shell has to be customisgdbhilding a domain-specific
interface, which gives the domain expert a natural iapleing problems. Disciple
also requires a problem solver to be developed. The kdge/lelicitation process is
initiated by a proble-solving example provided by the exgdre agent generalises
the given example with the assistance of the expert efittes it by learning from
experimentation and examples. The learned rules are adtleziknowledge base.

Disciple falls short of providing the ability for teamis to build ITSs. The cus-
tomisation of Disciple requires multiple facets of exmertincluding knowledge
engineering and programming that cannot be expected frgpicaltdomain expert.
Furthermore, as Disciple depends on the problem solvistgrices provided by the
domain expert, they should be selected carefully to teflgaificant problem states.

Demonstr8 is an authoring tool for building model-tracingpits for arithmetic.
It uses programming by demonstration to reduce the autheffort. The system
provides a drawing tool like interface for building the shidaterface of the ITS.



The system automatically defines each GUI elemerat werking memory element
(WME), while WMEs involving more than a single GUkerient must be defined
manually. The system generates production rules by abggmwoblems being solved
by an expert. Demonstr8 performs an exhaustive searondar to determine the
problem-solving procedure used to obtain the solution.olfenthan one such proce-
dure exists, then the user would have to select thectame. Domain experts must
have significant knowledge of cognitive science and produoctystems in order to
be able to specify higher order WMESs and validate productites.

3 Automatic congtraint acquisition

Existing approaches to knowledge acquisition for ITSs acqurioeedural knowl-
edge by recording the expert’'s actions and generalisingdetdraces using ma-
chine learning algorithms. Even though these systemsvall suited to simulated
environments where goals are achieved by performingt afssteps in a specific
order, they fail to acquire knowledge for non-procedural diesaaOur goal is to
develop an authoring system that can acquire proceduralethsasv declarative
knowledge.

The authoring system will be an extension of WETAS §djveb-based tutoring
shell. WETAS provides all the domain-independent compenéort a text-based
ITS, including the user interface, pedagogical module and dtudedeller. The
pedagogical module makes decisions based on the student ragdeding prob-
lem/feedback generation, whereas the student modelllerates student solutions by
comparing them to the domain model and updates the studetdl.nidve main
limitation of WETAS is its lack of support for authoritige domain model.

WETAS is based on Constraint based modelling (CBM), mepdy Ohlsson
[10] which is a student modelling approach based on higythadearning from
performance errors [11]. CBM uses constraints to reptetsee knowledge of the
tutoring system [6, 12], which are used to identify eriar¢he student solution.
CBM focuses on correct knowledge rather than describdiiegstudent’s problem
solving procedure as in model tracing [7]. As the spadaleé knowledge is much
grater than correct knowledge, in CBM knowledge is modé&iea set of constraints
that identify the set of correct solutions from tlet of all possible student inputs.
CBM represents knowledge as a set of ordered pairs ofarele and satisfaction
conditions. The relevance condition identifies thaestan which the constraint is
relevant, while the satisfaction condition identifiee subset of the relevant states in
which the constraint is satisfied.

Manually composing a constraint set is a labour intenand time-consuming
task. For example, SQL-Tutor contains over 600 constragatsh taking over an
hour to produce [5]. Therefore, the task of composing tleevlatge base of SQL-
Tutor would have taken over 4 months to complete. SInEG A6 does not provide
any assistance for developing the knowledge base, typiaaknowledge base is
composed using a text editor. Although the flexibility aéxt editor may be power-
ful for knowledge engineers, novices tend to be overweelby the task.



Our goal is to significantly reduce the time and effeduired to generate a set of
constraints. We see the process of authoring a knowlsmlggeas consisting of three
phases. In the first phase, the author composes theirdomt®logy. This is an in-
teractive process where the system evaluates ceatgiacts of the ontology. The
expert may choose to update the ontology according toettttbéck given by the
system. Once the ontology is complete, the systemaastrcertain constraints
directly from it, such as cardinality restrictions faglationships or domains for
attributes. The second stage involves learning from plean The system learns
constraints by generalising the examples provided by tmeaitio expert. If the
system finds an anomaly between the ontology andxam@es, it alerts the user,
who corrects the problem. The final stage involvesidating the generated
constraints. The system generates examples to béethlael correct or incorrect by
the domain expert. It may also present the constrairashuman readable form, for
the domain expert to validate.

4 Enhancing WETAS:. Knowledge Base Generation via Ontologies

We propose that the initial authoring step be the devadapiwf a domain ontology,
which will later be used to generate constraints autically. An ontology describes
the domain, by identifying all domain concepts and refesthips between them. We
believe that it is highly beneficial for the authordevelop a domain ontology even
when the constraint sets is developed manually, bedhisdelps the author to
reflect on the domain. Such an activity would enhaheeauthor’s understanding of
the domain and therefore be a helpful tool when idéntgficonstraints. We also
believe that categorising constraints according toottitelogy would assist the au-
thoring process.

To test our hypothesis, we built a tool as a front-emdVETAS. Its main pur-
pose is to encourage the use of domain ontology as asnoéassualising the do-
main and organising the knowledge base. The tool supponsngrdahe ontology,
and composing constraints and problems. The ontology &od for WETAS was
developed as a Java applet. The interf&og (la) consists of a workspace for devel-
oping a domain ontologyftology view) and editors for syntax constraints, semantic
constraints, macros and problems. As showRig 1a, concepts are represented as
rectangles, and sub-concepts are related to conceptsadwsaThe concept details
such as attributes and relationships can be specifigbeirbottom section of the
ontology view. The interface also allows the useviéov the constraints related to a
concept.

The ontology shown ifrig. 1la conceptualises the Entity Relationship (ER) data
model. Congtruct is the most general concept, which incluéekationship, Entity,
Attribute and Connector as sub-conceptdsrelationship is specialized intdregular
and ldentifying ones.Entity is also specialized, according to its types, iRégular
andWeak entities.Attribute is divided in to two sub-concepts $fnple andCompos-
ite attributes. The details of tH&inary Identifying relationship concept are depicted
in Fig. 1. It has several attributes (such Name andldentified-participation), and



three relationshipsFg. 1b): Attributes (which is inherited fromRelationship),
Owner, andldentified-entity. The interface allowthe specification of restrictions of
these relationships in the form of cardinalities. Télationship betweehdentifying
relationship andRegular entity namedOwner has a minimum cardinality of 1. The
interface also allows the author to display the cairsts for each concepFig. 1c).
The constraints can be either directly entered irotitelogy view interface or in the
syntax/semantic constraints editor.
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The constraint editors allow authors to view and dutentire list of constraints
problems. As shown iRig. 2, the constraints are categorised according to the
concepts that they are related to by the use of cotsm&he Ontology view extracts
constraints from the constraint editors and displagmtiinder the categorised con-
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Fig. 1. Ontology for ER data model

.Fig. 2 shows two constraints (Constraint 22 and 23) that gefoidentifying

relationship concept.
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Fig. 2. Syntax constraints editor

All domain related information is saved on the seagmrequired by WETAS.

The

applet monitors all significant events in the gy view and logs them with

their time stamps. The logged events include log in/out,ngddiéleting concepts

etc.




5 Experiment

We hypothesized that composing the ontology and organiseagonstraints accord-
ing to its concepts would assist in the task of buildirprastraint set manually. To
evaluate our hypothesis, we set 18 students enrolled iB0®@ graduate course on
Intelligent Tutoring Systems at the University of Gabtiry the task of building a
tutor using WETAS for adjectives in the English language.

The students had attended 13 lectures on ITS, includingriveBd, before the
experiment. They also had a 50 minute presentation on VBE&Ad were given a
description of the task, instructions on how to wribastraints, and the section on
adjectives from a text book for English vocabulary [2)eBtudents had three weeks
to implement the tutor. A typical problem is to complatseentence by providing the
correct form of a given adjective. An example senté¢heestudents were given was:
“My sister is much than me (wise).”

The students were also free to explore LBITS [3], a tdeweloped in WETAS
that teaches simple vocabulary skills. The students aldoeed to access the “last
two letters” puzzles, where the task involved deterngjrarset of words that satisfied
the clues, with the first two letters of each worthgehe same as the last two letters
of the previous one. All domain specific components|uitiog its ontology, the
constraints and problems, were available.

Seventeen students completed the task satisfactorily.sulent lost his entire
work due to a system bug, and this student’s data was clatléd in the analysis.
The same bug did not affect other students, since itehasnated before others
experienced it. Table 1 gives some statistics abouteimaining students, including
their interaction times, numbers of constraints amel marks for constraints and
ontology.

The participants took 37 hours to complete the task, sped@ftgof the time in
the ontology view. The time in the ontology view eariwidely, with a minimum of
1.2 and maximum of 7.2 hours. This can be attributed to diftestyles of develop-
ing the ontology. Some students may have developed tlgyton paper before
using the system, whereas others developed the whagybnline. Furthermore,
some students also used the ontology view to add cortstréddowever, the logs
showed that this was not a popular option, as most studentposed constraints in
the constraint editors. One factor that contributethte behaviour may be the re-
strictiveness of the constraint interface, whichpldigs only a single constraint at a
time.

WETAS distinguishes between semantic and syntactidreonts. In the domain
of adjectives, it is not clear as to which categbeytonstraints belong. For example,
in order to determine whether a solution is corréds necessary to check whether
the correct rule has been applied (semantics) and whibideesulting word is spelt
correctly (syntax). This is evident in the resultstfoe total number of constraints for
each category. The averages of both categories afl@rsif® semantic constraints
and 11 syntax constraints). Some participants have inchadstiof their constraints
as semantic and others vice versa. Students on avesagmsed 20 constraints in
total.



We compared the participants’ solution to the “ideal'u8oh. The marks for
these two aspects are given un@ewerage (the last two columns in Table 1). The
ideal knowledge base consists of 20 constraints. Jdmstraints column gives the
number of the ideal constraints that are accountethfire participants’ constraint
sets. Note that the mapping between the ideal and jparis’ constraints is not
necessarily 1:1. Two participants accounted for all 20tcaimés. On average, the
participants covered 15 constraints. The quality of cairdis was high generally.

The ontologies produced by the participants were given r&k ma of five (the
Ontology column in Table 1). All students scored high, as expecteduse the
ontology was straightforward. Almost every participgmafied a separate concept
for each group of adjectives according to the given r@edHowever, some students
constructed a flat ontology, which contained only tixegsoupings corresponding to
the rules (see Fig. 3a). Five students scored full markihéoontology by including
the degree (comparative or superlative) and syntax susppedimg (see Fig. 3b).

Even though the participants were only given a brief rifgsmn of ontologies
and the example ontology of LBITS, they created ontotogiea reasonable stan-
dard. However, we cannot make any general assumptiotiseodifficulty of con-
structing ontologies since the domain of adjectivesery simple. Furthermore, the
six rules for determining the comparative and superlatigeedeof an adjective gave
strong hints on what concepts should be modelled.

Time (hours) Number of constraints Coverage
Ontology | Se- Con-

Total | view mantic | Syntax Total straints Ontology

S1 38.16 4.57 27 3 30 20 5
S2 51.55 7.01 3 10 13 19 4
S3 10.22 1.20 14 1 15 17 4
S4 45.25 2.54 30 4 34 18 5
S5 48.96 4.91 11 5 16 20 4
S6 44.89 4.66 24 1 25 18 5
S7 18.97 2.87 1 15 16 17 4
S8 22.94 4.99 3 18 21 15 3
S9 34.29 4.30 11 4 15 18 5
S10 33.90 7.23 0 14 14 18 3
S11 55.76 3.28 16 1 17 17 5
S12 30.46 2.84 0 16 16 10 3
S13 60.94 3.47 1 15 16 13 3
S14 32.42 1.96 1 17 18 12 3
S15 33.35 4.04 1 14 15 11 3
S16 29.60 6.24 0 30 30 4 5

Mean | 36.98 4.13 8.94 10.50 19.44 15.44 4.00
S.D. 13.66 1.72 10.47 8.23 6.60 4.37 0.89

Table 1. Results



Fourteen participants categorised their constraintsrdiogp to the concepts of
the ontology as shown iRig. 2. For these participants, there was a significanteeorr
lation between the ontology score and the constraicise (0.679, p<0.01). How-
ever, there was no significant correlation betwden dntology score and the con-
straints score when all participants were considerbis 3trongly suggests that the
participants used the ontology to write constraints dgeel better constraints.

An obvious reason for this finding may be that more atudents produced bet-
ter ontologies and also produced a complete set of cortstrao test this hypothe-
sis, we determined the correlation between the ppatitis final grade for the course
(which included other assignments) and the ontology/cainstscores. There was
indeed a strong correlation (0.840, p<0.01) between the gratl¢hanconstraint
score. However, there was no significant correlabetween the grade and the on-
tology score. This lack of a relationship can be due mamber of factors. Since the
task of building ontologies was novel for the participathey may have found it
interesting and performed well regardless of their gbifnother factor is that the
participants had more practise at writing constraimsother assignments for the
same course) than on ontologies. Finally, the simpladithe domain could also be a
contributing factor.

Wortls
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Fig. 3. Ontologies constructed by students

The participants spent 2 hours per constraint (sd=1 hohig.i§ twice the time
reported in [8], but the participants are neither knowleglggineers nor domain
experts, so the difference is understandable. The parttsigalt that building an
ontology made constraint identification easier. Thiéofong comments were ex-
tracted from their reports:Ontology helped me organise my thinking;” “ The ontol-
ogy made me easily define the basic structure of this tutor;” “ The constraints were



constructed based on the ontology design;” “ Ontology was designed first so that it
provides a guideline for the tasks ahead.”

The results indicate that ontologies do assist comstemiquisition: there is a
strong correlation between the ontology score andctinstraints score for the par-
ticipants who organised the constraints according t@tii@elogy. Subjective reports
confirmed that the ontology was used as a starting pdien writing constraints.
As expected, more able students produced better constiairdsntrast, most par-
ticipants composed good ontologies, regardless of thdityabi

6 Conclusions

We performed an experiment to determine whether the fudensain ontologies
would assist manual composition of constraints for traig-based ITSs. The
WETAS authoring shell was enhanced with a tool thkiwald users to define a
domain ontology and use it as the basis for organizingtcaints. We showed that
constructing a domain ontology indeed assisted the cneatioonstraints. Ontolo-
gies enable authors to visualise the constraint sktareflect on the domain, assist-
ing them to create more complete constraint bases.

We intend to enhance WETAS further by automating cairdgtacquisition. Pre-
liminary results show that many constraints cannioeiced directly from the domain
ontology. We will also be exploring ways of using machigerning algorithms to
automate constraint acquisition from dialogs with doneiperts.
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