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Abstract

Energy consumption is an important issue in the design of wireless sensor net-

works (WSNs) which typically rely on portable energy sources like batteries for

power. Recent advances in ambient energy harvesting technologies have made it

possible for sensor nodes to be powered by ambient energy entirely without the

use of batteries. However, since the energy harvesting process is stochastic, exact

sleep-and-wakeup schedules cannot be determined in WSNs Powered solely us-

ing Ambient Energy H arvesters (WSN-HEAP). Therefore, many existing WSN

routing protocols cannot be used in WSN-HEAP. In this paper, we design an

opportunistic routing protocol (EHOR) for multi-hop WSN-HEAP. Unlike tra-

ditional opportunistic routing protocols like ExOR or MORE, EHOR takes into

account energy constraints because nodes have to shut down to recharge once

their energy is depleted. Furthermore, since the rate of charging is dependent

on environmental factors, the exact identities of nodes that are awake cannot

be determined in advance. Therefore, choosing an optimal forwarder is another

challenge in EHOR. We use a regioning approach to achieve this goal. Using ex-

tensive simulations incorporating experimental results from the characterization
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of different types of energy harvesters, we evaluate EHOR and the results show

that EHOR increases goodput and efficiency compared to traditional oppor-

tunistic routing protocols and other non-opportunistic routing protocols suited

for WSN-HEAP.

Key words: opportunistic routing, wireless sensor networks, energy harvesting

1. Introduction

Current research on wireless sensor networks [1], and more recently wire-

less multimedia sensor networks [2], have focused on extending network lifetime

[3] since they are powered using finite energy sources (e.g., batteries). Such

battery-powered sensor networks are inappropriate for some applications due

to environmental concerns arising from the risk of battery leakage and physi-

cal/environmental constraints may restrict the ability to replace the batteries

or the sensor nodes. Recent advances in ambient energy harvesting technologies

[4] have made it possible for sensor nodes to rely on energy harvesting devices

for power. Commercially available devices developed by Texas Instruments [5],

Microstrain [6] and Ambiosystems [7] can harvest useful energy from solar and

vibration energy. They have been deployed in testbeds (e.g. [8], [9]) for scenar-

ios where the sink is within direct transmission range and the harvested energy

is used to supplement batteries.

Therefore, W ireless Sensor N etworks (WSNs) Powered by Ambient Energy

H arvesting (which we refer to as WSN-HEAP in this paper) are more useful and

economical in the long-term since (i) ambient energy such as light, vibration,

heat and wind are always available from the environment; (ii) they can oper-

ate without disruption due to human intervention to change batteries and (iii)

they can operate perpetually by using supercapacitors (with virtually unlimited

recharge cycles) to store the harvested energy. Hence, WSN-HEAP are useful

for applications such as structural health monitoring [10] where sensors embed-

ded into buildings and structures are not easily accessible after deployment, but

yet can tap onto ambient energy sources (e.g. light, vibration, heat, RF etc) for
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power. In particular, enabling multi-hop capabilities in WSN-HEAP is useful

for such applications, where power supplies are not readily available, thus limit-

ing the number of ac-powered sinks that can be deployed. Most of the existing

work on WSNs with energy harvesters focused on harvesting energy to supple-

ment battery power while we focus on using the harvested energy as the only

energy source. To the best of our knowledge, none of these efforts address issues

related to multi-hop routing in WSNs powered solely using energy harvesters.

The energy characteristics of a WSN-HEAP node are different from that of

a battery-powered sensor node, as illustrated in Fig. 1. In a battery-powered

sensor node, the total energy reduces with time and the sensor node can operate

until the energy level reaches an unusable level. In a WSN-HEAP node, energy

can be replenished (charging) and accumulated until a certain level before it can

be used. However, as the rate of charging is usually much lower than the rate

of energy consumption for the sensor nodes, WSN-HEAP nodes are normally

awake for a short period of time before it needs to shut down in order to recharge.

Moreover, the time taken to charge up the sensor node to a useful level varies

due to environmental factors as well as the type and size of the energy harvesters

used. These unique characteristics render the direct application of many routing

protocols proposed for battery-powered WSNs unsuitable in WSN-HEAP.

Time

Stored Energy 

in WSN node Battery

Energy Harvesting

Figure 1: Characteristics of Energy Sources

In this paper, we design an multi-hop energy harvesting opportunistic rout-

ing (EHOR) protocol that (i) partitions nodes into regions and (ii) assigns trans-
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mission priorities to regions, taking into consideration proximity to the sink and

residual energy, so as to minimize collisions while ensuring packet advancement

in a multi-hop WSN-HEAP. Using extensive simulations, we demonstrate that

EHOR achieves good performance and outperforms traditional opportunistic

routing protocols as well as other (non-opportunistic) routing protocols that are

applicable to WSN-HEAP. EHOR reduces the cost of deploying WSN-HEAP

by extending the range and coverage using multi-hop communications.

The rest of this paper is organized as follows: In Section 2, we review some

work on energy harvesting technologies and their application in sensor networks

as well as various variants of opportunistic routing protocols used in wireless

networks. Then, we present the components of a WSN-HEAP node and char-

acterize the energy and radio characteristics of the nodes in Section 3. Next,

we present our opportunistic routing protocol designed for WSN-HEAP in Sec-

tion 4. The performance results and comparison of EHOR and other routing

protocols are presented in Section 5. We conclude the paper in Section 6.

2. Related Work

There are a number of routing protocols designed for use in WSNs with

energy harvesting devices. For example, in [11], directed diffusion is modified

to incorporate information on whether a node is running on solar power or

on battery power. Results show that solar-aware directed diffusion performs

better than shortest-path routing. In [12] and [13], a solar-cell energy model

is incorporated into geographic routing to improve network performance. Since

nodes may harvest different amounts of energy, their duty cycles may not be the

same. To reduce latency, a low-latency routing algorithm is proposed in [14].

In WSNs with energy harvesting devices, maximizing the network’s goodput is

the main consideration since energy can be replenished. However, the amount

of power provided by the environment is limited, therefore we need to have a

routing algorithm that takes into consideration actual environmental conditions.

A solution to this problem is given in [15] and this work is further extended in

4



[16]. The main idea is to model the network as a flow network and obtain

the solution by solving the maxflow problem to maximize throughput. Another

solution is given in [17] where the energy replenishment rate is incorporated into

the cost metric when computing routes. If batteries are used in conjunction with

supercapacitors, then a routing metric can be derived [18] to maximize network

life by minimizing the use of the battery since it has limited recharge cycles

and maximizing the use of the supercapacitor since it can be recharged millions

of times. However, these routing protocols typically require the use of stable

links to work well. They do not take advantage of the use of the broadcast

nature of the wireless medium as packets are usually addressed to a specific

node. Furthermore, some of these routing protocols assume scenarios where

energy harvesting is the secondary energy source for the battery which is the

primary energy source while in our scenario, the harvested energy is the only

energy source.

Conventional WSN routing protocols cannot be used in WSN-HEAP since

the wakeup timings of the sensor nodes cannot be predicted in advance because

the time required to charge up the sensor node fully is dependent on environ-

mental factors. Therefore, it is not possible for a node to know the number

or the identity of neighbors who are in receive state when it is ready to trans-

mit. However, assuming that each node knows its own location, we can use

a broadcast-based geographic routing protocol to compare with EHOR. In our

earlier work [19], we showed that Geographic Routing with Duplicate Detection

(GR-DD) performs better than geographic routing alone in WSN-HEAP. The

flowchart for GR-DD is illustrated in Fig. 2.

Another routing protocol that can be used in WSN-HEAP is unicast routing,

where time is slotted and each node wakes up asynchronously according to a

Wakeup Schedule Function (WSF) [20]. With a (u, w, v) block design, each

node is awake over a block of u slots, and is active over w slots such that any

two nodes would have at least v overlapping active slots. In WSN-HEAP, the

node will harvest enough energy in each charging cycle to be active in w slots.

After charging to the required level, the node will start a new block at the start
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Geographic Routing with 

Duplicate Detection (GR-DD)

Perform Clear Channel Assessment (CCA)

Charge until maximum capacity

Channel idle?

Remove data packet from buffer 

Send data packet

Yes

No

Yes

Any data packets

in the buffer?

Stay in receive state for a period of 2ttx

No

Any data packet 

received?

Has data packet been 

received previously?

Perform duplicate 

detection

No

No

Yes

Yes

Store data packet in 

buffer

Figure 2: Flowchart for GR-DD Routing Protocol

of the next time slot. If no charging is required within blocks (since the node

may accumulate enough energy for the block during the sleep periods within

the block), then any two blocks would have at least v active slots in common.

The WSF scheme in WSN-HEAP is illustrated in Fig. 3 using a (7,3,1) block

design.

In each active slot, the node can either choose to be a receiver or a sender.

If it chooses to be a receiver, then it would need to transmit a beacon at the

start of the slot to let other senders know that it is ready to receive data. If it

chooses to be a sender, it would wait to receive beacons from the receivers. Once

a beacon is received successfully by the sender, it would determine whether the

sender of the beacon is closer to the sink than it is to determine whether it could

be a forwarder. If it could be a forwarder for the sender, the sender will send

its data to the receiver. If the receiver receives the data successfully, it would

send an acknowledgment packet (ACK) back to the sender.

Opportunistic Routing (OR) is a scheme that takes advantage of the broad-
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Time

: Inactive slot

charging

: Active slot

Node 5

Node 4

Node 3

Node 2

Node 1

charging

charging

charging

charging charging

charging charging

charging

chargingcharging

charging

charging

charging charging charging

Figure 3: Possible wakeup schedules for different nodes with WSF(7,3,1)

cast nature of the wireless medium to improve link reliability and system through-

put in a multi-hop wireless network. It comprises (i) forwarding candidate se-

lection, which determines the set of forwarding nodes and (ii) relay priority

assignment, which determines the transmission priority among the set of for-

warding candidates. We illustrate OR using the scenario in Fig. 4 where there

is a sender, seven nodes labeled from 1 to 7 and a sink. In the forwarding can-

didates selection phase, nodes 1 and 2 will drop the received broadcast packet

from the sender since they are further away from the sink than the sender is.

Since nodes 3 to 7 are closer to the sink than the sender is, they are designated

as potential relay nodes for the sender. Next, we need to assign the transmission

priorities for relay nodes 3 to 7. Due to shadowing and fading effects, there is a

probability that the relay nodes and the sink will receive the broadcast packet

from the sender. However, this probability generally decreases with distance.

Ideally, if the sink receives the data packet directly from the sender, all the relay

nodes should not rebroadcast the received packet. Otherwise, the relay node

which is closest to the sink that receives the data packet should forward the

received data packet. For example, if nodes 3, 5, and 6 receive the broadcast

data packet correctly, only node 6 should forward the data packet.

ExOR [21], MORE [22] and the OpRENU scheme [23] are opportunistic

protocols designed based on this concept. However, the performance of these
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2 31 4 5 6 7

SinkSender

Figure 4: Example in Opportunistic Routing

protocols is not optimized when used in WSN-HEAP as compared to battery-

operated WSNs. This is because WSN-HEAP nodes are not awake at all times

since our energy model based on energy harvesters is different from that of a

battery-operated sensor node. Furthermore, MORE uses network coding which

may not be suitable for resource-constrained WSNs. GeRaF [24] is another

protocol that uses RTS/CTS-based receiver contention scheme to select the best

forwarders but it uses preceding control packets to determine channel conditions

which is not suitable for rapidly changing channel conditions.

3. System Model

3.1. Components of a WSN-HEAP node

Each WSN-HEAP node comprises of various components as illustrated in

Fig. 5. The energy harvesting device converts ambient energy into electrical

energy. Since the rate of energy harvesting could be significantly lower than the

typical power consumption levels in the sensor nodes, the harvested energy is

cumulatively stored in an energy buffer. Once the stored energy reaches a useful

level, the node will be operable. During the charging phase, the node is idle.

Energy

Harvesting

Device

Energy

Storage

Device

Low-power

Sensor

Micro-

controller

Wireless

Transceiver

Ambient Energy (e.g. solar, 

thermal, vibrational, wind, RF)

Electrical 

Energy

e.g. temperature 

sensor,

accelerometer

Figure 5: Components of a WSN-HEAP node
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3.2. Characterization of WSN-HEAP

In this paper, our main focus is to develop and evaluate multi-hop routing

protocols for WSN-HEAP. For an accurate evaluation, we first need to define

a realistic model for WSN-HEAP. We do so by empirically characterizing the

(i) radio behavior as well as (ii) traffic and energy harvesting characteristics

of solar [5] and thermal [25] energy harvesting nodes that use the MSP430

microcontroller and CC2500 radio transceiver from Texas Instruments (TI), as

shown in Fig. 6.

(a) Outdoor Solar Energy Har-

vester

(b) Indoor Solar Energy Har-

vester

(c) Thermal Energy Har-

vester

Figure 6: Energy harvesting sensor nodes using MSP430 microcontroller and

CC2500 transceiver from Texas Instruments

The sensor node development kit [5] we use consists of a solar panel opti-

mized for indoor use, two eZ430-RF2500T target boards and one AAA battery

pack. The target board comprises the TI MSP430 microcontroller, CC2500

radio transceiver and an on-board antenna. The CC2500 radio transceiver op-

erates in the 2.4GHz band with data rate of 250Kbps and is designed for low

power wireless applications. The harvested energy is stored in EnerChip, a thin-

film rechargeable energy storage device with low self-discharge manufactured by

Cymbet.

The experimental setup comprises one or more transmitters (with transmis-

sion power fixed at 1dBm) and a receiver (sink) connected to a laptop as shown

in Fig. 7a and 7b. The battery pack is used for powering the target board at

the transmitter in the radio characterization tests. For the traffic and energy

characterization, a TI evaluation board is used at the receiver as a sniffer to

9



overhear packet transmissions from the transmitter and record their timings

accurately.

Receiver

Transmitter

(a) Setup for link measurements

Receiver

Transmitter

(b) Setup for energy measurements

Figure 7: Experimental setup

3.2.1. Radio Characterization

To quantify the maximum transmission range, we transmit 1000 packets

in an open field using the experimental setup shown in Fig. 8a, and measure

the ratio of successful receptions (packet delivery ratio or PDR) at different

transmitter-receiver distances. Each packet consists of 40 bytes of data (the

current maximum value allowed due to software issues) with an additional 11

bytes of headers. The results are shown in Fig. 8b.

Transmitter on a

stand

Receiver on a

stand

(a) Deployment
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0
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0.2
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(b) Results

Figure 8: Radio characterization in open field
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Using the PDR values, we can compute the bit error rate (BER) at different

transmitter-receiver distances and therefore we can obtain the PDR for different

packet sizes. For example, the PDR results for 100 bytes packets are shown in

the same graph. Although the observed PDR at shorter transmitter-receiver

distances is sometimes lower than that at longer distances, the general trend is

that the PDR (link quality) degrades gradually with distance, but falls sharply

beyond 70m.

3.2.2. Traffic and Energy Characterization

When the transmitter is powered by the solar or thermal energy harvester,

its stored energy is low initially. After some energy harvesting (charging) time,

when enough energy has been harvested and accumulated in the energy storage

device, the power supply for the microcontroller and transceiver will be switched

on. Then, the transmitter will continuously broadcast data packets until the

energy is depleted after which the microcontroller and transceiver will be turned

off. The energy storage device will start to accumulate energy again and the

process is repeated in the next cycle.

We characterize the traffic and energy model of each harvesting device by

deploying the setup in various scenarios and recording the charging time as well

as the number of packets transmitted in each cycle. Some of the scenarios that

we use are shown in Table 1.

Table 1: Scenarios for characterization of traffic and energy model

Scenario

No

Type of Energy

Harvester

Location

1 Outdoor Solar Outdoors, 11am

2 Indoor Solar Directly under a fluorescent lamp (Fig. 9a)

3 Thermal Mounted on a CPU heat sink inside a computer

(Fig. 9b)

Fig. 10 illustrate the probability density functions (pdf) of the charging
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Transmitter
Fluorescent Lamp

(a) Solar Energy Harvester

under a fluorescent lamp

Thermal

Energy

Harvester

(b) Thermal Energy Har-

vester mounted on a CPU

Heat Sink

Figure 9: Placement of energy harvesters for energy measurements

times under different scenarios obtained from 1000 charge cycles. The number

of transmitted packets per cycle ranges from 17 to 19 packets with an average

of 17.97 packets. A summary of the energy harvesting characteristics obtained

from these experiments is given in Table 2.

Next, we investigate the temporal and spatial variation of energy harvesting,

and quantify the level of time correlation in charging time across charging cycles.

• Temporal variation:

For scenario 1, we plot the average energy harvesting rate obtained at

1-minute intervals for measurements collected over 30 minutes in Fig. 11.

We observe that the average energy harvesting rate changes over time,

decreasing (increasing) when the sky is cloudy (sunny).

• Spatial variation:

For scenarios 1 and 4, we fixed the position of one node, and position

the second node within a radius of 1m. For each placement, we compute

the average harvesting rate over 10 minutes, and plot them in Figs. 12a

and 12b for the outdoor and indoor solar energy harvesters respectively.

For the outdoor scenario, the average energy harvesting rate changes for
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fluorescent lamp
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(c) Thermal energy harvester on a CPU

heat sink

Figure 10: Probability density functions of charging times in different scenarios
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Figure 11: Average charging times of the node in different time intervals
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Table 2: Charging Time Statistics for scenarios 1 to 3

Scenario 1 Scenario 2 Scenario 3

Minimum Charging time (ms) 257.01 1208.63 1818.71

Maximum Charging time (ms) 538.32 1286.12 2422.81

Average Charging time (ms), tc 343.31 1266.10 1980.46

Standard deviation (ms) 41.94 8.12 105.14

Bin size in Fig. 10 (ms) 10 5 10

Average time to harvest energy

to send one packet (ms)

19.10 70.46 110.21

Duty cycle (%) 7.87 2.26 1.46

Average energy harvesting rate

(mW)

6.59 1.89 1.22

the fixed node as the amount of cloud cover changes during our experi-

ments while for the indoor scenario, the average energy harvesting rate

for the fixed node remains constant. We observe that the average energy

harvesting rates at different locations are different for both scenarios. To

determine whether there is any correlation in harvesting rates between the

two nodes, we use the Spearman rank correlation coefficient given by

rs = 1 −
6

∑n

i=1 d2
i

n(n2 − 1)
(1)

where di is the difference between the ranks assigned to variables X and

Y and n is the number of pairs of data. An rs value of 1 indicate perfect

correlation while an rs value of close to zero would conclude that the

variables are uncorrelated. Since there are 6 pairs of data, the critical

value of rs at 5% significance level is 0.829 obtained from statistical tables.

The values of rs for the outdoor and the indoor solar energy harvesters are

1.00 and 0.60 respectively. This means that the readings between nodes

for the outdoor energy harvesters are correlated while that for indoor

solar energy harvesters are not strongly correlated. This is because for
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the outdoor energy harvester, the energy source is mainly from the sun

while for indoor energy harvesters, there are many sources of energy from

various fluorescent lamps in the room therefore readings are less likely to

be correlated.
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Figure 12: Average charging times of nodes in the same region

• Time correlation:

For each scenario, we compute the autocorrelation values for charging

times recorded in different charging intervals. Fig. 13 shows the results

for the different scenarios. The autocorrelation values lie between -1 and

1 with 0 indicating no correlation, 1 indicating perfect correlation and -1

indicating perfect anti-correlation. The four horizontal lines indicate 95%

and 99% confidence intervals for the correlation tests. From the graph,

we observe that the charging time in different intervals are uncorrelated,

weakly correlated or strongly correlated depending on the type and loca-

tion of the energy harvester.

From the experimental results, we can conclude the energy harvesting rate

of each node (i) depends on the energy harvester used (indoor solar, outdoor

solar or thermal), the location of the energy harvester as well as the time of the

day (for outdoor solar cells); (ii) is uncorrelated, weakly or strongly correlated

across charging cycles.
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(a) Outdoor solar energy harvester at 11am
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(b) Solar energy harvester under fluores-

cent lamp
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(c) Thermal energy harvester on a CPU

heat sink

Figure 13: Autocorrelation function of charging times in different scenarios
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3.3. Node classification

We consider both event-driven and active monitoring sensor network appli-

cations. In event-driven WSNs, data is only sent to the sink when an event is

triggered by the sensed data. For example, in a target tracking WSN, data is

only sent to the sink once a sensor has detected the target. Once the target has

moved out of the coverage of the sensor node, data transmission will cease. In

active monitoring WSNs, sensed data is periodically sent to the sink for anal-

ysis. For example, in structural health monitoring, the stability of structures

need to be monitored and analyzed continuously. For event-driven WSNs, there

is only one data source and the rest of the sensor nodes are relay nodes. For

active monitoring WSNs, all the sensor nodes are source nodes. In addition, we

also consider hybrid scenarios where some of the sensor nodes are source nodes

while others are relay nodes.

Unlike traditional wireless sensor networks where the user can specify a

sending rate, in WSN-HEAP the sending rate is determined by the energy

harvesting rate since the source sensor node is also powered using an energy

harvester. When a WSN-HEAP source node has accumulated enough energy, it

will attempt to send its own sensed data if it has no packets to relay for other

nodes.

Accordingly, we define three different types of nodes: relay, source and sink

nodes.

• Relay Node: Relay nodes are used to forward data packets from the

source nodes to the sink when they are not within direct communication

range of each other. When the relay node receives any data packet in the

receive state, it would buffer the data packet and schedule it for possi-

ble transmission. There are 3 states in which the relay node can be in:

charging, receive and transmit states. An initially uncharged relay node

will enter the charging state, where the energy consumption is minimal as

most of the components of the node are shut down. It will transit into

the receive state when the node is fully charged to a certain amount of
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energy, Ef . If a node has a packet to transmit, it will only transit into the

transmit state after it senses that the channel is clear so as to reduce the

number of collisions. Otherwise, it will go into the charging state when

its energy is depleted until it is fully charged to Ef and the whole cycle

repeats itself. Therefore, each charging cycle consists of a charging phase,

a receive phase and an optional transmit phase. The energy model and

state transition diagram are illustrated in Figs. 14a and 14b respectively.

Based on our empirical results from our energy harvesting characteriza-

tion tests, we model the charging time in each cycle using a continuous

random variable.

Charging cycle i Charging cycle i+1

Trx

tta

ttx

Ef

Stored Energy

Time

Receive

state

Transmit

state

Trx Trx ttx

Transmit

state

tta

Charging cycle i+2

Receive

state

Charging

state

Receive

state

Charging

state

Charging

state

Tc Tc Tc

(a) Energy Model

Charging Receive Transmit

(b) State Transition Diagram

Figure 14: Characteristics of a WSN-HEAP node

• Source Node: The operations of the source node are similar to that of the

relay node except that if it does not have to forward any received packet

at the end of the receive period, it will send its own data packet in the

transmit period. This means that relay packets are given higher priority

than source packets. For every new data packet sent by the source node,
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it would be given a unique ID. This means that every data packet can be

uniquely identified using the tuple (node ID, packet ID). In addition to

these two fields, each data packet will consist of the sensor data, location

information and the physical layer headers.

• Sink: The sink is a data collection point which is connected to power

mains, and therefore does not need to be charged. This means that the

sink can hear data packets from its neighboring nodes continuously.

3.4. Deployment Topology

We deploy n WSN-HEAP source/relay nodes and a sink node uniformly over

an interval x in the following scenarios: (i) single-source, comprising one source

node and n-1 relay nodes (Fig. 15a), and (ii) multi-source, where ns nodes

(ns ≤ n) are randomly selected (Fig. 15b) to be source nodes. In addition,

to determine the impact of node placement on network performance, we also

deploy nodes randomly for the multi-source scenario as shown in Fig. 15c. We

let the transmission range of the node be d which is defined as the maximum

distance where the packet delivery ratio (PDR) is above the threshold Th.

Since we have deployed the sensor nodes manually, the location information

of each node can be pre-programmed into the nodes in advance.

4. Energy Harvesting Opportunistic Routing Protocol (EHOR)

In this section, we present the design of our Energy H arvesting Opportunistic

Routing (EHOR) protocol which is an opportunistic routing protocol designed

for WSN-HEAP. The notations used in the description of EHOR are summa-

rized in Table 3.

4.1. Challenges of Opportunistic Routing in WSN-HEAP

Traditional OR schemes like ExOR [21] and MORE [22] are designed for

nodes which are powered by either batteries or power mains. Therefore, ExOR

or MORE are optimized for nodes which are always in either the transmit or
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Figure 15: Node Placement in WSN-HEAP
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Table 3: Notations used in the paper

Symbol Denotes

d Maximum transmission range of the sensor node where packet

delivery ratio is above Th

dsender Distance from the sender to the node

Erx Maximum energy required in the receive state

Eta Energy required to change state (from receive to transmit)

Etx Energy required to send a data packet

Ef Energy of a fully charged sensor node

k Number of regions in EHOR

n Number of sensor nodes in the network

ns Number of source nodes

p Probability that a node receives a packet

Prx Power needed when the sensor is in receive state

Ptx Power needed when the sensor is in transmit state

sack Size of an acknowledgment packet in WSF scheme

sd Size of a data packet

tf Average time taken to charge up the sensor if the initial energy

of the sensor is 0

tprop Maximum propagation delay

trmax Maximum time in the receive state

tta Hardware turnaround time from receive to transmit state

ttx Time to send a data packet

Th Packet data delivery threshold for determining the transmission

range

x Length of deployment area

α Transmission rate of the sensor

β Weightage factor in determining the priority list in EHOR

λ Average energy harvesting rate
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receive state. However, in WSN-HEAP, the nodes may be in the charging

state most of the time if the energy harvesting rate is low compared to the

rate of energy consumption. Therefore, the goodput of OR schemes in WSN-

HEAP would be low and the delay would be high if each individual WSN-HEAP

node is assigned an unique time slot for transmission. Furthermore, due to the

energy characteristics of WSN-HEAP nodes, it is difficult to coordinate the

nodes using traditional OR schemes since it is not possible to know which state

(e.g. charging, receive) a node is in without using beacon messages. This is

because each node would have different wakeup schedules as the time taken to

harvest energy is different for each node as shown in our experimental results.

In ExOR, giving nodes that are closer to the destination higher relay priority

will maximize the expected packet advancement. However, this method does

not take into consideration the amount of energy left in the WSN-HEAP node,

and hence will result in reduced network performance.

These shortcomings of traditional OR approaches motivate the design of

EHOR, which uses a region-based approach by grouping nodes together to

reduce delay and increase goodput. EHOR also takes into consideration the

amount of energy left in the WSN-HEAP nodes as well as the expected packet

advancement in the relay priority assignment so as to maximize performance.

4.2. Design Principles for EHOR

There are four desired properties of EHOR.

• Maximize Goodput: We need to maximize data goodput given the

energy harvesting rates. This means that goodput should increase with

an increase in (i) the number of WSN-HEAP nodes or (ii) the average

energy harvesting rate (by using better energy harvesters).

• Maximize Data Delivery Ratio: We want to maximize data delivery

ratio by minimizing the number of lost packets.

• Maximize Efficiency: We want to minimize the number of duplicate

packets because they are of no value to the sink.
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• Maximize Fairness: While goodput or data delivery ratio are impor-

tant in the evaluation of any routing protocol, another important metric

in sensor networks is fairness as data from every sensor node is equally

important for active monitoring WSNs. If any of the sensor nodes has un-

equal amount of bandwidth allocation, this would have an adverse impact

on the performance of the monitoring application since signals from some

sensor nodes are not sent to the sink in sufficient quantity to be analyzed.

To determine the fairness of various routing protocols in this paper, we

use Jain’s fairness metric [26] which is defined as

F =
(
∑ns

i=1 Gi)
2

ns(
∑ns

i=1 G2
i )

. (2)

where Gi is the goodput of the ith sensor node. F is bounded between 0

and 1. If the sink receives the same amount of data from all the sensor

nodes, F is 1. If the sink receives data from only one node, then F → 0 as

n → ∞. The fairness metric is only computed for multi-source scenarios.

Some of these goals may be conflicting. For example, data delivery ratio

can be increased by sending duplicate packets but this conflicts with our goal

of maximizing efficiency which aims to minimize the number of duplicate pack-

ets. The main goal of EHOR is to achieve high goodput. Other secondary

performance metrics, such as data delivery ratio, efficiency and fairness, are to

illustrate the tradeoffs between different routing protocols in WSN-HEAP as

well as the choice of different parameter values on the performance of EHOR.

4.3. Regioning in EHOR

The first issue in EHOR is to determine the best forwarding candidates to

forward the data packets while minimizing coordination overheads and duplicate

transmissions. Since we cannot determine the exact identities of nodes that are

awake at any time, EHOR divides the possible set of forwarding neighbors into

several regions.

A node is in the forwarding region of a sender if it is nearer to the sink

than the sender is. The sender is either a source node transmitting its own
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data packet or a relay node forwarding data packets from other source nodes.

Upon receiving a packet, if the receiving node finds that it is not within the

forwarding region of the sender, the packet will not be forwarded. Otherwise,

the node will next compute the region ID which will determine its transmission

priority. We let the distance from the sender to the node be dsender and the

number of regions be k. The region ID j can be computed using

j =







1, dsender > d;

1 + ⌈d−dsender

d
∗ (k − 1)⌉, dsender ≤ d,

(3)

A region will have a lower region ID if it is closer to the sink as compared to

another region that is further away from the sink. Nodes outside the transmis-

sion range of the sender may still be able to receive the data packets correctly

but with very low PDR. If the sink is outside the transmission range of the

sender, region 1 would consist of all the nodes outside the transmission range.

Nodes with a lower region ID have higher priority to forward the data packet

than nodes with a higher region ID. The region concept is illustrated in Fig. 16.

Sender

d

R5 (lowest priority) R4 R3 R2

Sink

….

R1 (highest priority)

Awake node

dsender

….

Figure 16: Illustration of region concept (k=5) with one awake node in R3

Once a packet has been received by the awake nodes in the forwarding region,

EHOR has to determine which node to transmit first so as to minimize the

number of collisions. Since there are k regions, we assign k time slots for the

nodes to transmit. A node in the jth region will transmit in the jth time slot

after arrival of the packet as long as the node has enough energy.

We let the size of a data transmission (including all headers) be sd bits and

the transmission rate of the sensor node be α bps. The time taken to transmit

one data packet is

ttx = sd/α. (4)
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The hardware turnaround time, which is the time for the sensor node to change

from receive state to transmit state, is denoted by tta. This turnaround time is

hardware-dependent. The duration of each time slot can be computed using

tslot = tprop + tta + ttx (5)

where tprop is the maximum propagation delay.

The maximum time in receive state, denoted by trmax, must be greater than

the number of time slots. Therefore, trmax must be more than ktslot. In this

paper, we let

trmax = (k + 1)tslot. (6)

The number of regions (k) will depend on the average energy harvesting

rate as well as the number of possible forwarding candidates. Since there are n

sensor nodes, the number of nodes within transmission range is

n1 = ⌊
d

x
n⌋. (7)

The exact value of d can be determined from actual experimentation or cal-

culated using the propagation model of the environment in which the sensor

network is being deployed in. To reduce the probability of concurrent transmis-

sions which will lead to a wasted collision, we want an average of one awake node

in each region. If the sink is outside the transmission range of the sender, there

would be an additional region which consists of nodes outside the transmission

range of the sender. If we let p be the probability that a node can receive a data

packet from a sender, then the value of k is

k = ⌈n1p⌉ + 1. (8)

To determine p, we need to compute the timings of various states. We let

Tc and Trx be random variables denoting the time in the charging and receive

states in each charging cycle respectively. A data packet can only be successfully

received by a node if the entire data packet is transmitted while a node is in

the receive state. If we assume saturated traffic where a node will either relay

25



a data packet from one of the source nodes or transmit its own data packet in

each charging cycle,

p =
E[Trx] − ttx

E[Tc] + E[Trx] + tta + ttx
. (9)

Next, we need to determine E[Trx] and E[Tc]. The value of E[Trx] is de-

pendent on the amount of traffic and the energy harvesting rate. The minimum

time in the receive state for a WSN-HEAP node is ttx, which is the time taken

to transmit one data packet from a sender. This occurs when (i) the node re-

ceives a data packet immediately after it transits into the receive state from

the charging state and (ii) the node is in region 1 of the sender and transmits

immediately upon receiving the data packet. The maximum time in the receive

state is trmax. Therefore, we can approximate E[Trx] using

E[Trx] =
ttx + trmax

2
. (10)

We denote the maximum energy required in the receive state by Erx, the

energy required to transmit a data packet by Etx, the energy required to change

from receive state to transmit state by Eta and the energy of a fully charged

node by Ef . We let the receive and transmit power of the sensor be Prx and

Ptx respectively. Therefore, we have

Erx = Prxtrmax, Etx = Ptxttx, Eta =
Prx + Ptx

2
tta,

and

Ef = Erx + Eta + Etx. (11)

Since energy is also harvested in the receive and transmit state, the average

charging time is

E[Tc] =
Ef

λ
− E[Trx] − tta − ttx (12)

where λ is the average energy harvesting rate. By rearranging the equations,

the value of k can be calculated by solving

k−n
d

x
×

λ

2[Prx(k + 1)tslot + Prx+Ptx

2
tta + Ptxttx]

(ktslot+tprop+tta)−1 = 0 (13)
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To illustrate EHOR, let us consider a scenario where a node receives a data

packet from a sender at the time illustrated in Fig. 17. In this scenario, the

node can only wait for 3 time slots before it has to transmit a data packet or

shut down to recharge. If it is in region R4, it has to drop the data packet since

it has insufficient energy to wait for the 4th time slot to transmit. If it is in R1,

it will transmit the data packet immediately upon receiving the data packet. If

it is in R3, it will wait for 2 time slots in order to overhear whether other nodes

in R1 and R2 have relayed the data packet. If it overhears that the data packet

has already made progress towards the sink, the node will not relay the data

packet.

trmax

tta

ttx

Ef

Energy

Time

Receive state Transmit stateCharging state

Tc

Eta+Etx

Arrival of data packet

tslot tslot

Node transmits in this 

slot if it is in region R1 Node transmits in 

this slot if it is in 

region R3

Figure 17: Example in EHOR

In EHOR, each node may receive more than one data packet in the receive

state but each node can only transmit one data packet in each charging cycle.

Although some received packets are being dropped if they cannot be transmit-

ted, nodes in other regions will retransmit the data packet so the impact on

data delivery ratio is not adversely affected.

4.4. Energy Considerations in EHOR

By applying regioning, nodes further away from the sender are favored with-

out taking into consideration the energy left in a WSN-HEAP node. This results

in suboptimal performance because a node that is scheduled to transmit in a

particular slot may be unable to transmit although it has received the data

packet. For example, in the scenario as shown in Fig. 16, nodes in R1 have
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the lowest probability of receiving the data packet since they are furthest away

from the sender but they have the highest probability of forwarding the data

packet since they can transmit immediately after receiving the data packet if the

channel is clear. Nodes in R5 have the highest probability of receiving the data

packet since they are nearest the sender but they have the lowest probability of

sending the data packet since they have to wait for 4 time slots to determine

whether nodes in R1, R2, R3 and R4 have relayed the packet or not. At the

end of this waiting time, the node may not have enough energy to wait for its

transmission time slot and therefore it cannot forward the data packet.

This observation means that the performance of EHOR can be improved by

devising a scheme to adjust the transmission priority based on the amount of

energy left in the node, in addition to its distance from the sender. Nodes that

are further away from the sender but have more remaining energy would have

their priority reduced. Nodes that are nearer the sender but have less remaining

energy would have their priority increased. Accordingly, if the remaining energy

of the node at the end of the packet reception from the sender is Ere, then the

jth time slot in which it is scheduled to transmit in is

j = ⌈β ∗ jd + (1 − β) ∗ je⌉ (14)

where

jd =







1, dsender > d;

1 + d−dsender

d
∗ (k − 1), dsender ≤ d,

and

je =







1, dsender > d;

Ere−Eta−Etx

tslotPrx
, dsender ≤ d.

The factor, β, 0 ≤ β ≤ 1, weighs the forwarding priority of a node between

its residual energy and quality of the direct link (based on distance) with the

sink. With β = 0 (1), nodes with lower remaining energy (nearer the sink) will

be assigned higher forwarding priority.

The detailed algorithms of EHOR are illustrated in Figs. 18 to 21.
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EHOR:

Step 1. Compute Ef using (11)

Step 2. Compute k using (13)

Step 3. Stay in the charging state until the accumulated energy reaches Ef

Step 4. Go to receive state

while Node is in receive state do

if Node receives a data packet then

ReceiveDataPacket

end if

if Any data packet is due for transmission then

TransmitDataPacket

end if

if Time in receive state = trmax then

EndReceiveState

end if

end while

Go to Step 3.

Figure 18: Main EHOR algorithm
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procedure ReceiveDataPacket

Check for duplicate packet in the buffer

if Packet is already in buffer then

Drop received data packet

if Sender is nearer to the sink than the node is then

Remove data packet from the buffer as the packet has already made

progress towards the sink

end if

else ⊲ packet is not in buffer

if Sender is nearer to the sink than the node is then

Drop received data packet

else

Store data packet in buffer and schedule the packet to transmit in

the time slot computed by (14)

end if

end if

end procedure

Figure 19: Algorithm when a node receives a data packet in the receive state
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procedure TransmitDataPacket

Remove data packet, which is scheduled to transmit now, from the buffer

if Channel is clear then

Drop all existing data packets in the buffer

Transmit data packet

Go to charging state

else

Drop data packet

Remain in receive state

end if

end procedure

Figure 20: Algorithm when any data packet is due for transmission

procedure EndReceiveState

Drop all data packets in the buffer

if Node is a source node then

if Channel is clear then

Transmit own data packet

else

Go to charging state

end if

else ⊲ Node is a relay node

Go to charging state

end if

end procedure

Figure 21: Algorithm when maximum receive time is reached

31



5. Performance Analysis

We use the Qualnet network simulator [27] to assess the performance of

EHOR. We modify Qualnet to incorporate the energy model as shown in Fig.

14a. The main performance metric is goodput while other performance metrics of

interest include source sending rate, throughput, data delivery ratio, efficiency,

hop count and fairness. Each data point is derived from the average of 10

simulation runs of duration 200s each using different seeds. Each data packet is

100 bytes while the acknowledgment packet in the WSF scheme is 15 bytes.

We have incorporated the specifications of the TI energy harvesting sen-

sor node [5] into our simulations. The current draw for the RF transceiver is

24.2 mA and 27.9 mA for receiving and transmitting (at 1dBm) respectively

as measured in [28]. The output voltage by the energy harvesting node is 3 V.

Accordingly, the power consumption for reception and transmission are Prx =

72.6 mW and Ptx = 83.7 mW respectively. For a packet size, sd, of 51 bytes

used in our energy characterization tests, and data rate, α = 250 kbps, the

packet transmission time, ttx = 1.632 ms. The total energy consumed during

node operation, Etotal, is given by:

Etotal = npktPtxttx,

where npkt is the average number of packets transmitted per charging cycle.

Using the average charging time, tc, obtained from Table 2, λ = Etotal

tc+npktttx
can

be computed for each scenario, and is tabulated in Table 2.

The transmission rate of the node is 250kbps while the hardware turnaround

time is 0.192 ms. We fixed x at 300m and Th at 10%. Using the radio character-

ization results in Section 3.2.1, the transmission range used in the computation

of the number of regions in EHOR, d, is 70m. We model the radio propagation

model using a lognormal shadowing model and a Ricean fading model which

approximates closely the empirical results of the radio characterization tests.

For traditional routing protocols, strong links are preferred over weak links,

therefore Th is usually set to a high value (e.g. 90%). However in opportunistic
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routing, we would want to make use of weak but long-distance links. There-

fore, Th is set to a lower threshold to increase the transmission range. These

parameter values are shown in Table 4.

Table 4: Values of Various Variables used in Performance Analysis

Parameter Value

d 70m

n 20 to 300

Prx 72.6 mW

Ptx 83.7 mW

sack 15 bytes

sd 100 bytes

tta 0.192 ms

Th 0.1

x 300m

α 250 kbps

β 0.0, 0.2, 0.4, 0.6, 0.8, 1.0

Shadowing Model Lognormal

Fading Model Ricean

Simulation Time 200 seconds

The performance metrics which we considered and their definitions are sum-

marized in Table 5.

5.1. Characterization of EHOR

First, we need to analyze the behavior of EHOR under different scenarios

using a uniformly distributed topology as illustrated in Figs. 15a and 15b.

5.1.1. Impact of β in single-source scenario

The value of β is a key design parameter in EHOR, therefore we need to

determine the impact of different values of β on network performance. We
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Table 5: Performance Metrics

Parameter Value

Source Sending Rate (SR) Combined rate of data packets sent by all the

source nodes

Throughput (T ) Rate of data packets (including duplicate pack-

ets) received by the sink

Goodput (G) Rate of unique data packets received by the sink

Data Delivery Ratio (DR) Ratio of G to SR

Efficiency (η) Ratio of G to T

Hop Count (H) Average number of times a packet is transmitted

until it reaches the sink

Fairness (F ) Computed using (2)

consider a single-source scenario with λ=10mW and vary the number of relay

nodes from 20 to 300. The performance results are illustrated in Fig. 22 for

different values of β from 0 to 1.

First, we consider the source sending rate (SR) which is the combined rate

of packets sent by all the sources. The source sending rate varies because the

source node will only transmit at the end of a receive period after it senses that

the channel is clear so as to minimize collisions. Furthermore, since the number

of regions (k) increases as the number of relay nodes increases, trmax will also

increase, resulting in lower sending rate from each source. From the graphs, the

choice of β has little influence on SR.

Next, we consider throughput (T ) of the network. The throughput of the

network is defined as the rate of data packets, including duplicate packets,

received by the sink. From the results, it is clear that setting β to 0 gives the

highest throughput. However, the throughput metric is not a good performance

metric as it includes the duplicate packets which are of no value to the sink.

Therefore, we consider goodput (G) as our main performance metric which is

defined as the rate of unique packets received by the sink. In the single-source
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Figure 22: Performance results for a single-source scenario with varying number

of relay nodes (n=20 to 300,ns=1,λ=10mW)
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scenario, setting β to 0 gives the highest goodput. This is because by considering

only energy constraints, every relay node will attempt to transmit the received

data packet at the end of the receive cycle when there is little energy left, thereby

increasing the probability of a successful data delivery to the sink.

The data delivery ratio (DR) is the ratio of goodput (G) to source sending

rate (SR). This metric computes the probability of a packet being delivered

to the sink for every packet transmitted by the source node. Similarly, DR is

maximized by having β=0. We also consider efficiency and hop count. Efficiency

(η) is the ratio of goodput (G) to throughput (T ). It can also be described as the

probability of a received packet being a unique packet when received by the sink.

The metric hop count (H) is the average number of packet transmissions before

the packet reaches the sink. High efficiency and low hop count are desirable in

order to maximize the usage of the harvested energy. Although setting β to 0

gives the highest throughput, goodput and data delivery ratio, it performs the

worst in terms of efficiency and hop count.

5.1.2. Impact of β in multi-source scenarios

We consider a multi-source scenario where the total number of sensor nodes

(n) is set to 300 with the number of source nodes (ns) varying from 20 to 300.

The results are illustrated in Fig. 23. Unlike the single-source scenario, setting

β to 0 no longer maximizes goodput when the number of source nodes is high

even though throughput is maximized. This clearly shows that high throughput

does not always equate high goodput. The data delivery ratio and hop count

decreases while efficiency increases when β increases. For multi-source scenarios,

we also consider fairness. For small number of source nodes, different values of

β have only minimal impact on fairness but for large number of source nodes,

setting β to 0 maximizes fairness due to an increase in the number of packets

received from the source nodes furthest away from the sink.
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Figure 23: Performance results for a multi-source scenario with varying number

of source nodes (n=300,ns=20 to 300,λ=10mW)
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5.1.3. Varying energy harvesting rates

We vary the average energy harvesting rate (λ), from 2mW to 20mW, to

take into account varying energy harvesting rates when different types and sizes

of energy harvesters are used. Fig. 24 illustrates the scenarios with 1, 150 and

300 source nodes with a total of 300 sensor nodes. When there is only 1 source

node, setting β to 0 maximizes goodput when the energy harvesting rate is less

than 14 mW. However, when there are 150 or 300 source nodes, setting β to 0

gives the worst goodput.
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Figure 24: Performance results with varying energy harvesting rates

(n=300,λ=2 to 20 mW)

5.1.4. Analysis

From the results presented so far, we can infer some properties of EHOR.

When there are only one source node, goodput is maximized by considering
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the remaining energy alone (β=0) when assigning transmission priorities. How-

ever, this reduces efficiency as the number of transmissions required per packet

will increase because EHOR has to use some short-distance links instead of

long-distance ones. When the number of source nodes increases, there will be

increased MAC contention due to more transmissions by the nodes. Therefore,

by giving long-distance links higher priority (β > 0), goodput will improve as

this means that the number of retransmissions needed per packet is reduced,

thereby reducing the possibility of collisions. In general, as β increases, the

average number of hops needed per packet decreases due to the usage of more

long-distance links and goodput may increase due to less MAC collisions and

interference. However, goodput may also decrease due to less retransmission

opportunities as the node may need to drop the packet before it is due for re-

transmission as it uses up its harvested energy and needs to recharge. Hence,

these two opposing effects result in an optimal value of β to be used when we

vary the number of sources and energy harvesting rates. Furthermore, we can

also observe that there is no correlation between goodput and fairness in some

scenarios. For example, when we vary the number of sources in Fig. 23, setting

β = 0 gives the highest fairness but the lowest goodput. This is because the

increase in goodput is due to higher goodput from nodes nearer the sink, there-

fore decreasing the fairness since less packets are received from nodes further

away from the sink. This shows the maximizing all the performance metrics is

not possible in some scenarios and there are tradeoffs that need to be made.

5.2. Comparison of EHOR with other routing protocols

To determine the performance gains from using regioning as well as energy

considerations in WSN-HEAP, we also consider opportunistic routing without

these enhancements. This protocol is labeled as OR in Figs. 25 to 29. In

OR, each possible forwarding node is given a unique timeslot to retransmit the

received data packet, therefore the maximum time spent in a receive period is

given by

trmax = (n1 + 1)tslot (15)
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where n1 is the number of forwarding candidates which is computed using (7).

In addition, we compare EHOR with two other different routing protocols

suited for WSN-HEAP using a broadcast-based geographic routing protocol

(GR-DD) for WSN-HEAP [19] and an asynchronous wakeup schedule protocol

(WSF) [20]. For the WSF protocol, we use two combinations using (7,3,1) and

(73,9,1) block design as described in Section 2.

GR-DD differs from EHOR in three ways:

• In GR-DD, the time spent in the receive state is fixed at 2ttx while in

EHOR, the time spent in the receive state is not fixed and trmax is calcu-

lated using the total number of nodes and the average energy harvesting

rate.

• GR-DD needs non-volatile memory as packets received need to be stored

in the buffer for transmission in future charging cycles if the packet cannot

be transmitted at the end of the current charging cycle. In EHOR, any

packet in the buffer is dropped at the end of the charging cycle if it cannot

be transmitted.

• Unlike EHOR, GR-DD is not an opportunistic routing protocol since

it does not attempt to overhear whether the packet has already made

progress before transmission.

WSF differs from EHOR in the following two ways:

• A successful data transmission requires the reception of 3 packets: the bea-

con packet, the data packet and the ACK packet. If only the first 2 packets

are successfully transmitted, there would be duplicate packets since the

sender has to retransmit the packet to possibly another forwarder. For

EHOR, a successful data transmission requires only the reception of the

data packet.

• EHOR, like other OR schemes in general, uses the broadcast nature of

the wireless medium to send the packets to as many forwarding nodes as

possible while WSF uses unicast routing.
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For EHOR, we set β to 0.6 as this value achieves high throughput for most

scenarios. First, we consider the scenario where there is one source node with

varying number of relay nodes. The results are shown in Fig. 25. The results

show that only EHOR scales to large number of relay nodes while the WSF

scheme works well for fewer relay nodes. The WSF scheme is not scalable to

large number of nodes due to excessive MAC collisions during the beaconing

process. From the hop count metric, it is also clear that WSF can only make

use of good-quality but short-range links, otherwise data transmission would

not be successful.

Next, we consider the scenario where we vary the number of sources. The

comparisons between EHOR, OR, GR-DD and WSF are illustrated in Fig. 26.

EHOR achieves higher goodput and efficiency compared to the rest of the rout-

ing protocols and also requires less retransmissions by relay nodes. For the WSF

protocol, the number of hops decreases with increasing number of source nodes

as more packets are received from the source nodes closer the sink, thereby re-

ducing the average number of hops required. Although OR maximizes fairness

in some scenarios, the goodput is low as compared to EHOR.

Finally, we consider scenarios with varying energy harvesting rates. The

results are shown in Fig. 27 for scenarios with 1, 150 and 300 source nodes. For

all the scenarios, only EHOR can achieve high goodput consistently.

Next, we study the impact of node failure on network performance. There

are a total of 300 nodes with 30 source nodes. We vary the number of failed

relay nodes from 10% to 100% which are randomly chosen from the set of relay

nodes. Fig. 28 shows that EHOR performs the best in most cases except when

the failure rate is very high (i.e. more than 80% in this scenario) in which

case GR-DD performs the best. The performance of EHOR degrades gracefully

because EHOR uses opportunistic retransmissions, so even if some nodes failed,

other nodes can retransmit the data packets. The performance of GR-DD and

WSF improves when failure rate increases resulting in overall fewer sensor nodes,

thereby reducing channel contention. This shows that both GR-DD and WSF

are not suitable for use in dense sensor networks.
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Figure 25: Performance comparison between different routing protocols

for a single-source scenario with varying number of relay nodes (n=20 to

300,ns=1,λ=10mW)
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Figure 26: Performance comparison between different routing protocols with

varying number of source nodes (n=300,ns=20 to 300,λ=10mW)
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Figure 27: Performance comparison between different routing protocols with

varying energy harvesting rates (n=300,λ=2 to 20 mW)
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Figure 28: Goodput of different protocols in the presence of node failures

(n=300,ns=30, λ=10 mW)
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Finally, we determine the impact of node placement on network performance.

The nodes are placed randomly as shown in Fig. 15c and we vary the total

number of nodes from 20 to 300 with a total of 20 source nodes. Fig. 29 shows

that goodput may increase or decrease for low number of nodes, however at

high node density, the difference is not significant for all the protocols. The

results show that EHOR gives the best performance. This is because EHOR

uses opportunistic retransmissions so it performs well even if the nodes are not

uniformly distributed as long as there are sufficient nodes within the forwarding

region of the sender.
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Figure 29: Goodput of different protocols when the nodes are randomly dis-

tributed (n=20 to 300,ns=20, λ=10 mW)

From the performance analysis, we find that EHOR improves performance

over opportunistic routing without regioning and residual energy considerations

(OR) because

1. Regioning helps to improve performance by grouping WSN-HEAP nodes

together, thereby reducing the time required in the receive state. This

optimizes the use of the harvested energy so that more packets can be

sent or forwarded by the nodes.

2. By considering residual energy, each WSN-HEAP node has a higher proba-

bility of forwarding the received packet, thereby increasing goodput. How-

ever, this benefit has to be carefully weighed against more transmissions
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required due to the use of more short-range links.

GR-DD does not perform well compared to EHOR because

1. It does not attempt to listen to whether a packet has been successfully

retransmitted before transmission, resulting in the sink receiving a lot of

duplicate packets besides causing more collisions and interference.

2. The receive period is fixed in GR-DD but is variable in EHOR, thereby

reducing the number of MAC collisions through using less transmissions

and utilizing more long-distance links.

WSF does not perform well in WSN-HEAP as compared to EHOR because

1. The duty cycle of WSF is fixed and not adapted to the energy harvest-

ing rate. This is because WSF is optimized for battery-operated WSNs

where network lifetime is of key consideration. However, in WSN-HEAP,

harvested energy could be replenished and therefore goodput is our key

consideration. In EHOR, the number of regions can change when the

energy harvesting rates change, thereby optimizing network performance.

2. Beaconing and acknowledgments are required for WSF in WSN-HEAP,

and some bandwidth has to be allocated to these control packets, thereby

reducing overall performance.

3. A successful transmission requires three successful successive transmis-

sions, therefore it cannot make use of long-distance links. This is illus-

trated in the performance graphs where the average number of hops using

the WSF scheme is much larger than other routing protocols.

6. Conclusion

In this paper, we have designed an opportunistic routing protocol (EHOR)

for wireless sensor networks that are powered solely using energy harvesting

devices. First, we use a regioning approach to group nodes together in EHOR to

reduce delay and improve goodput as compared to conventional opportunistic

routing protocols. Next, we further improve EHOR’s performance by taking
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into consideration the amount of residual energy in each node in addition to

its distance from the sender when determining its transmission priority. We

evaluate EHOR using extensive simulations by varying the number of nodes

as well as the energy harvesting using the energy charging characteristics of

commercially available energy harvesting sensor nodes. The results show that

assigning transmission priorities to the nodes according to distance and residual

energy is important to achieve optimal network performance. When compared

to other non-OR routing protocols, EHOR achieves high goodput, efficiency,

data delivery ratio and fairness. For future work, we are extending our protocol

design to a 2D topology. In addition, we are exploring the use of network coding

to improve performance.
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