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An Effective Approach to Pose Invariant 3D
Face Recognition

Dayong Wang, Steven C.H. Hoi, and Ying He

School of Computer Engineering, Nanyang Technological University, Singapore
{S090023, chhoi, yhe}@ntu.edu.sg

Abstract. One critical challenge encountered by existing face recogni-
tion techniques lies in the difficulties of handling varying poses. In this
paper, we propose a novel pose invariant 3D face recognition scheme
to improve regular face recognition from two aspects. Firstly, we pro-
pose an effective geometry based alignment approach, which transforms
a 3D face mesh model to a well-aligned 2D image. Secondly, we propose
to represent the facial images by a Locality Preserving Sparse Coding
(LPSC) algorithm, which is more effective than the regular sparse cod-
ing algorithm for face representation. We conducted a set of extensive
experiments on both 2D and 3D face recognition, in which the encourag-
ing results showed that the proposed scheme is more effective than the
regular face recognition solutions.

1 Introduction
Face recognition, an important biometrics technique, plays a critical role in many
real-world multimedia applications. Despite being studied extensively in litera-
ture [1, 9], existing face recognition techniques still suffer from a lot of challenges
when being applied in real-world applications. In particular, many 2D face recog-
nition approaches work excellently under well-controlled conditions (well-posed
and good lighting), but their recognition accuracy often decreases considerably
when handling real-world face recognition tasks where variations are common
for pose, illumination and expression [13, 18].

On the other hand, along with the advances of various 3D capture devices,
3D face recognition techniques are receiving more and more research attention
[1, 5]. The highly detailed 3D mesh data can capture rich information, which
potentially provides much more clues to tackle some unsolved challenges in 2D
face recognition tasks, especially for pose and illumination variations.

Following this direction, in this paper, we investigate a novel 3D face recog-
nition scheme that addresses the open challenge of Pose Invariant Face Recogni-
tion(PIFR). In particular, we propose an effective approach to tackling the pose
invariant 3D face recognition task, which is equipped with a set of effective 3D
parametrization, alignment, and spares feature representation techniques.

Specifically, the main contributions of this paper include:

– We propose a new 3D face recognition approach to pose invariant face recog-
nition, which employs a state-of-the-art 3D parameterization technique to
resolve the challenge of pose invariant face alignment.
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– We propose a new Locality Preserving Sparse Coding (LPSC) algorithm for
facial image feature representation, which is empirically more effective for
face recognition than the regular sparse coding method [10].

The rest of this paper is organized as follows. Section 2 reviews related work
on PIFR and sparse coding. Section 3 presents an overview of the proposed
PIFR system. Section 4 discusses a geometry-based face alignment approach by
applying an effective 3D mesh parameterization technique. Section 5 presents the
proposed novel LPSC algorithm. Section 6 presents an extensive set of empirical
studies for performance evaluation, and Section 7 concludes this work.

2 Related Work

Below we review two major groups of related work: pose invariant face recogni-
tion and sparse coding techniques.

Pose Invariant Face Recognition To attack a pose-invariant face recognition
task, one possible remedy approach is to capture multi-view face images from
each individual and estimate all the other possible pose positions. However, it
is often not practical to collect multi-view images for each individual in real
applications. As a result, the virtual view synthesis scenarios, which base on 2D
pose transformation or 3D face reconstruction, are proposed to substitute the
demand of real views from limited known views(i.e. only the frontal view in our
framework) [17].

The 2D pose transformation schemes, such as active shape model (ASM)
and active appearance models(AAM) [6], have been demonstrated to handle the
PIFR problems effectively within small-scale pose variation. Unfortunately, they
often fail for large-scale in-depth face rotation (i.e. larger than 45◦) because of the
image discontinuities. By utilizing the local feature instead of the whole image,
some transformation algorithms could partially overcome the former limitation
and further boost the performance. For example, Prince et al. [12] proposed a
statistical linear model, called “tied” factor analysis model(TFA), which con-
structs a one-to-many mapping from the “identify” space to the observed image
space with the pose-contingent linear transformation. Comparing with the state-
of-the-art 3D face reconstruction approach, they achieved comparative experi-
mental results with 14 manually-identified keypoints on each face. Their method
however falls short in very intensive computational costs using local features,
and their performance often highly depends on the benchmark point detection
or even lots of manual labeling efforts.

The 3D face reconstruction schemes have the potentiality to overcome the
pose variance challenge and achieve satisfactory results. However, the 3D re-
construction schemes are complex to implement and extremely computationally
expensive because of the slow 3D face modeling process.

With the rapid improvement in 3D capture devices, face recognition tech-
niques, based on 3D data directly, are receiving more and more research at-
tention. It is potentially promising technique to overcome this challenge by
exploiting the internally invariance of viewpoint and illumination in the 3D
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scanned data. Among these works, the techniques, such as extended Gaussian
images(EGI), ICP matching, hausdorff distance matching and so on, are pro-
posed for 3D shape recognition. Multi-model approaches, which combine the 2D
and 3D results, are also developed to enhance the performance [5].

However, existing 3D face recognition methods rarely take advantage of so-
phisticated recognition algorithms in image domain.Besides, although 3D faces
have the internal pose-invariance characters, incomplete partial faces often bring
a lot of difficulties to most existing 3D algorithms.

Sparse Coding Sparse coding aims to represent each input instance x ∈ Rd

using a set of basis vectors {bj ∈ Rd, j = 1, . . . , n} with a sparse coefficient
vector s ∈ Rn, such that x ≈

∑
j bjsj . Let us denote by matrix X ∈ Rd×N for a

set of N input data instances, denoted by B = [B1, B2, ..., Bn] ∈ Rd×n the basis
matrix, and denoted by S ∈ Rn×N the sparse coefficient matrix, then the sparse
codes problem could be formulated as the following optimization problem [10]:

min
B,S

1

2
∥BS −X∥2F + λ

∑
i,j

ϕ(Sij) s.t. ∥Bi∥2 6 c,∀i = 1, ..., n. (1)

where ∥ · ∥F denotes the Frobenius norm of a matrix, ϕ(·) is a sparsity penalty
function (a typical choice is an L1 penalty function, i.e., ϕ(sj) = ∥sj∥1), c is a
constant, and λ is a parameter to balance tradeoff between fitness and sparsity.

In recent years, a variety of sparse coding algorithms have been proposed
to improve sparse coding, such as the efficiency and optimization issues [10].
Meanwhile, spare coding is also widely applied for many applications. For exam-
ple, sparse coding has been applied to face recognition tasks in literature [15].
Finally, we note that there are also a lot of emerging studies that attempt to
improve the performance of sparse coding techniques by different ways [4, 7]

3 The Proposed Pose Invariant 3D Face Recognition

We first present the system architecture of the proposed Pose Invariant Face
Recognition scheme. Figure 1(a) shows the system flow of the proposed PIFR
solution. We discuss the details of each step below.

Capturing Faces we install a 3D camera to capture raw 3D facial mesh data
and 2D facial images at the same time. The 2D facial images are mainly
used by conventional 2D image based face recognition methods as baseline
for empirical comparison.

Face Extraction We have developed some automated tools to detect and ex-
tract facial regions from the raw data using the state-of-the-art AAM algo-
rithm [6];

Parameterization We adopt the state-of-the-art Inverse Curvature Map (ICM) [16]
for 3D parameterization, which will be further discussed in Section 4.

Feature Extraction We propose a novel Locality Preserving Sparse Coding
(LPSC) algorithm, which can extract potentially more salient facial features
for the recognition tasks. The details will be discussed in Section 5.
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(a)Process of PIFR (b)Probe face identification

Fig. 1. The system flow of the proposed Pose Invariant Face Recognition scheme

Recognition We simply employ the linear SVM for classification task. We be-
lieve it is possible to further boost the performance of our system by kernel
based SVM, but the classifier design is out of our focus in this paper.

Recognition of Unseen Faces The assumptive situation for our recognition
task is : there are only front-view 3D mesh faces for each individual in gallery
and the probe faces are captured from a very different pose.

In our approach, since we use only one single 3D camera, it is impossible to
capture the complete 3D mesh for the side-view faces. However, we are aware
a fact that the 3D camera can always capture at least half of the complete hu-
man face no matter how the person rotates his/her head (within 90°). Motivated
by this practical trick, we propose a half-face recognition approach that auto-
matically finds the complete half-face for prediction, which empirically works
effectively, as shown in Figure 1(b). The left-hand side shows the gallery images
where each full face is cut to two pieces. During the recognition phase, given an
input novel face for prediction, our system automatically generates the complete
half-face on-the-fly, and employs it for performing the recognition.

4 Geometry Alignment via 3D Mesh Parametrization

In this section, we present a geometry-based face alignment by applying an effec-
tive 3D mesh parameterization technique to face recognition applications. It is
important to note that the captured 3D faces may have holes and very different
boundaries due to the various poses and occlusions. Since the conventional har-
monic map based parameterization highly depends on the boundary, they can
hardly be used for the pose-invariant 3D face recognition.

To parameterize the 3D faces, we adopt the inverse curvature map (ICM) [16],
which will minimize both the angle distortion and the area distortion by finding
the best discrete conformal mapping. The reason is two-fold: firstly, ICM is a
boundary free method, thus well-suited for the captured 3D faces with irregular
boundaries and even holes. Second, ICM is an intrinsic curvature diffusion ap-
proach that only depends on the first fundamental form, i.e., the edge length of
the input mesh.
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Figure 2 shows a series of 2D faces and parameterized 3D faces for compari-
son, where the first row shows a series of 2D facial images, the second row shows
a series of 3D facial modes, and the last row shows the corresponding aligned
facial images by 3D face parameterization, each of which is overlapped with a
aligned front-view image as the background image. The alignment results indi-
cate that the geometry-based alignment can effectively align the 3D mesh into
a well-posed 2D domain.

Fig. 2. Examples of facial images used in our experiment. The first row shows a series
of 2D facial images; the second row shows a series of 3D facial modes; and the third
row shows the corresponding aligned facial images by 3D face parameterization, each
of which is overlapped with a aligned front-view image as the background image.

5 Locality Preserving Sparse Coding for Facial Images

In this section, we roughly introduce the new proposed spare coding scheme,
named Locality Preserving Sparse Coding (LPSC). The LPSC is designed to
address some limitation of the existing sparse coding technique and enhance its
performance for face recognition.

Formulation One key limitation of the existing sparse coding method is that
each input vector has been treated equally and independently without exploiting
the input data dependency. On the other hand, face images are widely considered
to reside on a non-linear submanifold space. This assumption could be used as
priori knowledge and explicitly included in spare coding algorithm.

In order to capture the dependency in input instances, we introduce the fol-
lowing regularizer g(S,W ) which measures the inconsistency between the learned
sparse code representation S and the weight matrix W of the input patterns,
following the manifold regularization approach [3]:

g(S,W ) =
1

2

N∑
i,j=1

Wij∥si − sj∥2 = tr(SLS⊤) (2)

where tr(·) is the trace function, and L = D −W , D = diag(d1, . . . , dN ) is the

degree matrix with the diagonal elements defined as di =
∑N

j=1 wij .
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Using the above regularizer, we can modify the original optimization problem
of sparse coding as follows:

min
S,B

1

2
∥BS −X∥2F + λ1

N∑
i=1

∥si∥1 + λ2tr(SLS
⊤) s.t. ∥Bi∥2 6 c,∀i = 1, ..., n. (3)

where λ1 and λ2 are two regularization parameters.
In order to solve the above optimization problem, we separate the learning

process of Locality Preserving Sparse Coding into two optimization tasks: (1)
Coefficient Learning, i.e., find the solution of S by fixing the dictionary B; and
(2) Dictionary Learning, i.e., find the solution of dictionary B by fixing S.

Coefficients Learning By fixing the dictionary B, the optimization in Eq. (3)
reduces to a convex optimization. In our approach, we employ a coordinate
descent approach for solving the optimization iteratively. In particular, we it-
eratively optimize only one of the N coefficient vectors si by leaving the other
coefficient vectors intact at one time, and repeat until convergence is arrived.

Specifically, consider iteration t, the solution to s
(t)
i can be found by solving

the following optimization:

argmin
s
(t)
i

1

2
∥Bs

(t)
i − xi∥22 + λ1∥s(t)i ∥1 + λ2Lii∥s(t)i ∥22 + 2λ2LiZ

⊤s
(t)
i (4)

where L⊤
i ∈ RN−1 is the i-th vector of L by removing the element Lii, and

Z ∈ Rn×(N−1) is the sub-matrix of S(t) by removing its i-th column vector.
The above optimization is known as a nonsmooth L1 minimization problem.

In our approach, we develop an efficient optimization algorithm to solve the
above problem by adapting the state-of-the-art non-smooth convex optimization
technique proposed in [11], which is able to achieve a fast convergence of O(1/t2).

Dictionary Learning Once the coefficient matrix S is found, the other task is
to learn the dictionary B given the matrix S. Specifically, when S is given, the
optimization of (3) can be reduced to the following:

min
B

∥X −BS∥2F s.t. ∥Bi∥2 6 c,∀i = 1, ..., n. (5)

The above optimization is essentially the same as the Dictionary learning
task of the regular sparse coding method. In our approach, we adopt the existing
dictionary learning algorithm proposed in [10].

Out-of-Sample Coding Consider a set of training data points X(train) ∈
Rd×N , by applying the previous algorithm we are able to obtain the optimal
dictionary matrix B∗ ∈ Rd×n and the coefficients matrix S∗ ∈ Rn×N for the
training data. Given an unseen/test data instance x(test) ∈ Rd, putting x(test)

together with the collection of training data points, we can update the Laplacian
matrix L′ ∈ R(N+1)×(N+1) with [X(train), x(test)] ∈ Rn×(N+1) to capture the
dependency between the test instant and training instants.
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To find the coefficient vector ŝ without modifying the existing coefficients
S∗, we can simply solve the following optimization:

argmin
s

1

2
∥B∗s− x(test)∥22 + λ1∥s∥1 + λ2L(N+1)(N+1)∥s∥22 + 2λ2v(S

∗)⊤s

where v = {v1, v2, ..., vN} is the (N + 1)-th row of L′ by removing the last
element L′

(N+1)(N+1).

6 Experiments

6.1 Experimental Testbed
In our database, we collected totally 10 individuals with different head positions,
including the front-view faces and side-view faces with rotation angle varying
from 10◦ to 75◦ in-depth. Figure 2 already shows some example images of varied
poses in our database.

6.2 Evaluation of LPSC for 2D Face Recognition
This section mainly aims to examine the efficacy of the proposed LPSC algo-
rithm. To this purpose, we apply our algorithm to the benchmark face recognition
task using the well-known ORL face database and YALE face database.

The ORL database contains 400 facial images from 40 individuals and the
YALE face database contains 160 facial images from 15 individuals with different
expression and illumination condition. For comparison, we adopt four famous
baseline techniques: the Sparse Coding (SC) method [10], the LDA method [2],
the LPP method [8] and the PCA method [14].

For the ORL database, we build the training sets by randomly choosing M
(2,4,6,8) images for each individual, and putting the rest facial images to form
the test set. For the parameter selection, for each data partition, the best feature
dimension of LDA, LPP and PCA are chosen by maximizing the classification
performance on the training set. For both SC and LPSC methods, we chose the
number of basis vector as 1.5 times the input data dimension to balance the
sparsity and computation complexity. Similar, the other parameters for SC and
LPSC, and the cost parameter C for linear SVM, are found by validating their
classification performance on the training set.

M LPSC SC LDA LPP PCA

2 0.7981 0.7926 0.7770 0.7800 0.7134
±0.015 ±0.014 ±0.012 ±0.013 ±0.009

4 0.9314 0.9176 0.9000 0.9030 0.8800
±0.016 ±0.021 ±0.021 ±0.017 ±0.009

6 0.9680 0.9527 0.9400 0.9410 0.9225
±0.012 ±0.015 ±0.012 ±0.015 ±0.012

8 0.9867 0.9589 0.9520 0.9550 0.9300
±0.012 ±0.020 ±0.014 ±0.020 ± 0.008
Table 1. Result of ORL database

M LPSC SC LDA LPP PCA

3 0.7006 0.6889 0.6828 0.6889 0.6111
±0.018 ±0.020 ±0.033 ±0.043 ±0.048

5 0.7963 0.7756 0.7444 0.7502 0.6867
±0.038 ±0.036 ±0.042 ±0.035 ±0.033

7 0.8478 0.8122 0.7933 0.8011 0.7733
±0.023 ±0.035 ±0.043 ±0.043 ±0.039

9 0.8711 0.8370 0.8063 0.8133 0.7919
±0.038 ±0.033 ±0.053 ±0.054 ±0.055
Table 2. Result of YALE database

Figure 3(a) shows the average experimental results over ORL database with
varied number of training images for each individual(M). Table 1 illustrates
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the mean value and the standard deviation in details. For the YALE database,
we conduct the similar experimental evaluation with varied M = 3, 5, 7, 9. The
experiment results of YALE database are shown in Figure 3(b) and Table 2.

Several observations can be drawn from the results. First of all, for both of the
two databases the proposed LPSC method achieved the best overall performance
among all the compared methods for varied M values. For example, considering
the case of M = 8 for the ORL database, the average accuracy achieved by
LPSC is about 98.67%, which is much higher than the others, including SC
(95.89%), LDA(95.20%), LPP(95.50%) and PCA(93.00%). Second, it is evident
that the larger the number of training images (M), the better the recognition
performance achieved by all the compared methods. Finally, the performance
difference between LPSC and SC becomes more significant when increasing the
value of M , which indicates that the larger the training size, the more data
dependency information can be exploited by LPSC.

(a) (b)

Fig. 3. Experimental results of facial image recognition on the ORL database and
YALE database. X-axis value M denotes the number of randomly selected training
images from each person. (a) Results of ORL database (b) Results of YALE database.

As a summary, the above results showed that the proposed LPSC method
can learn more effective features for improving the face recognition tasks.

6.3 Evaluation of Pose Invariance Face Recognition : 2D vs. 3D

To evaluate the performance of the proposed pose invariant 3D face recognition
system, we compare our solution with regular 2D face recognition in two settings:
(1) Front-Front recognition task, and (2) Front-Side recognition task.

Task I: Front-Front Recognition For the Front-Front task, our PIFR system
is similar to a regular 2D face recognition system because no pose variance should
be exploited. Our goal is to evaluate whether the parameterized faces have the
same efficiency as the regular front-view face recognition.

In our experiments, we follow the experiment setting in the Section 6.2. The
same five algorithms ( LPSC, SC, LDA, LPP and PCA ) are engaged for compar-
ison following the similar experimental scheme. We perform the recognition task
over 2D and 3D front-view images respectively. Table 3 shows the average recog-
nition accuracy and their standard deviations achieved by different algorithms.
Figure 4 further illustrates these results.
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Two observations can be drawn from these results. First of all, for both 2D
faces and 3D faces, the accuracies of the Front-Front recognition tasks are very
high. There is no significant difference between 2D and 3D approaches according
to statistical t-test. Second, similar to the previous observations, LPSC performs
the best for both 2D cases and 3D cases among all the compared methods.

As a summary, for the Front-Front task, no significant difference exists be-
tween regular face recognition systems and our PIFR system, which shows that
our solution is comparable to the regular 2D recognition systems for simple and
easy face recognition tasks without pose variations.

Fig. 4. Comparison of 2D and 3D Front-Front recogni-
tion results.

2D 3D

LPSC 0.9634 0.9744
±0.033 ±0.036

SC 0.9562 0.9590
±0.033 ±0.029

LDA 0.9345 0.9285
±0.043 ±0.032

LPP 0.9420 0.9480
±0.042 ±0.037

PCA 0.9137 0.9320
±0.033 ±0.020

Table 3. Comparison of
2D and 3D Front-Front
Face Recognition.

Task II: Front-Side Recognition This task assumes that there are only a
small size of front-view 2D or 3D images in the gallery (5 images for each per-
son). On the other hand, the test faces consist of pose-variant images with large
rotation angles varying from 10°to 75°(about 5 to 10 images for each person).

In this experiment, we engage the same five algorithms for both 2D and
3D recognition and found their parameters similar to the former experiments.
Moreover, for the 3D face recognition, we train two different models for the left
and right half-faces, respectively. Further, our system can automatically detect
the complete half-face corresponding to the probe partial 3D faces, so as to
choose the corresponding model for recognition.

In order to evaluate pose tolerance ability of our system, we also compare our
scheme with the state-of-the-art algorithm (TFA) [12] based on the image space
for fairness, because the former five algorithms all utilize the whole images as
input instances. The 2D face images are broadly divided into 7 poses ( 0◦, ±10◦,
±30◦ and ±75◦ ) for model training and recognition. The further experiment
follows the description of the experiment section in [12].

Figure 5 shows the comparison of 2D and 3D Front-Side recognition for
M = 4. Several observations can be drawn. First of all, for this challenging task,
the regular face recognition system performs poorly, with the best accuracy of
about 50.00%. Second, the state-of-the-art pose-invariant TFA algorithm seems
to be fairly effective for this challenging pose-invariant face recognition task,
with an average recognition accuracy of about 80%.
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Finally, the proposed PIFR system achieved a much higher accuracy than
the TFA algorithm. In particular, the accuracy of our system is about 83%
with PCA, which is further boosted to 90% with the proposed LPSC algorithm.
Similar to the TFA study [12], we believe that the performance of our system
could be further enhanced by introducing local features that are less sensitive to
pose rotations.

Fig. 5. Comparison of 2D and 3D Front-Side recognition results (M = 4). The blur and
red bars correspond to 2D and 3D results, respectively, and the green bar represents
the result by TFA.

To evaluate the performance of our PIFR system under different m values
(from 1 to 4), Figure 6 and Table 4 give more comparison results. The similar
observations further confirm the efficacy of LPSC.

Fig. 6. Results of using different numbers
of front face images per individual

M LPSC SC LDA LPP PCA

1 0.7343 0.7286 0.7199 0.6977 0.6857

±0.020 ±0.014 ±0.028 ±0.018 ±0.014

2 0.8000 0.7886 0.7725 0.7589 0.7468

±0.005 ±0.015 ±0.016 ±0.010 ±0.014

3 0.8600 0.8314 0.8242 0.8257 0.8029

±0.012 ±0.006 ±0.016 ±0.014 ±0.016

4 0.9029 0.8657 0.8443 0.8400 0.8286

±0.006 ±0.014 ±0.011 ±0.020 ±0.006

Table 4. Results of 3D Front-Side recog-
nition task with different front images.

As a summary, our empirical results show that the proposed PIFR system
can effectively handle the challenging pose variance problem and achieve a com-
parative result with the state-of-the-art pose-invariance face recognition scheme.
By combining the proposed LPSC feature extraction algorithm, its accuracy
could be further significantly boosted.

7 Conclusions

This paper proposed a new and effective pose-invariant 3D face recognition
scheme equipped with a set of effective parameterization, alignment and fea-
ture representation techniques. Our extensive experiments demonstrated the pro-
posed scheme is effective and promising for tackling the PIFR task and achieve
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better results than the state-of-the-art TFA algorithm. For future work, we will
investigate 3D recognition techniques to address the other challenging face recog-
nition tasks, such as the variations of illumination and expression issues, making
our 3D face recognition system practical for real-world applications.
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