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Abstract 
 

Quality of Service in a network is a big thing that must be resolved and dealt with as                   
best as possible. The limitation of the maximum transfer rate in network devices creates an               
obstacle in the process of transferring data packets. To maximize the transfer rate in network               
devices, you can use Virtual Link Aggregation which can offer bandwidth optimization and             
failover in the network. Link aggregation is a solution in combining several physical links into               
one logical link. The method used in this research is to consider the allocation of bandwidth,                
load balancing and failover in the link aggregation. From the results of the link aggregation test                
using two (2) interface bonding, the results of the bandwidth averages when there is a UPD                
data packet transfer to 0 bps / 184.9 Mbps, which was previously around 0 bps / 91.6 Mbps.                  
While the result of the bandwidth averages when the TCP data packet transfer occurs is 0 bps                 
/ 105.5 Mbps, which was previously around 0 bps / 93.8 Mbps. Link Aggregation using a                
Mikrotik Router is a solution to produce a larger Throughput Bandwidth by combining two (2)               
Ethernet Physical Links into one logical link. 
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1. Introduction 

Stability and reliability of Quality of Service in a network now seems to be a big thing                 
that must be resolved and dealt with as best as possible. Speed in transferring data is a top                  
priority at this time. To increase bandwidth in the network, you can use the link interface                
merging technique or more familiarly known as the Link Aggregation (LAG) technique [1]. The              
use of the Link Aggregation Control Protocol (LACP) protocol was then adopted and             
developed by one of the MikroTik computer network vendors with the name MikroTik Bonding              
and regulated by the IEEE 802.3ad standard [2]. By using Link Aggregation, it is expected to                
reduce QoS failures on a network. Link Aggregation itself is a method used to combine more                
than one interface in order to get a greater bandwidth speed [3], and the use of Link                 
Aggregation can increase the speed of data packet transfer in the network to be twice or more                 
than the previous speed [4] link aggregation is a method for building bandwidth connections              
using logical links that include a number of physical links [5]. Link aggregation forms a virtual                
link group by combining several interfaces into one [6] so as to form load balancing in                
distributing physical workloads [7]. The use of Link Aggregation in previous studies was able              
to reduce the occurrence of throughput, delay and downtime [8] ], and can improve network               
quality when viewed from the delay, jitter or throughput [9] [10] [11]. 
 

Link aggregation combines several physical interfaces into logical links that can be            
used to increase bandwidth in the network and is able to prevent link failure [12], as protection                 
/ backup link in case of link failure on one of the links and can also increase link capacity [13] ].                     
Link aggregation is needed in implementing load balancing and when a link is in an               
overloaded state some of its traffic will be channeled to other links [2] [14]. 
 
 
2. Research Method 

In the Link Aggregation Bonding Performance Analysis research, researchers used          
the help of two (2) MikroTik 951HAP-Lite RouterBoard devices using RouterOS version 4 and              
using 5 laptops and using Colasoft Capsa 11 network monitoring software which is used to               
determine the data packet transfer process when using Aggregation link. 
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Figure 1. Network Schematic 
 

 
TABEL 1. Spesifikasi IP Address 
 

 
Described in Figure 1 and table 1 is the network scheme and IP Address 

specifications used in the Link Aggregation Bonding Performance Analysis research. Router 1 
and Router 2 will perform Link Aggregation Bonding to interfaces Ether2 and Ether3. 
 
 
3. Findings 
 

1. Bandwidth Testing Scenarios Without Bonding 
The first test scenario is to test the connectivity to determine the performance in the               
network before implementing Link Aggregation Bonding. Seen in Figure 2 and Figure            
3 are the results of network connectivity tests without using Link Aggregation Bonding. 
 

 

Figure 2.UDP Connectivity Test Without Bonding 

 
Described in Figure 2 is a data packet transfer process when using 1 line interface with                
UPD protocol data packet transfer from router to client of Tx / Rx Total Average of 0 bps /                   
91.6 Mbps. 
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Figure 3. Test the TCP Connectivity Without Bonding 

Meanwhile, described in Figure 3, is the result of the bandwidth connectivity test of the TCP 
protocol from the router to the client with a Tx / Rx Total Average of 0 bps / 93.8 Mbps. 

 
 

2. Bandwidth Bonding Testing Scenarios 
The connectivity test then tests the bandwidth in the process of transferring data             
packets for the UDP Protocol and TCP Protocol between Router 1 to Router 2. Seen               
in Figure 4 and Figure 5 are the test results after implementing Link Aggregation              
Bonding on the MikroTik Router. Previously, the data packet transfer process used            
only 1 link interface with a Tx / Rx Total Average bandwidth of 0 bps / 91.6 Mbps for                   
UDP data packet transfer processes and Tx / Rx Total Average of 0 bps / 93.8 Mbps                 
for TCP data packet transfer processes. After the implementation of the MikroTik Link             
Aggregation Bonding, the bandwidth in transferring UPD and TCP data packets will            
increase 2 times from before. 
 

 
Figure 4. UDP Bonding Connectivity Test 

 
Described in Figure 4 is the bandwidth allocation obtained when transferring data packets. at 0               
bps / 105.5 Mbps. Bandwidth allocation will continue to increase if there are additional              
interfaces in the MikroTik Link Aggregation Bonding. 
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Figure 5. TCP Bonding Connectivity Test 

 
3. Load Balancing Bonding Testing Scenarios 

The next test is to test the connectivity on the load balancing performance that occurs               
when implementing link aggregation bonding. The load balancing test is used to            
determine the performance of each interface in the implementation of Link           
Aggregation Bonding whether each of these interfaces can share traffic in the network             
equally. Seen in Figure 6 is a load balancing connectivity test in the implementation of               
link aggregation bonding mikrotik. The connectivity test is carried out from the Network             
Administrator computer to the client that has the IP address 192.168.4.10 located on             
Router 2 by going through route gateway router 1 with the allocation of the ip address                
192.168.2.1 and heading to router 2 with the allocation of the ip address 192.168.2.2. 
 
 

 

 
 

TABEL 3.Failover Bonding 
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Monitoring Name Ether2 Ether3 Bonding 
rx-packets-per-secon
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5 0 5 

rx-bits-per-second 3.6kbp
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0bps 3.5kbps 

rx-drops-per-second 0 0 0 
rx-errors-per-second 0 0 0 
tx-packets-per-secon

d 
5 0 5 

tx-bits-per-second 3.6kbp 0bps 3.6kbps 
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Tabel 4.Packet Loss Bonding  

 

 
Described in Figure 6 and Table 2 are the results of the load balancing connectivity               

test in implementing Link Aggregation Bonding. Each ether 2 interface and ether 3 interface              
can function properly and the bonding interface is the cumulative result of combining the              
bandwidth available from the ether 2 and ether 3 interfaces. 

 
4. Failover Bonding Testing Scenarios 

The Link Aggregaton performance test does not escape the Failover test in it. Failover              
will occur automatically if one of the interfaces used in Link Aggregation Bonding             
experiences a failed link. Described in table 3 is a failover that occurs in the network                
link aggregation bonding Mikrotik, if the previous test results in table 2 show that the               
two ethernet interfaces used can transfer data packets. now only ether 2 interface can              
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transfer data packets. 
 

TABEL 3. 
 Failover Bonding 

 

Tabel 4.  
Packet Loss Bonding 
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It can be seen in table 4 that the results of the Link Aggregation network connectivity test                 
when a link failure occurs at one of the interfaces that make up the Link Aggregation. Link                 
Aggregation is able to maintain the quality of its network services by ensuring that there is no                 
packet loss in the bonding network during a failover. 

  
 4. Conclusion 
 

1. The implementation of Link Aggregation is able to improve a network service,            
especially in the process of transferring data packets many times more than            
before. 

2. Link aggregation is able to overcome the overload in an interface which can cause              
link failure. And when the failover process occurs, there is no packet loss on the               
network. 

3. Load balancing in link aggregation can share the network load equally based on             
the number of interfaces used 
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