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. Introduction (13

The most disturbing and difficult empirical problems of

labor economics rewvolwe  around the abs of crucial
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information; the wage an unemploved person would irve 14 he or

]
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she were working. Th
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most conftroversial policy problem of Tabor

r”i'

eConomic

is embodied in the guestion; when iz unemplovment &
problem? The gosal of this paper is to propose a methodologw for

studwing the fir

t problem that sheds some light on the second.

Most economists agree that some lTewsl of unemplowyment is &
necessary and socially efficent characteristic of fthe labor
market., This necesssary lewvel of unemplovment is often thought to

be  around 1 to 2 oand an important part of the process of

efficient allocation of human resources, Phat about  Sa
unemployment? & Ccase  can be made that st S unsmplovment oz

portion of  the unemplowved hawve had their incentiwves to  work

groded by fransfer pavments and  the progressive tax  structure.

Some might sayv
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of  unemployment  is to be
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expected when the government i
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res in the labor market by
raising the opportunity cost of working., And 18X unemplyment?
Surely  some of these people ars "inwoluntarily® unemploved. Theyw

are not unemploved because ftheyw are looking for better jobs o

doing =0 owell on unemplovment compensation or some other sort of
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their while to take & Job.
FRathesr, they hawve looked Ffor work, are willing to work  at

C1y This paper would hawve besn impossible without the assistance
and patience of the Oberlin College Economics Department and the
staff of the Oberlin Colleogs Computing Center.
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prewvasiling wages and are capable of producti activity, How doe

ore find  out who these people are or prowve to the sceptic that

they exist at 2117 Sociologists might ask them but in economics
we are all behavicorists.

Zomething we do hawve an idea  about is the ftwvpe of
information relevant ot the individual’s decision to work or not
to work., Im fact, we can precisely formulate some theoreticsal

ion rules  and then ask how well our theaoretical decizion

L
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rules  explain the behawvior that we actually ocbhserwve in the 1abor

market., Any economic characterization of an indiwidual s decision
making process takes into account the costs and benefits of an
action taken, where thess costs and benefits are evaluated at the

margin. The relevant marginal bensfi
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decision is clearly the hourly wage. OF course, this
single  KEnown number. korkders may hawve szpectations  about  the

disrtibution of wage rates owver ftime as in the lTiterature on job

zearch or intertemporal substitution. snother  interesting

modification to the simple notian of zingle hourly wage 1s the

Lt
il

implicit contracts model wherein worke "eell" Job securiity  in
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return for s higher hourly wage. Lucas and Rapping laid  the

foundations For the sesarch thesory model in 19798 and interssted

resders may  Find & recent examination of it in Ashentel ter and
Bl tonii  CLFEEY . Arariades  C1FTDY prowvides an example  of an

implicit contracts modsl. &1though these approaches  are not
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ated here it 1= not hecaus e thought to be
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without merit., In fact they are wery appealing in that they treat

information a2 any other good: one which sconomic agents  behawve



o
s
i
1Y
s,

purposefully  and rationally in collection and usage (McCullum,

i¥a8 p P17y, In our model of the labor market and wage
determination it ie  the ssking wage which represents  the
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marginal cost, the opportunity cost of working as messured by the
walue  of  leisure time, loss of transfer income, other work
opportunitises  and consumption pressure. The opportunity cost of
working is  analagous to Gronag’s ¢ 1973 ) "walue of  time"  and
will be wused to develop an econometric specification  For  what

wWill be called the participation wage in the rest of the analwsis

Im thi

fit)
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what zorts of decision

m
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paper we would like fo
rules will best explain the observed distribution of wage rates
paid. If we understand somesthing about the way the obserwved wags

distribution i

i

cdrawn from the population of wags rates; 1.&.,
the wages paid to those who work and the wages  the unemploved

could sxpect 1+ they were working, then we may be in & position
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make some  inferences about the natur
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[ urempl avmen resultt of wubtility

maximizing decision makers who, in equilibrium, hawve chosen not
o work becauwse the costs (the participation wage ¥ excesd the
benetits { the wage they could sxpect from working » 7 IF in fact

in

thiz is the frue nature of unemplovment then clearly the obserwed
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an souilibrium position in



the labor market which i & coan
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quence  of  their parficular

expected return to work and opportunity cost of working., The bilas

-t

in  the observed wage distribution is & bv-product of th nature
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of  the equilibrium which generated that distribution. OFf course
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also possible that the unemploved fand correspondingly

1
b4

emploved: may not be in utility maximizing equilibrium, wet theyw

mayw =till be special in some sense, that is, the observed wage
distribution may =still suffer from sample z2election. In the

gronometric  work to follow in this papsr it will be sssumed that
it the unemploved are not "woluntarily” oult of work in the sense

orse then they are a

1w
i
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that they are in the sguilibrium discussed

~
ke

random  subsample of the popula in the labor force, Maturalily

i

this is a highly unrealistic assumpltion and ewven within narcowly

defined demographic groups the obserwed wage data will 4111 hawe
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e2lection bias, i.8., not reflect  the itruse wWage
distribution Ffor  thzt demographic group, swen  if 0 all the
unemploved within that group are noft in equilibrium. Howewver, if
the wunemploved are not in squilibrium in the sensze that they
would be better off by working ¢ where hetter off means that the
wage  they could expect to receiwve exceesds the wage st which they
would be willing to offer positiwve hours » then the sample

selection rule which determines the obszerwed wage distribution

obssrve  are those whose participation wages i3 in excess of their
expected wage Y. Therefore, to test Ffor  the presence of

involuntary unemplowment we will compare the predictive ability

of  the model of equilibrium woluntary  unemplowment  with  the
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simplest  alternative; unemplovment  ocours with 2 constant

unconditional probability p, the best estimator of which is  the
relative  freguency of unemplovment. This sort of comparison is

conceptuslly similar  to the standard F-test in multiwariate

determine  the legitimacy of the detailed specificatian.
Unforturnatelyw the stzatisticzs of the process are not at 211

comparable to the F-test procedure ss will be shown in later
sections  of the paper. The natural choice for the model wherein

the wunemploved are in obtility maximizing eguilibrium is MNelsons

1974y Censored Regression  Model, designed specifically to
weercome the problem of sample selection bias that arises  when

obyvzerwed data 1s not an unbiased sample of the population for the

The Censored Regression Model proposed by Melzon is shown belows

BEi=l + ulis

W
.
i

Mptiy = BZKZ + wiil

b e

i1

(23 This model can De ‘seen to be similar to ancither model of
truncation, namsely  the Tobit model  Tobin, 1958 . The main
difference between this model and the Tobkit model iz that Tobit
takes the point of truncation 28 Enown and fized whereas in the
Censored Regression Model the point of truncation is & stochastic
wariable to be sstimated,.
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iTH agent’e sxpected wags, .., the wage he or she would receive
if working, Wpiid is the iTH agent s participation wage 1ugE.,

the wage belcw which he or she will offer zero hours, uill arnd

zgent 1 and Bl and BE are wectors of parameters to be estimated.

Gromay 1974 was the first to point out that iF this is the way
obserwed  wages, WL, are generated then Ordinary Least Sguares

gstimation of the +first equation abowve,

WOy = MWeitiy = BIXKL + udil

equation  and shows (19790 in particular that the specificaiion

error term, conditional on the sample selection rule. Following
Melson we will estimate the CEM as a swvsitem by the method of
maximum likKelihood =since ordinary least sguares 1e clearly
inzppropriate  for  esither of the wage equations shown. The

important  thing to notice about thi:

i1
o
i

iodsl ie that, once We  and

Mp are properly and precisely defined, as they hopefully will he

in the nexst zection of this paper, then the CRM is the most basic
and  obwious specification for the generation of aobserwved wage
dats in  the nec-classical theory of  labor  supply. Consider

disgram 1 on  the Following page whersin  the partcicpation

decizion iz illusitrated for the standard case of 2 linear budget
constraint  in the income-leisure plane. Here Go is lesisure, % is

income and T iz the total times availabis for allocation betwusen
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of unemplovment, with one important excepition.



Ordinary Lesst ESguares is  an appropriate estimator  +or the

expected wage squation in our model of inwvoluntary  unemplowment
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selection biasz.
Thus our only wage sguation in the constant probazility model is
the first wage eqguaticon of the CRM abowve:

Wiy = Wedid = BIEL + udil

iff i is employed.

Wiy = 8 otherwise.

The 1iTH agent is unemploved with constant probability g. and
thereforse this eguation may be used to provide unbiased estimates

ot  the paramet

Hil
it

re Bl. MWe will call this constant probability

iy

mode ] the OLE model; by OLE model we will mean the probability p

af  unemplovment, the above wage eqguation and a likelihood
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wetem of equations previously introduced, the corresponding

implicit selection rule determining employment  sta
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Tikelihood eqguaticn, alsoc to be deriwved later, for icting
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emplovment status for s particular sample.

To apply the notions of how one might describe the nature
of  unemplowment  based on information about the obserwved wage
distribution both the CRM and OLE models will be sstimated For

&,

the two racial groups, black and white. "& Friori" we would

expect the CRM model to do a better job of predicting smployment
status fthan the OLS model +for whites and we would sxpect the OLS
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certainly  are not fullw developed in this paper. Only one sample

1]

was used for estimation and clearly multiple sampling is in order

if one wishes to use this procedure to make any str
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about the nature of unemployment. Consequently the work presented
here i= offered 2: 2 methodological approach to the study  af
urnemplowyment. Ewen readers sympathetic to the conclusions of the
particular estimation to follow should not interpret the results

a2 conclusive statement about the nature of unemployment for
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the particular sample used in estimation.
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Hawing giwven
interpretation  we turn in the next section to the origins of the
participation and expected wages in the necclassical theoryw of
Vabor  supply. Section © discusses some of  the economestrics

involwed in estimating  the OLE and  CEM models using  the

evaluated in light of the aoriginal goals  and propositions.

Section E suggests szome conclusions about the procedurs and some

directions for  Ffuture work. @&lso included are a2 number  of
appendices containing some esarlier empirical work on the OLS wage



3¢
B L MODEL OF LABCOR SUPPLY

In order to precisely identify the participation and expected wages it
is necessary to develop a mnodel of labor supply. In general there are three
ways of doinyg this. Only one will be used here. For an excellent summary
of these tnree ygeneral approaches see Abbot and Ashenfelter (197%)., Our
approach starts witn a direct utility function in income and leisure and
thern uses the Lirst-order conditions for constrained maximization to derive
labor suppiy. Tnis approach was chosen for what are largely intuitive
r€asons, It seems to maxke sense that if one is going to discuss voluntary
and involuntary behavior one ought to begin with a description of

preferences.

In this case our description of preferences is taken from Stone's
{1954) Linear Expenditure System. It 1s the only expenditure system whose
correspoanding utiiity function satisfies the theoretical restrictions of
adding-up, aomogeuelty and symmetry (Deaton and Musilbauer, 19380, p.65). It
is also tae only linear expenditure system that can be derived from a
classicai dtility function [Goldberger, 1967), The general form of the LES
direct utiiity fuuction 1is,

o N Lo
J= V(Q)z{ {Ci-Hy) , §Z§l=)
R

Fd

where /

b= {20,21,.4..,2n) 1s the agent's consumption vector

H={Ho,Hd1,ss:-,Hn) and B=(Bo,B1,.e2s,30) 4are parameter vectors,
Tals function 1S usually transformed using natural logarithms into the
log~-linear fora

UsLuV ()= » Biln(Qi-Hi).
When one of tuae camm;dities, 0i is defined to be leisure, say Q0, then the
above function is referred to as an augmented (for leisure) Stone-Geary
Utility Function (Goldberger, 1967)., If all non-leisure comaodities are

aggregated 1ntu osne, called income, then the function is usually written
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where Q) 1s income and H is a single valued parameter,
This utility function has a number of interesting properties that are
consistent wita some intuitive notions about how preferences might be mapped
into a cardinal ordering., The first thing to notice is that the logarithmic
terms give the functiocn diminishing marginal utility., In addition it is not
defined where Jo<HO or (Q<KH because the arguments of the log terms would then
be negative. The guantities Ho and H can therefore pe interpreted as
"subsistenceY gquantities of leisure and income respectively, and they serve
as additional parameters which make the functiocnal form more flexible.
Consider for example the parameter H as a function of personal
characteristics,

d{i)= Co+C4 {i) +e{i)

where Z 1s a relevant set of i's characteristics

Co,C are parameters and

@ (1) 15 a classical error term~N40,0}}.
Followingy Gronau {1%973) this approach will be incorporated intoc our

estimation of thae participation wayge.

In particular our maximization procedure parallels that of Leuthold
{1968), expressing the budget constraint in terms of income and time
allocation identities and therefore bypassing issues of commodity demand.
For this to pe & valid procedure it 1s necessary to assume that relative
prices are coustaut across tae consumption bundles represented in our
sample.

Let the utility function be3
U= V{Yo,u}= ALln{Qo~-Ho)+BLnu{Q-H)
where
Yo=T-L T=total time available, L=labor supply

" v~ - — S oo At 7 7o . S

3The subscript i1 will be dropped for clarity of notation,
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U=dl+¥d 4= non-liapor income, W=the actual wage

A+p=1, HO, H are paramneters#,
Substitutinyg tue counstraints directly into the utility function gives

U= ALn{ {T-L)-Ho ] + BLun[ (WL+K) -H]
with the corresponding first order condition for maximization

QU/AL = -4/ (T-L-Ho) + {BuW)/{Wi+M-H) = 0.
Re-arranging and soiving for L gives the labor supply function

L= p{T-do) - {(A/¥) {M-H).
Labor supply is seen to reach a maximum at B{(T-Ho), i.e.,, B times the time
remaining after subtracting ‘'committed! leisure t{me. It varies up to this
point as a iaunction of W and M, increasing in ¥ and decreasing in M. The
participation wage 1s found by setting 1L to zero:

B{I-to) - (A/W) {(M-H)=0
and solving fLor tue participation wage Wp, giving

dp= [ & (6-d) J/[B(T-Ho) ].
Thus our true laosor supply function is now discontinuous at #Wp, the
participation waye, and is given by

L= B{I-Ho)~- (A/¥W) {M-H) for W>Hp

L= 0 othervwise.
Now 1f one 15 not particularly interested in identifying the constanis A,B
and T-Ho then it 15 possible to linearize the functional foram of the

participation wage

i

Ap= [A (4-d) 1/[3 (T-H0) ]

={a/{ 2(I-Ho) ]} {Hi-H)
where estimation will only allow identification of the coefficient

A/[B{T-tlo} ] as oue number, say K.

4The restriction A+BE=1 1s not particularly important, only serving to make
the indifference curves associated with this utility function rectangular
hyperbolas, assymptotic to the two positive asymptotes, Ho and H. The lovwer
B ig relative to B the flatter the indifference curves will be; reducing the
marginal rate oL supstitution,



Allowing H to e a iipear function of persoconal characteristics with a

classical error term

H =Cc + Cid + e
then
Wp = K{ 1 - Co - CZ - &)
= -KCo + KB - KCZI - Ke
= Lo + KM + EZ + u
where 1if

e~§10,0§5 is a classical error term then

u~N(O,K&6ﬁ} is also a classical error term.

12

Thus by sacrizicing identification of some parameters we have a linear form

for the participation wage that is a function of non-iapor income and

personal characteristics.

Having derived a simple linear form f£or the participation wage the next

task is to justify the proposed characterization c¢f the expected wage. The

procedure aere follows closely that of Hall {1973) although thne
interpretatcion is somewhat different. Hall applies the concept of an
expectad wage to estimation of labor supply as a solution to the missing
variables proepbiem and a correction for measurement =rror, but does not

justify si1s impatation of fitted values to the uneaployed mempers of his

L]

samnple, Juscification of this procedure reguires some rather strong
assumptions abuut the nature of unemployment that will be =2xplored here.
For an ecoucmetric justification of the expected wage as an iastrumental
variables estimator of the actual wage for the emploved allowing unkiased
estimation ©f their labor supply sese Appendix T whére Hall's proof is
duplicated. ©ERecall the labor supply equation

Ls= g {(T-nHo)~- (A/W) {N-H) .
This equation must pe part of a two equation system descriping supply and

demand in the lapor market,
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where R and S are vectors of exogenous variables that may overlap and W is
the actual wage,
Then

Ls (W,R)=Ld (W,S)=L
may be soived for the actual wage, W, By fitting the resulting egquation
over the members of the sample who have an observed non-zero wage we will
obtain estimates of the expected wage for the enmployedS. From this we can
see that our expected wage equation may be thought of as a reduced form fron

a labor suppiy aud demand system,

flaving more fully characterized the expected and participation wages
the pext task 15 to discuss procedures for their estimation in the context

of the OLS5 and CRKX models.

SActually, the appearance of the wage as a reciprocal in the labor supply
eguation makes solving for the expected wage a little less casual than
described aibove. Tals non-iinearity in the lapor supply eguation prohibits
a linear form f£or the expected wage as a reduced form of the simultaneous
system, Conseguentliy, when choosing a linear {(in the paramesters) form for
the expected waye one may prefer to think of the expected wage as a general
instrumental variabies estimator for the system. Tais does not inply that
Hall's proof of unblasedness in application of this estimator to the
expected wage rLor the employed justifies imputation of an =xpected wage to
the unempioyed py retaining the coeificients from this procedure.
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C, ESTISATING THE WAGE EQUATIONS

Estimating the wage eqguation for the 0LS model is straightforward since
the assumption 1Ls taat the expected wage is similarly determined for both
employed and unempioyed. Therefore it is sufficient to £it the observed

wage fOr WOLK&IsS to a linear combination of observed

Q
o

aracteristics, thaen

take the

(“)

efficients estimated and use them to find a 'fitted?! wage for
ncn-workers., In this case a log-linear functional form was chosen with the
log of tae waye on the left hand side. This is the form predominant in the
literature, ifitting percent changes instead of levels, Two versions of this
vage ejuation were estimated., The first is a more detailed specification
with elght regressors, Results of this fully specified wage eguation are
reported in Appendrx II. The eguation used in the body of the work was
estimated on 4 supset of the regressors from the fully specifed eqguation

that were cunosen according to their significance 1in the fully specified

th

medel, it was necessary to trim down the wage equation for the 0LS so taat
the ULS expected wage eguation would be comparable to the CRY expected wage
equation, Coust in terms of ccmputer resources prchibited using the full
specification in tne CERM model, Space and time reguirements were found to
rise rapidly with tae number of parameters to be estimated in the CRHM, In
fact the model estimated was the largest possible witn the technigue used on

the Oberiin Colleye Xerox Sigma-9 operating systemb®,

The ULS modei also has a more interesting interpretation than that of a
simple linear regression. It can be expressed in terms of a probabilistic

model of lapor force participation with a corresponding likelihood functiomn.

efore tais interpretation can be given it is heipful to derive the
likelihood function for the CRM and detail the assumptions under which it is

¢0ther methods of estimation may have proven to be more efficient, For a
more detasied daiscussicn of computer techniques, software available and
hardware resource constraints with regard to the mechanics of estimating the
CRM likelinood function see Appendix III.
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estimated.

Kecalil thae Ci4 wmodeli of wage determination

We=B1X1 + u

ip=B2X2 + v

A = Hé 1L We>Hp

=) otherwise,

Ordinary least sguales 1s clearly not the approrpriate estimating technigue
even for tane expected wage equation, Because of the sample selection bias
which is assumped to exist in this model, u will be correlated with X1 when
We is close to Wp 1n the non—-censored sample., When We, which is a function
of X1, is cliouse to Wp, more of the observed wage distribution is truncated
than when it is farther away. Conseguently the level of truncation, which
affects & the error term, will be a function of X1. Heckman (1$76) points
out that in yeneral ohe cannot sign the direction of the bilias introduced by
this correiation, Goldberger {197%) has shown that under certain conrditions
one can idencify tae signm of the bias if one also has 'a priori' information
about‘siqns of tune coefficients in the model's structural equations.
Ordinary least sguares 1is impossible for the participation wage squation for
the simpie CLeason tnat there are no observations on the dependent variable.
However we may use the inegquality determining participation to derive a
likelihoosd function incorporating all the information available, First
divide tue sample into two sub-samples, S1 containing the unemployed and 52
containiuy tue empioyed. Then in sample S1 we would like to maximize the
protability for each i that W{i)=0, In 52 we would like to maximize the
probability for eaca 1 that W{EL)>dp (L1<=>W{i)>0 and W {i)=¥We{i)=B1X1{i)+u{i):
In sample 31,

Pr {W=0)= Pr (de<lip) =Pr (B 1X1+u<B2X2+v)

= Pr{iu-v<DB2X2-B1X1).,

How 1f



- 3 . 2

a~u (0,407 y and v~ (0, do)

then
3~ i 2 A EN

u=v~i§ {0,0 ) where O = & 4+ 03 -2C0V{u,v) .
Thus the proubapiiity that W{i) eguals zero is given DY

Pr(#=0) = Pr (u-v<B2X2-B1X1)= F Qazxz-anm)

g

where F 1s the §{0,1) cumulative distribution function,

In the set 52 Wwe wish to take advantage of the information that not
only is 4 {1) non-zero but it is observed and equal to We(i).
Let Glu,v)=u (We-581X1,Wp-B2X2) be the bivariate normal deusity of u and v.
We are iunterested ian
Pr (W=dWesdp AND W=We=B1X1+u) for i element of 52
= Fr{ v<#¥-32X2 AND u=W-BlX1).
This 13 givea o7
-32X2
G(W=-81X1,v)dv,
The likelinood runction for the whole sample is found by combining the
likelikoods oL edach sub-sample giving

L{(B1,B2, 0, O COV(a,v)iX1,X2,H)=

W= BAAXN
F b2A2-@1K ’\7i// {¥k-81X1,v)dv .

This is not 4n easy function to evaiuate, DOne simpiifying assumnption is
that of zero covaciance, In the case of zero covariance O =fV6;E:£?
the likelinood zunction of the second sub-sample factors because the
assumption oi zero c¢ovariance means that u and v are independent.

Then,

2r (W>#p AND W=B1X1+4u)=Pr (W>Wp)Pr (W=B1X1+u)

:f}/a—] 71 (- .snu) Q’?rf%
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where F' is tue deasity function corresponding to the distribution function
F. Thus our sample liikelihood becones

L{B1,8B2, ’I&“{l AdyH) =

B2K2~ 513:1) ( BZX2 W=B1X1) (1/5 ) .
No2ta a

This sinpler likeiihood function was the one employed in estimation of

B1,B2,0f and Oz consegquently some justification of the assumption of zero
covariance is5 in order. If the model is correctly specified there is no
obvious reason wiay the errors of the participation and expected wage
equations should ve correlated. For exanple, if u{i) is positive and we
have expirained ali systematic variance in We{i) then i is siaply a *'lucky!
individual, There 1s no reason to think that luck in the labor market
should cause us to systematically under or overestimate a lucky individualts
participation wage. L similar informal argument can be made for the case of
a negative u{i), Likewise we can proceed f£rom errors ia the Wp equation and
argue that a given error in the wWp equation would not allow one to predict
the erroc in tae we eguation., 1In addition, the assumption of zetc
covariance ailows us to choose overlapping sets of regressors for the
participaticn and expected wage eqguations without sacrificing identification

of the parameters B2 {Nelson, 1974, p.19).,

TO see now tne OLS model mav be characterized as a probabilistic model
of employasut 1t is helpful to first consider the CRY model when we discard
observations on # {1} and simply retain knowledge of emplovment status. Then
our model says, waere Y{i) is i's emnployment status;

Yy{z)= 1 with probability P{X) unemployed
0 with probability 1-P{X) enrloyed
where P (X) is yiven as before, P{X) = Pr(We<¥p)=Pr (¥=0)=

F (;ﬁ;@;;fninx 1) .
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The likeiihooa function for this simplified version of the CRY, continuing
to assume CUOV{u,v)=0 1is then?

L(B1,62, 07, G1X1,%2)
/7 sz\z / [1- F<2X2 B1X>] .
0"&*0’1 11‘6';,

¥ow, picturiug the OLS model in a similar manner we see that the model can
be descriped in terams of employment status as

Y (1)= 1 witi probapility P umemployed

0 with probability 1-P egployed
where P is coustant for all i, Then employment status 1n the OLS model is a
simple Bernoulli trial with fixed probability P, tue best estimator of which
is the reliative fre@uency of unemployment, S1/{S1+S2), or more briefly un/N,
where ¥ 1s sampie size and n 1s the ﬁumher unemployed, The likxelihood of
the sampie 1in the OLS model is then
(nsa) (1-(a/m) V77 .

Incorporating tue ianformation on the observed wage into the CLS likelihood
function allows us to characterize the OLS and CRM likelihood functions as
similacly 43 possiuvie, For the OLS model,

L{B1,d,n,njX1,X2)=

TN
//7(n/uxz)/zg"_ 1-(n/N) ]F? (s—mxz) (1/07)
N

SL 5 :

= (/3 [ 1-(a/M) ]’W77F' @—lei) (1/0; ).
Sac %

7This fuaction 1s 4 superficially appealing approach to estimation of the
CRM because cof its relative simplicity, especially if we are cnly interested
in the participation decision, However, inspection shows the parameters to
be identified ouly up to a scale factor of proportionality (recall that

g, and Os nmust be estimated)., For more on the problems of indentification
in this class of models see MNelson (1974). Sowmething we will do with this
likelihood 13 to plug in the parameter estimates from the full CRH
likelihood in order to evaluate the likelihood of employment status alone
without inciuding data on the observed wage for the eaployed.
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Ideally vwe wouid like to be able to compare the CR4 and the 0LS models with
the aid of a rocmal hypothesis test, The most appealing approach would be
to consider the CLS model as a constrained subset of the CRY model, with
corresponding null anypothesis that OLS 1s true against the alternative
hypothesis that the CRM is true. The test statistic would then be the
likelihood ratio statistic, Therefore it is necessary to ask; 1s the QLS
model in rfact a supset of the CRM model? It turms out that i1t is not.
Consider the relevant propability measures in the CEM amodel

Pr(W=0)= F (BEXZ—B 1,x1>

N3 1 6

and

Pr{W>0 AKD W=We)= Pr{W>Wp AND W=We)

=¥ (w" Lu P (w -B1x1) (1/c)

and in tie CLS model
pr(i=0)= {n/N)
Pr(W>0 AND W=We) = [ 1= {n/N) ]F'QI-BT}H) (1) .
<
Letting u/N Le equal to the constant probability P we see that for OLS to be
a constrained supset of the CRM there must exist some parameters B1,32,9, Oa

such that

Bac=-B141 P for all i
] PV inall Fe
and *
¢ Q—uzu = 1-p for all i.
Oa

Bememberingy that X1 and X2 are large matrices of dimension numaper of
coefficients by numiber of observations it becomes apparent that the first
equality wi.li be true onrly for B1=0 and B2=0 for all B's in 3B1 and B2. If
B2 1s 0 then the second eguality requires that W be constant for all 1 since

the second equality degenerates to F{(W/¢a) equaling a constant 1-P and Jf
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constant for all i. Consequently, at least for the time being, it is
necessary to 100k ror scme informal means of ccecmparison between the OLS and
the CRA models, 5isce the two models were estimated separately for racial
groups tnese tests are more informative than one might think, Consider the
hypothesis tunat Lorf blacks unemployment is random and for whites
unemployaent is voiantary and given by the CEYM decision rule, i.e., those
who are not wcrking have chosen to do so because their esxpected wage fails
to exceed their participation wage, To examine this hypothesis the
following statistics were computed for each racial group and informal
cemparisons were made. These statistics are the mean sqguared error of the
wage equatiocns, goodness of f£it of the CR# functional probabilities to the
CLS constant propapility and the simplified log likelinood for employment
status at estimated parameter values, A fourth statistic for goodness of

fit of tie CEM 138

Z= Z{Y(i)-?(X) }/\/Z{HXH 1-P(X) 0}
/ i

where Y{ij1s 1 or 0 for i's emplovyment status.

If we knew the true parameter vectors this statistic wouid be distributed
N(0,1) . Howevei we Only have estimates for EB1,B2 ¢; and ¢rof which P{X}) is
a function, Because of this a fairly complex correction to this statistic
is required using tae variance-covariance matrix of the estimated paranmeter
values, For reasons of time and diminishing marginal returns this test is
set aside for future work®, The statistic for goodness of fit of the CRYM
probabilities or unemployment to the constant OLS probability of

- . ke ” %
unemployment iz coustructed like a ><q statistic, however it 1s not
8Note that the notation P{¥X) is a function of eachk characteristic vector
X{i) and is meant to imply B{X (i) ].
9hctually this statistic was compuated without the correction for estimates
of the parametsrs, For the record the results are reported in the next
section, The value of this statistic for both white and black 1s out in the

tail of the distribution, It is likely however that introduction of the
correction would bring the values closer to the center of tne distribution.



21

2
distributed j< . The formula used here 1is

s (e(x)-p1%/P) = 0.
/f

The mean sguared error of the OLS model is given by
S [Yi(u-e i since B[ Y(i) ]= P

/

where Y {1) 1s empioyment status.,
FPor the CRA model tae mean squared errcr is given by

ST Tf(i)-P(X) /8 since B[Y(i) 1= P(0).

7
Often two mean sqguared errors may be compared formally with an F~test on
their ratio as eaca 1s distributed.}{%' However, as before witn the
likelihood ratio test, in this case we run into the problem of identifying
the hypothesis to be tested, Because the OLS model 1s not nested in the CRH
model an F-test 1s inappropriate, A possible scolution to this problem is
the estimation of a "supermodel® in which both the CE# and 0OLS models are
nested, i1f such a model exists. Another approach that may bear fruit in th
future is the deravation of the distribution of the likelihoods for the two
models 50 tuaat taeir difference or ratio may be compared., The last method
used here to evaluate the two models in terms of their relative performance
ACross racial groups 1is the calculation of log likelihoods for the
prokbability of eapioyment status from the two models. For the CLS model
this required calcuiation of

Loy L{n,N;= nlog{n/N) + (H-n)Log[1-{n/Hd) ]

and for tue CEHA,
Log L(B1,b2,0,, 0j&1,%2)=

S Loy F(B2X2-B1x1)+ I.oqf 1-@2){2 B1X1) ]
73 Y= Nizrok

at estimated parameter values,

Results ifor these procedures along with coefficient estimates for the 0LS



and CRY models are reported in the next section.
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D. EKESULTS OF THE ESTIMATIONS

Before descriping the results a discussion of the dgta 18 1n order.

The sampie 1s a subset of the National Longitudimal survey data on men aged
45-59 in 1966, ifor whom obszervations on the wWage were available or who were
listed as anemployed by Current Population Survey definition. The sample
exciuded men wno naver worked, men paid by piece rate, men self-employed and
volunteer workers, This selection process alsoc removed a number of
unexplained missing sample points and reduced the uncensorsd sample size of
5020 to 3705. Of tne 1315 missing observations, about 430 are missing
because their lapor force status did not describe them as =21ligible for an
hourly wage and B85 are missing because of other factors in the selection
process as described above, Estimation of the model further reduced the
sample size, as cases were removed for which one or more variables was
missing., The final sample size was 2429 white and 1076 black £for a grand
total of 3505, The mean and median wages for the employed members of this
hardy group are given below:

sROUP 4EAH MEDIAN

white 3.51 3,12

plack 2.22 2,10 {black and 'other?)

Total 3.12 2.84

Except in the case of the fully specified wage esquation discussed in
Apvendix II the sampie was further reduced by random sampling so that the
core spacé tegquirements for the program that estimated the CE# would not be
unmanageabie ( see Appendix IIT ), The finai estimations of the CRM and the
0LS were done on two samples, one of 847 whites, 3b of whom Wwere unemployed,
and one of 846 blacks, 29 of whom were unemployed. Sanmpling weights were
introduced into the likelihood fuanctions so that they would 2stimate in the

context of the correct ratio of uneampioyed to enmployved. Likewise, any time



the relative freguency of unemployment was calculated it was done on the

basis of tae relative frequency in the uncensored sample,

The results rfor the expected wage equation are presented in Table 1
belowl0®, On tae following page Tatle 2 presents the results of tte
corresponding CRM estimation of the participation wage. Table 3 contains
the statistics for comapriscon of the CR# and OLS models described in the

last section.

10Note tuat coefrficients are cof the form LOG({B).
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EXPECTED WAGE BUUARTLCN

Variable

CONSTANT 5., 185
HEALTH 0.1520
(some efract->uo effect
AGE -0.,u00646
{(45->59)

EDUCATION 00,0551
ARER RES -0.0345
{urktan~->ruradl)

JOB TENURE U0,01267

Table

FOR WHITES:

OLS

ent T-statistic

F-STATISTIC= 66,43

R-5QUARE

3.85
on work)
—1.73
11.75
-6,06
8,17
D= . Z9

STD EREROR REG=.,44

EXPECTED WAGE ZQUATIOVN

CONSTANT 5,837

HEALTH -0.00347
AGE -0.0108
EDUCATION 0,02728
ARERA PES -0.0845
JCGB TENURE 0.901136

FOR BLACKS:

—

F-STATISTIC= 91.95

R=-5JUARED=

.36

STu EREROR REG=,41

CRH
Coefficient T-statisic
5177 160,59

0.1618 12.23

-0,00058 -5,22
0.05617 37.70
~0.03717 -18.60
0.,01273 23.84

ESTIMATED M,S.E.=3,685
MARXIfUY LIKELIHOOQOD ESTIMATE
OF STD ERROR OF REG= , 4384

{T-statistic=160.59)

6., 107 39, 17
-0,285% -10,62
-0.00687 -2.58

0.01604 5,833
-0.0843 -20,.88

0.01022 9,57
ESTIMATED ¥,5,E,=1,852
MAXIMUE LIKELIHCOD ESTIMAT
OF STID ERROR OF REG=, 4075

{T-statistic=73.69)



Table 2

PARTICIPATIUN WAGE EQUATION FOR WHITES

Variable Coefricient T-statistic
CONSTANT 2. 182 1.08

{1=marcied, Z=unot wmarried)
NC.DEP'S -G.00254 -0.,029¢6
{dependents)
TRANSFERS 0,00221 1.19
{food staups, unempioyment ccmpensation, welfare and public assis.)
ASSETS -0,000055 -0,00841
{Family aad Business)
EDUCATION 0.02616 0.58500
ESTIHATED M.S.E.=3.685
MAXIHUM LIKELIHCCD ESTIHATE
QOF 3TD ERRGR OF REG=1,31 (T-statistic=1,27)

PARTICIPATION WAGL EQUATION FOR BLACKS

CONSTANT -8.264 -0.48
MAR.STAT 0.8962 0. 634
§O.DED'S -0.00168 =0, 114
TRANSFERS 0.0003 0.763
ASSETS 0.00402 0.0785
EDOCATION -0, 1033 -0.609

ESTIHATED M.S.E.=1,892
AAX1AUM LIKELIHOCOD ESTIMATE
GF 51D ERROR OF REG= 5,0 ({converged at a poundary,TI=.78)

206
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Table 311

WHHITE BLACK
STATISTIC OLS CRH OLS CrHM
1) GCODNESSs OF FIT 113.7 15.7
{OLS witl CR#
fcecr probaplilities)
2) MEAN SQUAKRED ERROR L0414 .0376 .0331 .03377
(for propawsiiities;
3y LOG LIKELIHUOD -186.,2 -155.,6 -132.7 -152,7
{cf probapnilities)
4) LCG LIKELLHOOD -1534.0 -787.0
{from fuil C&H)
5) UNCORRECTED HURHAL
TEST {CE# only) D.4 11. 8

Regardless of tie hypothesis about how the CEM results should compare
with the OLS results there is no getting around the fact that the estimates
of the participation wage are not very good, No doubt this is partly a
result of the CRH estimating procedure which is very sensitive to parameters
used in tane numerical algorithm such as increment halving and boundary
constraints. In addition choice of initial values was very important. The
ipitial vaiues procedure used here was cumberscme, involving prelimimary OLS
and Probit estimation in the manner suggested by Nelscan {1974), For a more
detailed discussion of this procedure see hppendix III., Another factor
contributing to tue high standard errors of the coeffcient estimates in the

B e e —

1iThere are2 a lot of mean squared errors floating about and it is important
to distinguish timem., The estimated M.S5.E. of tables 1 and 2 is computed by
the CRM reyression program and is the estimated MN.S.E. of the entire CRH
system. Alsoc in Tables 1 and 2 the values given as maximum likelihood
estimates of standard error of the regression are the estimated parameters,
G; and Ca, one Lor @ach eguation, The mean squared errors ina taple 3 are for
differences in actual and expected probabilities of unemployment predicted
by the two mcdels, They are given by the formulas shown earlier.
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participation wage eguation is sinply the meager information available on
which to base an estimation., The CRM had no trouble estimating the expected

wage witih a hign degree of confidence.

Inspection of the results in terms of the original hypothesis shows the
evidence to pe mixed, The signs of the coefficients on the expected wage
eguation do not change between CRM and OLS estimation for either race.
However, Lor wuites the magnitude of the coefficients for the CTRHY and OLS
estimation of the expected wage is much closer than it is for blacks. This
might indicate tnat sample selection is more important for blacks than for
whites, coatrary to the original hypothesis that black unemployment is
randomly drawn waile white unemployment is voluntary. This difference iz
magnitude 1s fairly weak evidence especially when one considers the fact
that the greatest differences in 0OLS and CEM estimates for blacks are found
tor those coeibicient estimates in which the least confidence 1s warranted,
These are the nealtn and age coefficients, The black CLS health coefficient
ig negative aud tuls clearly is a nonsensical result since the health
variable ranged from 1= some health effect to 2=no health effect cn work.
The T-statistic for this estimate is almost zero and the sign in this case
can be attriguted to sampling error. In Appendix II the fully specified
large samplie model produced a positive health cocefficient for placks, though
again it 1s not significantly different from zero. There is no denying that
the coefricient remalns negative in the CRM estimation aud the level of
signficance auncreases dramatically., This suggests another explanation, that
the model i1s mis-specified, The other main difference between (LS and CRH
estimation of tue expected wage eguation for blacks is in the age and
education coefticieants. The signs don't change but the CRY estimates are
somewhat smaller in absclute value. In both models the age coefficient
estimates are iless significant than the other regressors excapt for sonme

health coeificient estimates,
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The negative sign on age for both races in both models is an
interesting result. It was robust under a number of OLS specifications. It
seens that whavever returns to age there are for hourly waye earners come
from increased job tenure, and that once this variable is added age is free
to show 1ts true effects, Variations in specification designed to test this
result are discussed in Appendix II. The remaining estinates for the
expected wage equations seemh to make sense in both the CRM and CGLS models,
The overail pattern in the coefficients point up some interesting

) ) ) woee . . .. : .
differences iu oviack and white a4€¢ determination, While education and Fob

Hh

tenure are sigunificant positive factors for both races they are less so for

blacks, waere type of area of residence is the driving factor.

The participation wage estimates in Table 2 are very difficult to
interpret and a numper of stories may be told about them. For poth blacks
and whltes the participation wage is low relative to the expected wage., In
fact there aie no samrple points, unemployved or otherwise, for whem the CRM
“as successiul 1n tftitting the log of the participation wage above the log of
the expected wage. This does not necessarily imply that there is no one for
whem Wp > dWe, To determine the fitted We and Wp values raquires more than
taking tne exponeutial of log values because of the bias introduced by the
nco-linearity ©f the logarithmic transformation. The correction 1is slightly
complex { see deyman and Scott, 1960) and requires estimates of ¢ and (g to
get corrected 2s5timates even at the means of the 1ndependent variables. It
Wwas not possible to get any reliaple corrected estimates of black
participation and expected wages because the estimate of O, converged to a
boundary coanstraint and it is therefore unlikely that the estimate is very

close to the true vaiue,.

X numoer of variations in the numerical algorithm parameters were tried

for both races to evaluate the sensitivity of the results to these factors.
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The white results were not very sensitive to these variations. Howaver, in
the black participation wage =gquation 1t was found that either the Ja ternm
always converged to the positive maximum boundary or the constant term
always converged to the negative wminimum boundary. This suggests the
interesting interpﬁetétion that for blacks the participation wage is
virtually zero. If the participation wage is zero for bilacks the constant
term should ccuverge to a very negative aumber as the wage tries to reach
zero, Likewise 1f the constant is free to go as low as 1t wants then the
error of the equation could be expected to converge at i1ts maximum since the
wage can only reaca zero in the logarithmic transformation when the
determining variaplies reach negative infinity. This interpretation also
belps expiain the Low T-ratics for the coefficients in the black
participation wage equation., #e cannot reject the hypothesis that all of
the coefricients are zero, The zero participaticn wage explanation also
helps explain the counter-intuitive result that for blacxs more education
decreases the participation wage, If the true coeffecients are zero and the
constant woudid be infinitely negative if we let it ther the signs on the

estimated coefrficients are meaningless.

The pdarameteis estimates for the white participation eguation suggest
that the walte participation wage may be positive, but thecre 1s ao
conclusive evidence either way., The constant is positive and along with the
coefficient on transfer income is the most significant determinant of
participation wages. Like the equation for blacks the T-ratios are low and
do not encouraye coniidence in the estimates, An encouraging difference is
the better estimate of G, for whites than for blacks. Though not
statistically sigaificant, the results for whites are somewhat better
overall than for blacks in the participation wage. The most disturbing
result for walte participaticn wages is the negative coefficient on assets.

However the T-ratio for this estimate is the werst of all the estimates and
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is virtualliy zerov, Once again the evidence is weak, but it seems to suggest
that if the participation wage is significant for anyone it is significant
for whites. If the participation wage 1s indeed relevant for whites and
irrelevant for placks then the hypothesis that white unemployment is more a

product of voluntary decisions than black has received some support,

Turning to the ccmparative statistics of Table 3 a definite pattern
presents itself. The first statistic indicates that the fit of estimated
protapilities from the CRM to the OLS relative freguencies is much better
for blacks. Interpretation of this result is highly problematic; are the
black CRH results close to the 'true' OLS results or vice versa? With
regard to the mean squared errors of the probabilities from the two models
the expected iasequality hoilds. For whites the CkM did a better -Hjob of
predicting ewmployment status than did the OLS mcdel, For nlacks the
OFPpOsite 13 true, the OLS has a lower mean squared error than the CRM. The
log likelianocds for employment status are consistent with the first two
results. For wnites CRM predictions of employment status are more 'likely!?
then the OLS predictions and for blacks the opposite is true. However, the
likelihood ¢f the full CBN 1is higher for blacks than 1t is for whites., One
explanation for this is the better overall fit of the black expected wage
equation waich appears in the CR¥. It is also possible for the CEM to do a
better jou of explaining wages for blacks than for whites and still do a
worse 7jou relative to the OLS model, That is, the CRY 1s a petter explainer
for blacks taan rfor whites but the OLS is a better explainer for blacks than

Fifth
the CRM. Tue foureh statistic is the uncorrected normal test of the CRY.
For both races tue statistic'!s values are high encugh to reiject the CRY,
however the rejection is strcenger for blacks than for whites. Introduction
of the courrection for parameter estimates mentioned in footnote nine would
prokably bring both races'! statistic value closer to the center of the

distribution without changing their relationship to cach other.
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These results are admittedly inconclusive. Nonetheless it seems that
what evidence there 1s supports a case for the notion that white adult
unemnployment in 1966 was a product of deliberate decision while this is less
likely for blacks, Conversely, it seems more likely that black unenployment

was a raandom, invoiuntary phencmenon than it does for whites

g ]



33

txf

» CCHNCLUSIONS AND FUTURE WORK

Although 1t is not entirely satisfactory, the procedure proposed nere
for characteriziug unemployment appears to be an interesting and useful
approach, Some weak evidence has been given for differences 1in the nature
of unempioyment across races. Clearly, more work is necessary bpefore
anything can be said with confidence, The econcmetrics of the censored
regression modeld are complex and cumbersome. In order to improve this
situation some WoLK has been done on simpler estimators for this class of
mnodels, 3ee, tor example, Heckman (1976) wherein a simplified estimator is
proposed that allows estimation by least squares and Probit analysis. A
recent revision and clarification of this article is Heckman {1979) wherein

a two-stayge estimator is applied to the problem.

In Heckman (1976) a censored variable estimation is performed for white
married women, Hdeckman compares his estimator with the maximum likelihood
and OLS es5timators, He does not, however investigate a breakdown by racial
groups., Heckman {1979) points out that while his results do not allow
rejection of the oull hypotiesis that sample selection 1s an uniamportant
phenowenon Gronau {(1974) found significant selectivity bias., Both Gronau
and Heckman coucentrate on selectivity bias as an econcmetric missing
variable or speciilication problem and not as a tool for understanding the
type of unempioyament opserved. Heckman's estimates of the sample likelihood
for the hypotuesis of saample selection and the hypothesis of no sample
selection are almost identicaliz, If one considers womeun tO be a group that
suffers discrimination this tends to support the notion that for groups for
whom unemploymsent 1s an involuntary phenomenon the OLS will do at least as
good a job of predicting employment status as the censored regression mrodel.,

12The liskelihood for the hypothesis of sample selection i1is -5,778 and for
the hypothesis of no sample selection is -5,783 ({ Heckwman, 1976, Table 3).
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An important contribution to the type of study undertaken here would be
the development of statistics enabling one to comrpare apples and oranges
like the OLS and censored regression model in a rigorous and meaningful way.
To this end two suaggestions are offered. A useful approach may be the
development ¢i a distributicn theory for the likelihood eguations generated
by this type ¢t comparison, Their individual distriputions shouid give rise
t¢ a distribution useful for the construction of hypatﬁesis tests on their
differences, Another valuable contribution would be the identification of a

mcre general model in which both the CR#4 and OLS are nested.

A nuaber uvf interesting nodifications should be made to the econonic
foundations of the model. One of the most interesting would be the
introduction of time preference and search behavicr. In this cases the CRH
might descrive the unemployed as making decisions pased on the difference
between the preseut value cf the expected wage and the present value of tuae

participation wages OVer rime,
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APPENDIX 1: Tne Expected Wage as Instrumental Variables Estimator.

Hall's procedure for imputing a wage to the unemployed and removing the
bias frow measurement error begins by considering a simpie lapor supply
function., For example,

L = Bo + BIW + u
where W 1s tne actual wage for agent i1 and u i1s the iTH stochastic error
term, In many cross-section studies the observed wage differs from the true
wage by some random measurement error:

W= W o+ v
where w 1s the i1Td observed wage and v is the error of measurement. We
assume that v 1s uncorrelated with W , i.e.,, that there are no systematic
errors in measuring the wage. Substituting the latter eguation into the
former gives

L = Bo + Biw + u - B1lv because W = w - v

= Bo + Blw + e where e = u - Bly
which is what we would estimate without correcting for measurem=nt error.
The problem of measurement bias arises because v 1s positive in w = W + v
and negative in e = u - Blv causing w and € to be negatively correlated,
violating one of the classical assumptions that ercors are uncorrelated with
regressors. This negative correlation will bias B1 downwards,
underestimating tae labor supply response to the wage [Hall, 1973),. However,
this proovlem as well as the problem of a lack of observations on the wage
rate for the unemployed may be resolved in omne prccedure by adding an
instrumentai variables estimator to the labor supply equation, where the
instruments are tae (exogenous) determinants of the wage rate. The wage
determinaticn eguation says that the observed wage is a function of personal
characteristics, a random disturbance for measurement error, v and a second
error term, ¢ . Tae resulting wage =9guation is

W= Ao +# B1X1 + ..assasssAlXn + p + v



= W! + p + v
where ¥ = X1,.....,4n 13 a vector of observed personal characteristics.,
Applying OLSyY to this equation yvields an eguation that will provide an
imputed wage:

w!' = A0 +AVTIXT 4+ L.aesss + An'in
where the A' s are estimated coefficients.

From the two equations

L = Bo # Blw # u - B1lv and
w = W' + p + v
wve get
L = Bo #+ Bl w* + p+ v ]+ u - Blv
= Bo + BY w' + p ]+ u
= Bo + Blw! + z
where

zZ = Blp + u,
Estimation i tne last labor supply equatiosn,

L= Bo + Blw' + z
by OLSQ 1s appropriate if the imputed wage is used for all observations in
the samplel3 and will provide consistent and unkbiased estimates of the

parameters of the labor supply eguation {(Hall, 1873, pp. 110-111) .

137f the imputed wage were to be used only for those without an cbserved
wage and the cwserved wage for those with an observed wage, then the
appropriate estimator would be weighted least sguares, with less weight on
those sampie points using the imputed wage because VAR {z) > VAR {a}).
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DIX II: The Fully Specified Expected Yage Eguation,

The foliowing model was estimated for each racial group:

X2=AGE
X3=EDUCation

X4=SKILL

X5=RESindeacy

X6=RCAN

X7=TE

e

HURE

X¥B8=UNE#ipioyment

1oW=AX1+#BX2+CX3+DXU+EXS5+FX6+G 7 +HXB+e

HEALTH limits amount or kind of work
HEALTH has no effect on work

45-59

years, 1-18

content of current or most

recent job by training time required
by population density

Duncan index of socioeconomic prestige
for current or most recent job

at current or most recent Jjob

rate in respondent?!s labor market,

The results for this regression ares reported separately for black and

below:
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{h) FOR WHITES, wocrking or with a job not working py CPS definitions
Dependent Variable=Ln{hourly wage) F-statistic=157.5
R-squared=, 36

Std. Error Reqgr.=,42

VAKIABLE COEFFICIENT STD. ERROR COEF F-statistics
HEALTH .09 .02 18,1

AGE (-.07) .002 10.5

EDUC .03 .003 67.0

SKILL . 05 .006 55,0

RES (-.03) . 003 63, 1

RCAN .005 .0005 97.6

TENURE . 008 .0008 101.3

UNEM . 002 . 0004 35,2

The regression 15 nhighly significant overall and all coeifficients are
significantliy different from zero at any reasonable level of significance.,
The results for blacks had a similar basic pattern:
{B) FOR BLACKS, same labor force group as in above taple
Dependent Variable=Ln{hrlywage) F-statistic=97.0
R-squared=, 39

Std.Error Regr=.,40

VARIABLE COEFFICIENT STD.ERROR COEF F-statistic
HEALTH . 0i4 .03 1.7

AGE (=.01) ., 003 14,0

EDUC . 015 . 004 16.0

SKILL .03 .009 3.3

RES {-.09) . 005 268.,7

RCAN . 004 . 001 10.0

TENURE . 009 .001 51,9

UNEHM . 002 0006 16.2
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In this set 0f regressions there are a number of interesting results.
Fducation 1s highly significant but certainly not the most significant
determinant cf wages, especially in the case of black workers. It would
seem that the most important factor in the determination of black wages in
1966 was residency by population density., Another interesting result is the
significance of the tenure variable in both regressions. A surprisiag
result is the sign of the coefficient on the unemnplovyment variable which has
a robustliy poesitive sign under all variations in regressors and functional
form tried, This suggests the counter-intuitive conclusion that the higher
the unemployment rate in the respondent's labor market, the higher a wage he
could expect., One explanation for this i1s a leftward shift in supply in the
high unemployrent areas, in which case some observed unemployment must be
voluntary., Another explanation 1s the negative zero-order correlation
between population density and unemployment (-,12), that i1s, as population
density decreased, unemployment fell, therefore high unemployvment is
correlated with high population demsity which is correlated with high wages
and the two variables, UNEM and RES are picking up some of the same effects.
Retention of UNE# in the regression and removal of the population demsity
variable, RES raises the significance of the coefficient on UNEH, supporting
the idea tnat these two variables proxy some ©of the same effects, There
Wwere some prLopblems with multi-collinearity, though nothing severe enough to
warrant ce-specification, The highest zero-order correlations between
dependent varidases were around .67, between the skill and the Duncan index
variable, This is admittedly kigh, but the Duncan index for current or most
recent job and the skill variabie probably pick up a lot of the variation in
wages that are not captured by education or job tenure, The introduction of
variables for father's education or Duncan index when the respondent was 15
produced no sigunificant results, not surprising for this age group at this

time, Perhaps the most interesting result from this procedure is the
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sigrnificantly negative coefficient on age. ©Other studies have found this,
but not usually until around age 60, This result was robust uander all
specifications attempted including the introduction of an interaction ternm
for age and tenure, AGE*TENUERE. However, the interaction term estimation
Wwas uniniormative pecause it was 99% collinear with the tenure variable.
There 1s an interesting result that sheds a littlie 1lighkt on the negative age
coefficient. Removal of the tenure variable, which was zero-order
correlated witua age between .1-.2, resulted in the sign of the age
coefficient remaiping negative, but becoming insignificant. This indicates
that whatever pusitive effects age has on wages over this range is largely
because of the correlation of age with job tenure., When tenure is
introduced into the analysis, it takes on a significantly positive
coefficient and ailows the effect of age to show shows its true colorsts,

To wrap up this discussion zero-order correlaticns for the dependent

variable with ali tuoe independent variables are reported below:

ln{vage) HEALTH AGE EDUC SKILL RES RCAN
White . 14 -.07 .43 . iy -.24 .51
Black .05 -. 11 .36 .27 -.52 .34

in {(wage) ENURE UNEH DADCAN {Duncan index father?!s job)
White » 24 12 225

Black .26 .09 .08

For the most part these resulis are consistant with the regression results,

particularly with respect to Black/White differences.

B T el T ——

14This last discussion applies only to the white results, the coefficient on
age for piacks remains negative and significant no matter what is done,
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APPENDIX I1I: Technical Issues in Estimation

a. Programming the Censored Eegression Model

The censored regression model was estimated by an adaptation of the
BMDP ({1977) proprietary software subrogram PAR for derivative free
non-linear regression, Ordinarily thelPAR program will estimate a
ncn-linear eguation specified in a user written FORTRAN subroutine, the
format of whics 1s given in the BMNDP manual. DUsers of IBM operating systems
may speciiy the location of the subroutine in system job control language.
For XBROX users like Oberlin College it is necessary to modify the source
code of the PAR program directly, inserting the user written subroutine as
an internal subroutine to be compiled with the rest of the program. In
addition, 1f it is necessary to introduce sampling weiqhts into the
likelihood function {as opposed to the data) because of piased sanmpling. {(in
this case the unemployed were oversampled) an additional labelled COHHMON
block should be created containing the weights. The main program may then
pass this information to the subroutine without cumbersome, CPU time
consuming read statements, PAR generates parameter estimates By least
squares using 4 psuedo Gauss-Newton algorithm, Tc adapt the program to do
maximum likelihood estimation the least squares criteria for convergence pay
be turned off and replaced with a user supplied loss function in the FORTRAN
subroutine. The loss fumction, in this case -2 times the log likelihood ,
will be minimized at convergence, {See pp. 499-513 in BMDP-77.) There is
an alternative method mentioned im the manual that 1s somewhat less

transparent,

Users of swali and medium sized operating systems may expect to
encounter several difficulties with the use of PAR for maximum likelihood
estimation with cross-section data. The PAR program loads all the data into
core memory and 1ts core requirements rise rapidly with the anumber of

parameters to be estimated, For the CRM estimated here there were twelve
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parameters. It was found that the reqular sized PAR program of 15,000 words
could oniy estimate that many parameters for about 200 cases. With the
progran workspace increased to 55,000 words and a number of program overlays
the total core required became 72,000 words, the maximum usable core on the
Oberlin XERCX Sigma-9. At this size the program was capable of estimating
twelve parameters f£or about 300 cases. The BMDP P3R program is also capable
of maximum diikelihood estimation by the methods described above and in the
BMDP-77 manual. It is more space e2fficient but requires that the user
supply partiali derivatives for all parameters in the FORTRAN subroutine.

The PAR program 1s slow, requiring about 60 minutes of CPU time for each 100

iterations.

The advantage of using the PAR program is that little complex
programming is required of the user, An alternative, relatively labor
intensive apyproach 1s a user writtenm main program manipulating the
Newton-Rapaeson aiaimization and matrix inversion subroutines from the
FOETRAN Scientific Subroutine Package!>, This approach 1s probably more
efficient in terms of computer resource comsumpticn as the programmer need
not instruct his main program to store the data in core during execution,
Consumption of CPU time would probably go up with this method because of
additionai input and ouvtput tasks. In addition, more programming is
required Ior tais approach than with the adaptaticn of relatively complete,

user- friendly proprietary software.

2 number of parameters affecting the numerical algorithm in PAR may be
nodified by the user. For the CRY estimates done here boundary constraints
were imposed ci a;i coefficients of (-10,+10) and constants of (-20,%20) and
standard deviations, O; and J, of (0,5)., The only estimation to converge

— o — T — - — -~~~ o -

15The evaliuation 0i the normal density and distribution in the FPDORTRAN
likelihood function subroutine was done using the FORTRAN Scientific
Subroutine Package subroutine NDTR in double precision arithmetic.
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at a poundary point was the black O3z term in the participation wage
equation, Scme possible reasons for this boundary convergence are given in
the body ©f the paper. Another user controlled parameter is the number of
lncrement halvings petween iterations in the search for a minimum of the
loss function., The program defaults to a maximum of five. It was found
that increasing the maximum number of increment halvings would scmetimes
reduce tuae number of iterations required for convergence. Variations in
increment nalvings and boundary coastraints did not have much =2ffect on
coefficient estimdtes but did eififect the standard errors of the estimates to
some degree, For blacks the reported estimates were chosen on the basis of

the lowest loss fuancticn for which the constant in the participation wage

®

eguation did not converge to a boundary. { The equation with a slightly
lower loss function wherein the participation wage constant term did
converge to boundary gave a constant of -20!) For whites no parameter

estimates counverged at boundary points and different estimations gave very

similar results.

e Initi1ai Vaiues Procedure

Good initial values were very impcrtant. The procedure used here
follows taat suygested by Nelson (1974), The steps are descriped below:
1s Estimate the expected wage eguation for the enmnploved by ordinary least
sguares,
2. Eketain tne coefficients from step 1 and impute a fitted wage to all
members of the samplie, incliuding the unewmplioyed.
3, Using tane fitted wage as the observed wage = expected wage, apply Probit
analysis to estimate the probability that ¥Wed>Wp=B2X2+v., Gronau {1573,
p.5178) provides a more detailed explanation of the application of Probit to
this type of taresacvld problem and the interpretation of Probit

coefficients.



44

Nelson [1974) points out that the Probit likelihood function is
actually a speciral case of the CRMN likelihood function whea the COV{u,v) is
zero and the expected wage is observed for the entire sample. Then,

Pr (W=0) =Pr (wWe<ip) =Pr {v<B2X2-He)

= F B2X2—We).

Ta.
and

Pr {w>0) =Pr {(We>dp)=1-Pr {v<B2X2-He)

= 1-F BZXZ—%%e)
g,

s

giving sample iikeiihood where Y{1) 1s empioyment status ¢

L (B2, 03| ¥, We,X2)=

//7/ bz}xz—de 77/1’1 F Bzxz We}]

which is the Probit likelihood function.
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