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Abstract It is highly impossible to differentiate between 
verified and fake media news and updates with modern 
emerging technology. The creation of deeper fake photos and 
videos which use artificial intelligence (AI), that shows 
someone saying and doing things that never did in reality, is 
one of the recent innovations that contribute to it. 
Concentrated depths will easily hit millions of citizens and 
affect adversely our culture, along with their accessibility and 
pace of social networking. This paper analyses a variety of 
widely accessible internet news stories, while literature on this 
subject is scarce, in order to explore the depths, and who 
creates them, how deep technological advantages and risks 
are, which example of deepfake occur and how the depths are 
to be gauged. We will use qualitative research methodology to 
gather the available information and based on the findings, in 
the end, we will conclude the discussions along with 
recommendations. 
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1. Introduction 

Deepfakes are fake videos or audio recordings that 
sound as if they were the real thing. For decades, such 
capabilities have existed. However, it used to take whole 
studios with experts a year to create these effects. Deep 
technology new computer graphics or machine learning 
systems can now synthesize images and videos much faster. 
Deepfakes mean manipulated videos or other digital 
representations produced by advanced artificial 
intelligence, which produce real images and sounds. Such 
videos "get more and more sophisticated and accessible," 
writes John Villasenor, a non-resident senior governance 
fellow in the Washington-based Center for Technology 
Innovation, the Brookings Institution [1-3]. "Deepfakes 
raises a series of challenging political, technical and legal 
issues." Indeed, anyone with a computer and internet access 
can produce in-depth content that can be used for fun and 
other purposes technically. 

Altough manipulations of visual and auditory media are 
as old as media themselves, the recent entrance of 
deepfakes has marked a turning point in the creation of fake 
content. Powered by the latest technological advances in 
artificial intelligence and machine learning, deepfakes offer 
automated procedures to create fake content that is harder 
and harder for human observers to detect. Thanks to digital 
technologies, today it is much easier to establish the 
authenticity of a work. There are databases where you can 
check authors’ signatures, and millions of images that can 
be viewed with a few clicks. Selling a fake is more difficult. 

Deepfake technology can seamlessly stitch anybody in the 
world into a video or photo in which they have never 
participated [4, 5]. The video of Hader is a profoundly 
skilled device, a technology invented in 2014 by Ian 
Goodfellow, an Apple Ph.D. student. The deepest 
technology is based on generative networks of opponents 
(GANs). GANs allow algorithms to move beyond data 
classification to images generation or creation. This occurs 
when two GANs try to fool one another into thinking that 
an image is "real." A experienced GAN can create a video 
clip of a person using just one image. Today everyone can 
upload deep fake software in their spare time and create 
convincing fake videos [6]. So far, deepfakes are limited to 
hobbyists who put their faces on the bodies of porn stars 
and make politicians speak funny stuff.  

 
Figure 1: illustrates the process of deepfaking: 
 
2. Literature Review  
     False news has been a threat to human society, public 

discourse, and democracy in recent years. Fake news relates 
to fictional content in the style of news intended to trick the 
public. False information can quickly spread through social 
media, affecting millions of users [7]. On YouTube, one of 
five web users will receive their news, on Facebook alone. 
This increase of popularity highlights the fact that new 
technologies are capable to make video manipulation 
convincing, thus confirming the authenticity of news and 
media content. Given the ease of gathering and distributing 
information through social media platforms, the knowledge 
which has affected informed decision-making, among 
several other things, becomes more and more difficult [8]. 
Indeed, we are currently living in a post truth system 
dominated by a conflict of electronic propaganda and lies, 
and false information led by malicious actors engaged in 
falsified public opinion information campaigns. 

     Deepfake is a technique for manipulation or 
tampering which enables a user to interact with any other 
actor or person, often an actor, actress or other celebration. 
The look and sound of fake videos, audio or pictures is 
made authentic [9]. The system creates a model of someone 
who speaks or does anything using large datasets with 
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records, videos, or photographs. The use of hundreds or 
thousands of photos of the target is used as a dataset to 
manipulate this. Image and video manipulation technology, 
such as deepfake, depends on artificial intelligence 
techniques, a field that aims to understand human thought 
and behavior processes [10-12]. Machine learning is 
specifically used to help a system learn from available data. 
It is an artificial intelligence part. Deepfake is popular for 
two reasons: firstly, due to the ability to produce 
photorealistic data results, in particular, photos, but also 
videos given sufficient computer time, and secondly, 
because the layman can easily access and use this technique 
because it is available in large numbers. Reddit released an 
application called FakeApp that leads users through the 
fundamental steps of the deep algorithm [13]. Through this 
application a deep image or video can even be created, as 
mentioned by [14], with a limited knowledge of machine 
learning and programming. Deepfakes are usually 
performed to a person to take revenge, upload a 
pornographic video of a famous person, or make a person 
to chuck by showing a changed or manipulated video or 
photograph. In addition, as Stover mentions, deepfakes are 
also used to create fake political videos to create false news 
[15]. In short, the deep fake in today's society has become 
a major problem. 

     The term "deep learning" and "fake" is related to a 
type of artificial understanding. Deepfakes are deep 
learning videos that are just proven false [16]. Deep 
learning is a "AI subset" that refers to algorithms that can 
learn and decide for themselves. However, the risk is that 
the technique can be used to convince people that 
something else is true. Deepfakes is a product for AI 
applications mixing, combining, deleting, and overlaying 
photos and video clips to construct composite, real videos 
[17]. For example, Deep Technology may, without the 
permission of the person with his or her own image or 
voice, create a humorous pornographic or political video for 
a person who says something. The fundamental factor that 
changes the game is its size, scale, and sophistication 
because almost all can generate fake, nearly inconsistent 
videos from authentic media with a computer [18]. While 
early instances of the deep-faced are orders, actresses, 
comics and animators whose faces will be transformed into 
porn images, deep-fakes will possibly be gradually used to 
bully porn, intimidate videos, false courtship footage, 
political sabotage, jihadist messaging, chase, consumer 
theft and false news. 

     The difference between true and false media is 
becoming more complicated with emerging modern 
technology. One of the most recent innovations that add to 
this topic is the creation of hyper-realistic videos utilizing 
artificial intelligence. Deep belief will affect millions of 
citizens easily and have a detrimental influence on our 
culture through the reach and pace of social networking. 
While there are few studies on this subject, this analysis 
analyses the profound challenges, the benefits, and risks of 
depressional Technology, Deeper defects and how to cope 
with deeper defects in many news articles that are 
accessible publicly online. While the findings indicate that 
deepfakes pose a major challenge to society, the legislative 
and regulatory structures, organizational strategies and 
voluntary initiatives, education and education, the 
implementation of in-depth analysis, verification of 
information and deep-seated prevention technologies are 

addressable [19]. The survey presents a comprehensive 
analysis of essential trends and gives entrepreneurs the 
chance to tackle false news and media falsification on 
Internet protection and AI sector. 

 
3. Methodology  
    This research applies to news stories on deepfakes 

and the emergent empirical literature. An order to perform 
empirical research of how the media discussed profound 
issues a total of 20 papers from different publications were 
gathered. Deepfake, written in English and released in 
2018-2019, were the subject of all posts [20]. They were 
identified using "deep" keywords, "deep false" and the 
corresponding plural forms from Google News. Upon 
locating an post, a similar quest has been conducted using 
the search option for the news web site to locate further 
articles about the same media outlet. From general daily 
news, to industry or technological news based on the 
chosen news media. This dataset contains 2 to 16 news 
stories for any news organization on the deepfakes. The 
papers have been coded with a short identifier for quotes 
purposes. Then, they have been evaluated by content 
review to deep faults and to figure out what the advantages 
and threats of deep fabric technology are. The news stories, 
their publishers, news organizations and dates of publishing 
are present; due to room constraints, the item titles are 
shortened. 

 
4. Results  
     Deepfakes represent a serious issue and threat to 

society, the political system, and our business because: 
● They put pressure on journalists who fight to filter 

real news,  
● They are threatened by the dissemination of 

propaganda and election interference.  
● They are hampered by the public's confidence in 

government information; and  
● They raise cyber security problems for people and 

organizations. 
     The journalistic business would most certainly have 

to confront a major problem of customer confidence 
because of fundamental difficulties. Deepfakes pose a 
greater challenge than 'traditional' false news, since it is 
more challenging to see, and people prefer to assume that 
the fake is genuine [11]. The technology makes it possible 
to create obviously legitimate news videos which 
jeopardize the credibility of journalism and the media. 
Winning the battle to get video evidence from an event 
would also provide a news media organization with 
strategic benefit, although risk improves if it is a false one. 
In 2019, Reuters noticed 30 fake videos on the case, mostly 
old videos from other events posted with new subtitles, as 
a result of the conflict between India and Pakistan [17]. 
Distributed video images, such as a true demonstration 
march or a violent skirmish, is a growing concern and 
gradually gets deepened. It is implied that it happens 
anywhere else. Reuters discovered an eyewitness video on 
school killings in the town of Christchurch, New Zealand, 
which appeared to demonstrate when the police fired a 
gunman. They soon figured out to be another crime in the 
United States, though, and the perpetrator was not 
assassinated in the Christchurch shooting. 
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Figure 2: The graph above shows the number of 

published papers on deepfakes taken by Google  
 
     The curve shows a significant increase in the number 

of papers indicating the importance of the topic and its 
application in society. White surfaces are the concern of the 
intelligence services by promoting liberal propaganda and 
distorting campaigns in the name of domestic security. U.S. 
security officials have cautioned regularly of the danger of 
foreign interference in American affairs, especially before 
the elections. In today’s wars of misinformation, inserting 
language in someone's mouth on a viral video is a strong 
tool since such modifying Videos will quickly skew the 
perception of citizens. A foreign intelligence service may 
create a deep-seated video of a leader who uses a racist 
image or takes a coat of arms, a political nominee who 
confesses to involvement in the crime, or informs a 

government of a possible conflict, an official in a seemingly 
compromises circumstance or who supports a hidden 
conspiracy plot, or soldiers performing war crimes such as 
murdering civilians. While such fake videos may lead to 
civil turmoil, upheavals and votes, some nation states may 
even choose for impossible foreign policy, contributing to 
world wars. eepfakes are likely to mess with digital literacy 
and citizens' confidence in knowledge supplied by 
government, since false videos display politicians who 
claim something that never happened call people in 
question [7]. Indeed, the spam created by AI and fake 
notifications, which build on bigoted text, fake videos, and 
a multitude of complot theories, is now becoming 
increasingly affected. However, deep-faced individuals 
may not be most destructive in their own eyes but more how 
frequent interaction with disinformation causes people to 
believe too much content, even footage, is actually 
unconfident, culminating in a phenomenon called 
"information apocalypse" or "reality apathy." 

     Another challenge imposed by deepfakes is cyber-
security concerns. The business sector has also 
demonstrated an interest in safeguarding itself from viral 
manipulation, for example by showing a leading boss who 
talks of derogatory or misogynistic slurs, by reporting a 
falsified acquisition, creating misleading statements of 
financial loss or disappointment, or presenting them as a 
crime. In comparison, in-depth product releases for brand 
sabotage, extortion, or shame management could be used 
[5]. Deep technology often allows an employee to, for 
example, order an employee to make an immediate cash 
transfer or to include classified details in real-time digital 
personalization.  

  
Table 1: The summary of the well-known and notable deepfake tools being used 

 
 
     In addition, deep technology can establish a fake 

persona, and turn an adult's face into a kid's or younger face 
in live-stream footage, creating questions regarding the 
implementation of child predators' technology. Finally, 
deepfakes can help distribute harmful scripts. Researchers 
have recently learned that a deepfakes website used 
machines on its guests to mine cryptocurrencies. This 
suggests that deep hobbyists will become objects of 'crypto 
jacking,' since they undoubtedly have potent machines. 

 
5. Recommendation and Future Research 
     Ironically, the only solution for now could be 

artificial intelligence. Fake videos are detected utilizing 

artificial intelligence, but many of the current recognition 
systems are seriously weak: they function well on popular 
individuals because they can practice publicly accessible 
pictures over hours [18].  The results suggest that while 
deepfakes are a significant threat to our society, political 
system and business, they can be combatted via legislation 
and regulation, corporate policies and voluntary action, 
education and training, as well as the development of 
technology for deepfake detection, content authentication, 
and deepfake prevention. Technology companies are 
already focused on identification technologies to identify 
fakes once they emerge. The root of the media is another 
tactic. Digital watermarks are not foolproof, however an 
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online blockchain blocking scheme could archive 
photographs, photos and audio in a manner that would 
guarantee that they would still verify their origin and any 
manipulation. 

 
6. Conclusion  
     The research studied and assessed many recent 

media publications on profound faults to better appreciate 
the deep faults, the advantages and risks of deep faults 
technologies, explanations of and how to tackle existing 
profound faults [11]. The study showed that deepfakes are 
digitally manipulated hyper realistic images that show 
characters who say and do stuff that never exist. Deepfakes 
are built with AI, namely the Generative Adversarial 
Networks (GANs) which pit discriminatory and generative 
algorithms against each other to boost their output with 
each repeat. These fakes are also highly viral and appear to 
propagate rapidly through social networking sites, making 
them a successful tool for misinformation. In so doing, the 
study found that deepfakes are hyper-realistic videos 
digitally manipulated to depict people saying and doing 
things that never happened. The outcomes of this analysis 
make many additions to the emerging array of deep-fake 
academic literature. According to our research, profound 
challenges are a big danger to culture, the democratic 
structure and industries because they compel media to root 
out false news in real life, endanger national security by 
distributing election misinformation, impair citizens' trust 
in government knowledge and create cyber safety concerns 
for individuals and organizations. In this respect, the 
research primarily confirms the conclusions of previous 
studies and, concurrently, describes these risks by using 
actual and future applications of deep defects. 
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