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ABSTRACT

CONSISTENCY IN THE AMSR-E SNOW PRODUCTS: GROUNDWORK FOR A COUPLED
SNOWFALL AND SWE ALGORITHM

Snow is an important wintertime property because it is a source of freshwater, regulates land-
atmosphere exchanges, and increases the surface albedo of snow-covered regions. Unfortunately,
in-situ observations of both snowfall and snow water equivalent (SWE) are globally sparse and
point measurements are not representative of the surrounding area, especially in mountainous re-
gions. The total amount of land covered by snow, which is climatologically important, is fairly
straightforward to measure using satellite remote sensing. The total SWE is hydrologically more
useful, but significantly more difficult to measure. Accurately measuring snowfall and SWE is an
important first step toward a better understanding of the impacts snow has for hydrological and
climatological purposes.

Satellite passive microwave retrievals of snow offer potential due to consistent overpasses and
the capability to make measurements during the day, night, and cloudy conditions. However,
passive microwave snow retrievals are less mature than precipitation retrievals and have been an
ongoing area of research. Exacerbating the problem, communities that remotely sense snowfall and
SWE from passive microwave sensors have historically operated independently while the accuracy
of the products has suffered because of the physical and radiometric dependency between the two.
In this study, we assessed the relationship between the Northern Hemisphere snowfall and SWE
products from the Advanced Microwave Scanning Radiometer - Earth Observing System (AMSR-
E). This assessment provides insight into regimes that can be used as a starting point for future

improvements using coupled snowfall and SWE algorithm.
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SnowModel, a physically-based snow evolution modeling system driven by the Modern-Era
Retrospective analysis for Research and Applications, Version 2 (MERRA-2) reanalysis, was em-
ployed to consistently compare snowfall and SWE by accounting for snow evolution. SnowModel
has the ability to assimilate observed SWE values to scale the amount of snow that must have
fallen to match the observed SWE. Assimilation was performed using AMSR-E, Canadian Mete-
orological Centre (CMC) Snow Analysis, and Snow Data Assimilation System (SNODAS) SWE
to infer the required snowfall for each dataset. Observed AMSR-E snowfall and SWE were then
compared to the MERRA-2 snowfall and SnowModel-produced SWE as well as SNODAS and
CMC inferred snowfall and observed SWE.

Results from the study showed significantly different snowfall and SWE bias patterns observed
by AMSR-E. Specifically, snowfall was underestimated nearly globally and SWE had pronounced
regions of over and underestimation. Snowfall and SWE biases were found to differ as a function

of surface temperature, snow class, and elevation.
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CHAPTER 1

Introduction

1.1 Motivation

About one sixth of the world’s population depends on snowmelt for their freshwater needs (Bar-
nett et al. 2005). The variability of snow, both interannually and seasonally, impacts water resource
management decisions, especially in the agricultural sector. Furthermore, changes in snow-cover
significantly alter the land surface albedo that can influence atmospheric processes through energy
exchanges in the land-atmopshere system. Progress has been made to better understand these pro-
cesses, but further information regarding the snow-cover extent and mass is needed. Yet, accurate
global estimates of snowfall (snow falling to the ground) and SWE (snow accumulating on the
ground) pose a unique set of challenges that currently limit our integrated understanding.

The timing of snowmelt is sensitive to the surface temperatures, whereas the maximum snow
accumulation is driven by the snowfall amounts. The latest IPCC report indicates there is higher
confidence in the expected trends in surface temperature compared to precipitation in a future
climate (Meyer et al. 2014). Changes in surface temperatures have been shown to impact snowpack
characteristics such as snow cover onset, snowmelt timing, and snow cover duration (Mote et al.
2005; Liston and Hiemstra 2011). In addition, Zeng et al. (2018) showed both temperature and
precipitation control the temporal variability in SWE in the Western United States with correlation
coefficients exceeding 0.7 for all regions. They found using temperature alone to predict SWE
trends decreases the correlation coefficients to near 0.5 in the Western United States. Masiokas
et al. (2006) recognized the impacts of future snowpack change in the Central Andes of Chile and
Argentina that provides freshwater to over 10 million people. The authors identified the difficulty
in studying snowpack in the Andes due to poor spatial and temporal snowpack observations. Given
the uncertainties in future trends of precipitation, an accurate representation of precipitation is even
more necessary to assess changes in snowpack characteristics.

Future snowpack changes are expected to pose additional stress to freshwater resources on

top of existing water demands from population growth and land-use change. The magnitude of



snowmelt directly impacts livestock production, irrigation for agriculture, fisheries, power gen-
eration, municipal use, and recreation. Stewart et al. (2005) estimated the total percentage of
runoff generated from snowmelt to be between 50% and 80% in the Western United States. In
the same region, current water storage infrastructures are vulnerable to increasing demands on
summer water storage because of snowpack changes (Ray 2008; Kaatz et al. 2008). Milly et al.
(2005) found future modeled trends of streamflow and water to not be representative of historical
observations. Given water management has relied on historical observations of hydrologic vari-
ables, future changes in snowpack pose significant challenges to water resource managers and the
planning of water storage infrastructure.

In the United States there are two laws that govern water rights. The riparian doctrine covers
the East and indicates a person has reasonable rights to use water from a nearby water source such
as a lake or stream. The West uses the prior appropriation doctrine that allocates water rights based
on the first users of the water. For example, in Colorado many of the more senior water rights
are controlled by the agriculture and energy sectors (McNeeley et al. 2016). Colorado state water
managers are responsible for regulating the amount of water each party is allowed during period
of water shortage. An accurate description of the amount of water stored in snow is an invaluable
tool to help decision makers on water storage and usage.

Snowpack has been shown to have important land-atmosphere feedbacks though energy ex-
changes at the land-atmosphere interface. Many of these exchanges processes have been discussed
in Cohen and Rind (1991) and include high albedo, high thermal emissivity, low thermal conduc-
tivity, and a sink of latent heat when melting. Studies have shown that snow cover can decrease
temperatures throughout the lower troposphere. Walland and Simmonds (1996) found snow cover
anomalies have a strong impact on surface temperature and static stability using climate models
with a high and low cover scenarios. Using a fully coupled global climate model, Vavrus (2007)
found mean annual surface temperatures to be 8-10 K higher in the winter over northern North
America and Eurasia when all snow cover was removed. They also found cold-air outbreaks are
significantly reduced in frequency because of the inability for cold-air masses to form in high lat-

itude regions. Betts et al. (2014) used in-situ station observation to find the decrease in surface



temperature with snow-cover onset to occur within days of the initial snowfall. They attributed
this to the increase in shortwave albedo of snow and the reduction in heat flux from the underlying
soil. Snow-cover in the Tibetan Plateau has even been linked to changes in the East Asian Summer
Monsoon (Xiao and Duan 2016). They found the local cooling of air due to snow-cover from
above normal snow-cover facilitates a strong monsoon season by regulating the moisture transport
to the region.

The scale of snow crystals between snowfall and snow on the ground is drastically different.
Snow crystals in the atmosphere are highly sensitive to the surrounding air temperature and super-
saturation with respect to ice. The snow crystal morphology diagram by Nakaya (1951) shows the
main types of snow crystal types, but combinations of these types exist. This diagram made in the
1930’s has changed little because of the complexity involved in snow crystal formation. Individual
snow crystals range in size between less than 1 millimeter to up to 5 millimeters. Aggregates of
multiple snow crystals are typically much larger and can be upwards of 50 millimeters in diameter
(NSIDC 2012; Libbrecht 2007). Once snow falls to the surface, the ice crystals undergo constant
metamorphism that is sensitive to surface temperature, pressure, humidity, and snowpack tempera-
ture gradient. The metamorphism properties influence snow crystal shape, size, snow density, and
snow depth. Snow crystals in snowpack have been observed to be highly irregular, but two types
of snow crystal shapes that are commonly found in snowpack include rounded snow and faceted
snow. Rounded snow occurs when the temperature gradient within the snowpack is weak (<10°C
per 1 m) whereas faceted snow occurs when the temperature gradient is strong (>10°C per 1 m).
Large faceted snow crystals can reach up to 10 millimeters in diameter, but typical snow crystals
within a snowpack are on the order of 0.25 to 2 millimeters in diameters. Snow crystals undergo
microphysical changes that are sensitive to meteorological variables. Formation and evolution
processes of snow crystals are challenging given the sizes of typical crystals.

Snow-cover and snowfall have impacts across a broad range of topics. There is uncertainty in
future trends of precipitation, and snow-cover is more sensitive to changes in surface temperature.
Water storage infrastructure is vulnerable to earlier onset of snowmelt and water resource managers

face pressure of how water should be distributed. Climatologically, snow-cover impacts local



surface temperatures, soil moisture, and precipitation. Snow crystal formation and evolution have
been notoriously difficult to accurately identify due to the physical scale of the processes. Accurate
observations of snow extent, SWE, and snowfall are increasingly important as the climate changes

for hydrological and climatological applications.

1.2 Statement of the Problem

Determining snowfall and snow on the ground at global scales using gauge measurements is
challenging. Uncertainty exists in using point measurements to accurately represent the surround-
ing area because snow can vary significantly on small spatial scales. Many methods have been
used to distribute point scale measurements into gridded estimates of snow. Binary regression
trees use physical observational variables to predict SWE in complex terrain and have shown vary-
ing success (Balk and Elder 2000; Erxleben et al. 2002; Molotch et al. 2005). Binary regression
trees require large observational data sets to relate snow properties to physical variables such as
elevation, slope, and slope aspect, which inhibits their use for most mountainous observational net-
works. Lépez-Moreno and Nogués-Bravo (2006) found general additive models (GAMs) to best
capture the non-linearity between snow depth and physical predictor variables when distributing
point snow depth measurements. GAMs and binary regression trees both perform well in iden-
tifying non-linear relationships of snow depth and physical variables, but GAMs have less of a
requirement on the number of observational points used. Fassnacht et al. (2003) and Dawson et al.
(2016) used linear regression and piecewise linear regression, respectively, to distribute SNOTEL
snow depth measurements across different elevation ranges. The piecewise linear regression pro-
vides more realistic snow depth distributions by using multiple elevation bins compared to linear
regression techniques. These methods have shown success in producing gridded estimates of snow
depth that are consistent with observations, but are only applicable to a few regions around the
globe, such as the Western United States, with very high gauge density.

Reanalysis products provide a complete description of the water budget for all regions, but
there is uncertainty in the representation of snow in reanalyses products (Broxton et al. 2016). Pre-
cipitation is the dominant control on land-surface water budgets and most reanalysis rely on the

atmospheric general circulation model (AGCM) to generate precipitation. AGCM precipitation



estimates are known to be affected by errors in both the magnitude and timing of precipitation
events. Bosilovich et al. (2008) found a majority of widely used reanalyses produce more January
precipitation than the Global Precipitation Climatology Project (GPCP) for Northern Hemisphere
land cover. Hancock et al. (2014) found three reanalysis forcing datasets underestimate cumulative
snowfall by roughly 20 mm compared to the peak SWE amount of the GlobSnow product. While
the reanalyses used in these studies are shown to have biases, the uncertainties in the GPCP and
GlobSnow products also impact the findings. For example, GPCP and GlobSnow have limitations
in orographic regions because of the lack of information provided by in-situ and remote sensing
observations. Reanalyses of SWE have been shown to exhibit large spread between datasets due
to differences in forcing data, model parameterizations, snow dynamics, and land-surface models
(Reichle et al. 2017). Mudryk et al. (2015) found differences in the Noah, Mosaic, Community
Land Model (CLM), and Variable Infiltration Capacity (VIC) land surface models to produce vary-
ing amounts of SWE. However, they showed the input meteorological forcing data have greater
influence on the amount of SWE produced than the differences in land-surface models. A misrep-
resentation of the initial snowfall can lead to incorrect estimates of snow on the ground and other
climate related variables.

Satellite-based passive microwave instruments are playing an increasing role in estimating
snow in remote areas because they have the ability to make observations through clouds during
daytime and nighttime. Unfortunately, snowfall and snow on the ground have similar microwave
scattering signatures that can confuse the corresponding algorithms. Historically, snowfall detec-
tion algorithms rely heavily on the use of high frequency channels with a reduced dependency on
channels that are sensitive to surface characteristics (Kongoli et al. 2003; Surussavadee and Staelin
2010; Kongoli et al. 2018; You et al. 2017). Yet, recent studies have demonstrated the advantages
of combinations of low and high frequency channels to capture surface and snowfall signatures si-
multaneously. Ebtehaj and Kummerow (2017) and Takbiri et al. (2019) used a k-nearest neighbor
approach to separate microwave brightness temperature signatures within different surface classes
to better understand brightness temperature patterns for snowfall detection. The probability of

snowfall detection for snow covered surfaces was shown to be as high as 0.8 for their method.



Operational passive microwave retrievals of snowfall have been developed using Bayesian and
1-D variational inversion (1DVAR) approaches. The Goddard Profiling Algorithm (GPROF) uses
a Bayesian formulation to retrieve surface precipitation and its vertical structure (Kummerow et al.
2015). For precipitation over snow covered surfaces, GPROF uses an apriori database of ground-
based, radar-observed precipitation together with observed radiometer brightness temperatures.
The most-likely solution consists of a weighted sum of database profiles that are radiometrically
consistent with the observed brightness temperatures. Another passive microwave snowfall re-
trieval uses a 1-D variational inversion (1DVAR) based technique (Meng et al. 2017). The retrieval
is comprised of the retrieval of cloud properties, ice particle terminal velocity computation, ice
water content adjustment, and snowfall rate retrieval. This retrieval has been shown to have a
correlation above 0.5 with radar and ground observations in the United States.

SWE algorithms take advantage of the differences in sensitivity to scattering by snow at dif-
ferent frequencies, which was first shown by Ulaby and Stiles (1980). Since then, there have
been multiple iterations of passive microwave SWE retrieval algorithms. The spectral difference
between the horizontally polarized 18 GHz and 36 GHz channels is commonly related to snow
depth. Chang et al. (1987) used a simple linear regression to relate the spectral difference to snow
depth. Foster et al. (1997) scaled the Chang et al. (1987) algorithm to account for forest atten-
uation by dividing the regression coefficient by (1 — ff), where ff is the forest fraction. Kelly
(2009) weighted the estimation of forest and non-forest snow by using two spectral differences
and varying regression coefficients that are computed using the observed brightness temperatures.
The most recent SWE algorithm for the AMSR series, consisting of AMSR-E and AMSR?2, uses
electromagnetic modeling, climatological snow-cover data, updated density estimates, and artifi-
cial neural networks to retrieve SWE from the most-likely set of snow parameters (Tedesco and
Jeyaratnam 2016). Despite algorithm updates, SWE remains difficult to retrieve due to limited
knowledge of snow microstructure, sub-pixel snow variability, and the inability of microwave ra-
diation to penetrate deep snowpack.

Satellite passive microwave retrievals of snow offer potential to estimate global snow proper-

ties due to consistent overpasses and the capability to make measurements during the day, night,



and cloudy conditions, but limitations such as snowfall detection and saturation of signal in deep
snowpacks will have to be overcome. Hydrologically, SWE is more important than snowfall, but
more severe limitations exist in the retrieval of SWE, especially in deep snowpacks that provide
the majority of freshwater from snowmelt. Therefore, because of the physical connection between
snowfall and SWE, it is important to identify if and where snowfall measurements can add valuable
information to the estimation of SWE. As a first step, this study aims to identify the consistency
between the snowfall and SWE products from AMSR-E in order to identify regions that appear in
relatively good agreement as well as regions where lack of closure points at significant problems
with one or both of the snow products. For the remainder of this paper, snow products refers to
both snowfall and SWE. Closure is defined by AMSR-E observing the required amount of snowfall
to produce the observed SWE given the snow evolution. The current AMSR-E snow products are

not coupled and, unsurprisingly, show significant inconsistencies (Figure 1.1).

AMSR-E Observed Accumulated Snowfall AMSR-E Observed SWE AMSR-E Inferred Accumulated Snowfall

Fig. 1.1. (a) AMSR-E observed accumulated snowfall, (b) AMSR-E observed SWE, and (c)
AMSR-E snowfall-based SWE as inferred from SnowModel. Snowfall and SWE amounts are
averaged for 8 simulation years 2003-2011. Snowfall is accumulated from the period July-
February.

A physically-based snow model, SnowModel, was employed to compare snowfall and SWE
in a consistent way by taking into account the snow evolution (Liston and Elder 2006a). Addi-
tionally, the Canadian Meteorological Centre (CMC) Snow Analysis and Snow Data Assimilation

(SNODAS) snow products were used to provide consistency checks with other widely used SWE



datasets. The methods used to produce each SWE dataset can generate different global distribu-
tions of SWE and, as such, it is important to note we do not consider any of the datasets as truth
for all regions globally.

The initial snowfall and subsequent SWE can not be compared in a consistent way without
accounting for the snow evolution, which is a necessary step within the snow budget. Field cam-
paigns have offered insight into how snowfall and SWE are related to meteorological conditions,
but these data are not useful on global scales. Therefore, SnowModel was adapted to the spatial
scales of the AMSR-E data in order to identify global uncertainties across the snow lifecycle. The
coupling between passive microwave snowfall and SWE using SnowModel is a novel approach
used to assess the accuracy and consistency of the snow products. Consistency checks between the
snow products provide information about regions of closure and concern and are not interpreted
as validation of the snow products. Regions of closure and concern can be used to guide future

improvements of the snowfall and SWE algorithms.



CHAPTER 2

Product Description

2.1 AMSR-E Instrument Specifications

This study used observations from the Advanced Microwave Scanning Radiometer - Earth
Observing System (AMSR-E). It is a twelve-channel, six-frequency, conically scanning, passive
microwave radiometer aboard NASA’s Aqua spacecraft. AMSR-E was in a sun-synchronous polar
orbit that had equator overpass times of 0130 UTC and 1330 UTC. The instrument began obser-
vations in 2002 and stopped rotating in 2011. Geophysical variables related to Earth’s water cycle
including precipitation rate, cloud water, water vapor, sea surface winds, sea surface temperature,
sea ice concentration, snow water equivalent, and soil moisture are all retrieved by AMSR-E. This
study focused on the measurement of precipitation rate and snow water equivalent. Table 2.1

provides detailed specifications of AMSR-E.

Table 2.1. Selected sensor specifications for AMSR-E.

Frequency Polarization Across-Track IFOV | Along-Track IFOV
(GHz) (km) (km)
6.9 V/H 75 43
10.7 V/H 51 29
18.7 V/H 27 16
23.8 V/H 32 18
36.5 V/H 14 8
89.0 V/H 6 4

2.2 Passive Microwave Retrievals of Snowfall

Passive microwave retrievals of precipitation rely on absorption, emission, and scattering in-
teractions with hydrometeor profiles and water vapor. Atmospheric windows below 20 GHz, from
30 to 40 GHz, and at 90 GHz are used to measure rainfall. Frequencies below 20 GHz are sensi-
tive to absorption and emission from hydrometeors and frequencies above 60 GHz are sensitive to
scattering from hydrometeors. Higher frequency channels (>90 GHz) provide more information

on snow precipitation through ice scattering.



The Goddard Profiling (GPROF) algorithm has a two decade long history of retrieving surface
precipitation from passive microwave observations (Kummerow 1994). GPROF is based on a
Bayesian method that properly weights an apriori database of precipitation profiles and brightness
temperatures that are radiometrically consistent with observed brightness temperatures. After the
construction of the apriori database, a Bayesian inversion methodology is used to solve for the
most-likely precipitation rate. The probability of a particular precipitation profile can then be

written as:

P(R|Tp) = P(R) x P(Ty|R) 2.1)

where P(R | T}) is the posteriori probability of observing a profile R given the Ty, P(R) is
the apriori probability a certain profile R is observed, and P(T}, | R) is the probability of making
an observation Ty, given the profile R. Computing P(T}, | R) requires a radiative transfer model
that maps between the profile and brightness temperature space. In the current version of GPROF
that is pertinent to snowfall retrievals, the apriori database is produced by using coincident radar
and radiometer measurements from the Global Precipitation Mission’s (GPM) Dual Polarization
Radar (DPR) and GPM Microwave Imager (GMI). The formal retrieval solution is solves for the
expected value of R using:

exp[=0.5(Tb, — Thy(R;))" (0 + D)~ (Tb, — Tha(R;))]

E(R) = ZR ; 7 (2.2)
J

where Tb, is the set of observed brightness temperatures, 7b,(R;) are the database modeled
brightness temperatures corresponding to the rain rate R;, O and S are the observational and model
error covariance matrices, and A is a normalization factor. The formal solution is outlined in
Kummerow et al. (1996). Ancillary data helps subset the apriori database by 2m temperature,
total column water vapor, and land surface classification, which has been shown to positively
affect the retrieval. Therefore, the most-likely rain rate is computed by weighting all the database
profiles that are within the specified 2m temperature, total column water vapor, and land surface

class bin against the observed profile. Currently, surface wet-bulb temperature is used to identify
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precipitation phase (Sims and Liu 2015). However, recently there have been studies that used the
measured brightness temperatures to determine precipitation phase with good success (Ebtehaj and
Kummerow 2017; Takbiri et al. 2019).

The creation of the GPROF apriori database for snow-covered land surfaces. Precipitation data
from the Multi-Radar Multi-Sensor (MRMS) product was used to build the database by matching
radar precipitation pixels with coincident radiometer footprints for snow-covered surfaces. The
AMSR-E precipitation rate output is then a weighted precipitation rate of the GMI-MRMS data-
base. Higher weights are computed for more radiometrically consistent observations with the
database (i.e. Th, ~ Tby(R})).

An alternative approach is used by NOAA to produce a near real-time snow product using
passive microwave input from the Advanced Microwave Sounding Unit-A (AMSU-A), Microwave
Humidity Sounder (MHS), and the Advanced Technology Microwave Sounder (ATMS). The 1-D
variational inversion (1DVAR) based snowfall rate algorithm (SFR) is a physically-based algorithm
that consists of snow detection, snowfall rate estimation, and snowfall rate adjustment (Meng et al.
2017). The snow detection algorithm calculates a probability of snow (POS) using a weighted
sum of a statistical, satellite-based POS algorithm and a GFS model-based POS algorithm. Each
POS algorithm is trained using in-situ observations. The snowfall rate algorithm uses a 1IDVAR
method to retrieve cloud properties of ice water path and effective size of ice particles. These cloud
properties are then used to compute a liquid equivalent snowfall rate assuming the ice particles are
exponentially distributed within the cloud. Lastly, the retrieved snowfall rate is adjusted to the
National Centers for Environmental Precipitation (NCEP) Stage IV precipitation analysis using
quantile mapping.

Retrieving snowfall using passive microwaves is difficult for two main reasons: 1) weak backscat-
tering signal and 2) uncertainties in surface emissivity due to surface snow cover. Microwave fre-
quencies above 60 GHz are more sensitive to ice scattering compared to lower frequencies, and the
ice scattering signal highly depends on the microphysical properties of snow crystals (Liu 2008).
Microwave modeling of falling snow is difficult because radiative extinction and single-scattering

parameters are sensitive to ice particle geometry and the vertical distribution of ice particles in
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clouds (Kuo et al. 2016). Ding et al. (2017) created a database of single-scattering properties of
12 ice habits and found there is a significant dependency on temperature for the ice scattering
processes in the microwave region. The already weak snowfall microwave signal becomes even
weaker as snow accumulates on the ground due to additional scattering from the snowpack. Scat-
tering increases as individual snow grains within the snowpack grow into larger crystals. The
evolution of snow grains begin immediately after snow reaches the surface, and growth typically
occurs with the age and depth of a snowpack. The increased scattering combined with multi-
ple scattering by the snowpack reduces the surface emissivity compared to a non snow-covered
surface. To account for the difference in surface emissivity, GPROF subsets the database by sur-
face class as an attempt to handle precipitation signatures with different surface emissivities. The
IDVAR algorithm does not have the need for apriori knowledge of surface emissivity because the
inversion algorithm simultaneously solves for the surface emissivity and cloud properties that are

consistent in the radiative transfer framework.

2.3 Passive Microwave Remote Sensing of SWE

Snowpack is defined to be the mass of snow on the ground that has been compressed by its own
weight. A snowpack can be made of a single layer or multiple layers of snow that are formed by the
surrounding meteorological, elevation, and vegetation characteristics. Sturm et al. (1995) defined
seasonal snow classifications based on characteristics of the snowpack layers, bulk density, grain
size, and crystal morphology. These snow classifications include tundra, taiga, alpine, maritime,
prairie, and ephemeral. All types of snowpack consist of a combination of ice crystals and air with
the relative volume of ice crystals determining the snow density.

Ulaby and Stiles (1980) identified the capability of using passive microwave sensors for mon-
itoring snow depth and SWE. The ground surface underlying snowpack is known to be a good
emitter of microwave radiation, and so a microwave instrument above the snowpack will measure
the naturally emitted surface radiation attenuated by the snowpack. Microwave radiation emit-
ted by a dry snowpack is small relative to the radiation emitted from the underlying surface, and
therefore is not a large contributor to the total amount of radiation emitted by the snowpack. Di-

electric variations between ice and air within the snowpack are responsible for multiple scattering
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occurring within the snowpack. Attenuation by the snowpack can then be reduced, in its simplest
form, to scattering by individual snow grains that have unique shapes and sizes. The number of
snow grains, or scatterers, along the path can then be related to the snow depth. Scattering by the
snowpack increases with grain size and frequency (Chang et al. 1987). Increased scattering and
multiple scattering within the snowpack allows for an increased chance for microwave radiation
to be absorbed leading to an increase in the total amount of attenuation. Given the interactions of
microwave radiation within the snowpack, the measured brightness temperature is inversely pro-
portional to the snow depth in dry snow conditions. Liquid water within the snowpack due to rain
on snow or snowmelt severely inhibits the ability to estimate snow depth. Liquid water absorbs and
emits microwave radiation that will obstruct the scattering signal due to snow grains and, therefore,
passive microwaves are only useful to estimate snow depth in a dry snowpack.

Chang et al. (1987) showed microwave frequencies above 25 GHz can detect scattering by
the snowpack when SWE amounts exceed roughly 10 mm. Historically, the difference between
the 19 GHz and 37 GHz frequencies have been used to determine SWE. For all but the deepest
snowpacks, the lower 19 GHz channel is insensitive to the amount of SWE and is used as a base-
line brightness temperature against the scattering sensitive 37 GHz channel. Chang et al. (1987)
used a simple linear regression with a regression coefficient of 1.6 cm K~! to relate the spectral
difference to snow depth. A constant density of 0.3 g cm™> was then used to derive SWE. In the
microwave region, vegetation is a strong absorber at 37 GHz so Foster et al. (1997) scaled the
Chang et al. (1987) algorithm to account for forest attenuation by dividing the regression coeffi-
cient by (1 — ff), where ff is the forest fraction. Including surface vegetation information was
shown to improve SWE estimate compared to a snow depth climatology than previous algorithms.

The current, operational AMSR-E SWE algorithm uses a similar linear regression method,
but includes more complexity surrounding issues regarding vegetation, snow grain size, and deep
snowpacks (Kelly 2009). Four ancillary datasets are incorporated into the AMSR-E SWE algo-
rithm and include data of snow probability, forest fraction, forest density, and snow density. The
AMSR-E SWE algorithm is comprised of four parts: snow detection, snow depth estimation, snow

depth retrieval and snow depth conversion to SWE. Snow detection and snow depth estimation are
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performed using numerous brightness temperature threshold tests. A flow chart of the full AMSR-
E SWE algorithm including the brightness temperature thresholds can be found in Tedesco and
Jeyaratnam (2016). If moderate to deep snow is detected, then snow depth retrieval is performed

separately for forest covered area and non-forest covered area using Equation 2.3:

SD = ff x(SDyp)+ (1= ff) X (SDyysy) (2.3)
where SD is snow depth, SD sy is snow depth for forest covered area, and SD¢r is snow depth

for non-forest covered area. SD sy and SD are calculated using Equation 2.4 and 2.5:
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where fd is the forest density. The retrieval coefficients ultimately account for the spatiotem-
poral variability of changing snow grain sizes in the observed snowpack. The retrieval coefficients
are dynamic and decrease with increasing snow depth to account for the growth of snow grains
throughout the snow accumulation season. They are a first attempt to account for changing snow-
pack characteristics and try to inhibit the overestimation of snow depth for snowpacks with larger
snow grains (Kelly 2009). However, Tedesco and Narvekar (2010) showed the retrieval coeffi-
cients are uncorrelated with the microwave effective grain size obtained from an electromagnetic
snow model. Finally, snow depth is converted to SWE using a spatially varying snow density data

set based on the snow surface climate classes outlined in Sturm et al. (1995).

2.4 SnowModel
SnowModel, a spatially distributed snow-evolution model, includes the first-order physics re-
quired to simulate snow processes in landscapes and climates where snow occurs (Liston and Elder

2006a). For this study, SnowModel was used to link the initial snowfall and subsequent SWE from
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AMSR-E, CMC, and SNODAS through estimates of snow evolution. It is designed to run on high
spatial-temporal resolutions, but can be run on coarser spatial resolutions if the loss of high res-
olution information is tolerable. Processes simulated include snow accumulation; snow density
evolution; snowpack compaction, sublimation, and melt; forest canopy snow interception, unload-
ing, and sublimation; and wind-driven snow redistribution and sublimation. Required inputs are
temporally-varying fields of meteorological forcing data and spatially-varying fields of topography
and vegetation.

SnowModel is a collection of five coupled submodels that each simulate different physical pro-
cesses known to drive snow evolution: MicroMet, EnBal, SnowPack, SnowTran-3D, and SnowAs-
sim. At each timestep, meteorological forcing data are distributed over the entire domain using
MicroMet and then at each gridcell the following processed are simulated: 1) perform near-surface
energy balance calculations using EnBal, 2) evolve the snowpack defined by the melt and precipi-
tation input using SnowPack, and 3) transport snow by wind-driven processes using SnowTran-3D.

Following the completion of the entire simulation, the snow assimilation submodel, SnowAs-
sim, can be used to constrain the modeled SWE output to match the observed SWE. SnowAssim
uses the assimilated SWE data to scale the modeled precipitation and melt. Running the SnowAs-
sim submodel requires two SnowModel runs: an initial run to evolve snow according to the me-
teorological forcing data and a second run with the scaled precipitation and melt. SnowAssim
provides an updated precipitation amount that will produce the observed SWE during the second
SnowModel simulation.

SnowModel has been found to be useful across a broad range of environments, but there are
limitations that exist within the model that effect the output (G. Liston 2018, personal commu-
nication). A large uncertainty in the model includes the assumption of homogeneous grid cell
processes and vegetation as subgrid-scale processes are not accounted for. This assumption is
more valid when running the model on smaller spatial scales. For example, snow distribution pro-
cesses in forested regions as well as wind-driven snow processes occur at spatial scales of one to
hundreds of meters. The precipitation and temperature distributions across large elevation ranges

are strongly linked to the assumed temperature lapse rates and precipitation scaling factors. These
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relationships are important to defining snow accumulation and melt across elevation ranges. The
cloud cover is defined by converting the surface air temperature and relative humidity to values at
700mb and then computing the cloud fraction. This definition does not always apply to the given
meteorological variables such as under strong radiational cooling under clear skies that increase
the surface relative humidity.
2.4.1 MicroMet

MicroMet is a quasi-physically based, high-resolution meteorological distribution model (Lis-
ton and Elder 2006b). MicroMet is designed to produce high-resolution meteorological forcing
data needed to run terrestrial models. It is a data assimilation scheme that can interpolate station
observations, remote sensing data, and gridded reanalysis or model data from an irregular or reg-
ular grid. Known physical relationships between forcing data and topography are used to better
distribute the forcing data across the surrounding landscape. MicroMet has been used extensively
to create high-resolution data across a variety of climate regimes including Colorado, Wyoming,
Idaho, Alaska, Greenland, and Antarctica. A preprocessor is included to correct deficiencies in the
data or fill missing data in order to provide continuous forcing data to the model. Interpolation is
performed using a Barnes objective analysis scheme with a Gaussian distance-dependent weighting
function. Modern-Era Retrospective Analysis for Research and Applications, version 2 (MERRA-
2) reanalysis is used to force SnowModel. MERRA-2 is interpolated onto the SnowModel grid us-
ing a nearest-neighbor approach so the Barnes interpolation scheme within MicroMet is not used.
MERRA-2 is the latest atmospheric reanalysis within NASA’s Global Modeling and Assimilation
Office (GMAO) and is an improvement on the original MERRA reanalysis. MERRA’s original
goal was to improve the representation of the global water cycle while accounting for the plethora
of NASA Earth Observing System (EOS) platforms. MERRA-2 contains improvements to the
Goddard Earth Observing System (GEOS) model as well as the assimilation system. The value of
using MERRA-2 to force SnowModel is continuous meteorological forcing data that assimilates

satellite measurements as well as more conventional radiosonde and surface observations.
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2.4.2 EnBal
EnBal computes surface energy balances in response to near-surface meteorological variables
provided by MicroMet (Liston 1995). Equation 2.6 is used to calculate surface latent and sensible

heat fluxes as well as available energy for snow melt.

(1—=a)Qsi+ Q1+ Qe+ O+ Qe+ Qc = Om (2.6)

where si is the solar radiation reaching the surface, /i is the longwave radiation reaching the
surface, le is the emitted longwave radiation, 4 is the sensible heat exchange, e is the latent heat
exchange, c is the conductive energy transport, m is the energy available for melt, and « is the
surface albedo. The value of this equation is that each component can be solved for using relation-
ships with surface temperature only. The energy for melting is initially set to zero and the surface
temperature is solved for iteratively. However, when snow is present and the surface temperature is
above zero celsius, there is excess energy that can be used for melting. This melt energy is solved
for by setting the surface temperature to zero celsius to compute the melt energy.
2.4.3 SnowPack

SnowPack is a single layer, snowpack evolution model (Liston and Hall 1995). It defines
changes in the density and depth of the snowpack given the precipitation and melt characteris-
tics provided by MicroMet. SnowPack physically evolves snow density in two ways. The first
evolves snow density throughout the season in response to the snowpack temperature gradient and
compaction from the weight of the overlying snowpack. The second method redistributes snow
meltwater throughout the snowpack until a maximum density is achieved, and the remaining free
water is considered to be runoff. Density evolution from additional accumulation and compaction
follows calculations from Anderson (1976). Snow depth change from sublimation computed in
EnBal is also accounted for in SnowPack.
2.4.4 SnowTran-3D

SnowTran-3D is a three-dimensional model that simulates snow evolution from wind driven
snow processes (Liston and Sturm 1998). SnowTran-3D has the ability to simulate numerous

wind-driven snow processes including the transport and sublimation of suspended and saltated
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snow. Each SnowModel gridpoint has a vegetation type with a specific snow holding depth that
must be exceeded in order for snow to be available for transportation by the wind. The basic
component of the model is a spatio-temporal mass balance equation driven by the deposition and
erosion of snow. SnowTran-3D is not employed in this study, and snow transport processes are not
simulated. Given the regional nature of this study, this is not expected to impact the results.
2.4.5 SnowAssim

SnowAssim uses in-situ or remotely sensed SWE data to constrain the modeled outputs of
snowfall (Liston and Hiemstra 2008). Deficiencies in SnowModel can be contributed to limita-
tions in the snow physics, uncertainties in meteorological data, topography, and vegetation. Model
simulated errors are defined to be the difference between observed SWE and modeled SWE. The
errors are used to create corrections that are then applied in a second SnowModel run and retroac-
tively create SWE distributions that match the assimilated SWE. SnowAssim is computationally
inexpensive and provides SWE improvements throughout the entire snow season. Because pre-
cipitation is the dominant control on snow accumulation, SnowAssim adjusts snowfall using SWE
observations. Uncertainty in snowfall is the largest source of error in modeling snow on the ground
(Raleigh et al. 2015). This justifies the assimilation of SWE observations rather than snowfall ob-
servations. Furthermore, the assimilation of SWE can provide updated estimates of snowmelt
during the ablation portion of the winter season.

The submodel is able to determine if accumulation or ablation should be scaled by calculating
the relative contribution of snowfall or melt during the assimilation period. The model determines
which process is dominant for the assimilation period by computing the relative contribution of the

accumulation and melt during the observation interval using,

Y P
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—1Rprecip = —————and 2.7)
YP+YM
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t—1tRmelt =1- ;_1Rprecip, (2.8)
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where ¢t and r — 1 are the observation time and previous observation time, respectively. The
relative contribution is determined by meteorological variables defined by MicroMet. Once the
snow process is known, a precipitation or melt factor is calculated in order to correct the initial
SnowModel precipitation and melt needed to match the SWE observations. In the simplest form,

the precipitation correction factor is

SWE!, —SWE!!

p _ obs obs (2.9)
t—1tfact 1
SWE! ,—SWE/
Assuming,
t
Y P~SWE,,,,—SWE, |, (2.10)
1—1
P
and by adding and subtracting = from the right side of Equation 2.10 and rearranging, Equa-
Y P

t—1
tion 2.10 becomes:
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A similar process is done for the melt factor and is given by:

SWE!, —SWE! )— (SWE ! _swg!
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For this study, SnowAssim is the most important component of SnowModel, as it allows re-
motely sensed and in-situ SWE datasets to be coupled to the snow evolution properties needed
to consistently compare the initial snowfall and subsequent SWE. This allows for the comparison
between the observed AMSR-E snowfall and the snowfall needed to match the observed AMSR-E

SWE while taking into account the snow evolution that must be considered.
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2.5 MERRA-2 Precipitation

Because precipitation is the main driver of snow cover, an overview of the production of precip-
itation in MERRA-2 is necessary. MERRA-2 includes improved assimilation techniques to update
the Goddard Earth Observing System version 5 (GEOSS) general circulation model. It includes
important precipitation parameterizations made in the MERRA-Land product that have shown to
improve precipitation dynamics (Reichle et al. 2011). These include the areal fraction of intercep-
tion by vegetation that captures large scale and convective precipitation as well as changes to the
minimum SWE depth in snow covered areas that improves the modeled albedo.

MERRA-2 contains two types of precipitation estimates: the precipitation produced by the
AGCM (M2AGCM) and the corrected land-surface precipitation (M2CORR). Two NOAA Cli-
mate Prediction Center (CPC) precipitation products are used to produce the M2CORR product:
CPC Unified Gauge-Based Analysis of Global Daily Precipitation (CPCU) and CPC Merged Anal-
ysis of Precipitation (CMAP). These two datasets are used to correct M2AGCM in four distinct
regimes. The precipitation regimes most relevant to this study are summarized in Table 2.2. Neither
M2AGCM nor the observational correction datasets used to produce M2CORR contain AMSR-E

precipitation estimates.

Table 2.2. MERRA-2 Precipitation Correction Regimes.

. Observations .
Land Region (temporal/spatial resolution) Correction
Low a?iéll\/zhglol)atltude CPCU (daily/0.5°) Full correction to observations
M1d(23cgfljg6hzlggl;ude CPCU (daily/0.5°) Linear tapering between full and no correction
High latitude (>62.5°) None No correction

2.6 Canadian Meteorlogical Centre Snow Analysis

The Canadian Meteorological Centre (CMC) Snow Analysis is an operational product con-
sisting of daily snow depth analysis as well as monthly averages of snow depth and SWE for the
Northern Hemisphere. The snow depth output is produced using daily in-situ snow depth observa-

tions that are optimally interpolated onto a first-guess snow depth field estimated by a simple snow
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model (Brasnett 1999). The simple snow model does not account for all types of physical snow
processes such as sublimation, condensation, wind-driven snow, and snowpack evolution. The
contribution from the station observation to the background snow field decreases with distance
from the station. The model is driven by meteorological data from the CMC Global Environmen-
tal Multiscale (GEM) forecast model and in-situ snow depth data is collected from surface synop
stations, meteorological aerodrome reports (METAR) stations, and special aviation reports from
the WMO. Despite the limitations of the simple snow model used in the CMC snow analysis, it is
one of the few long-term, observationally constrained snow depth datasets that exist. It is widely
used in snow depth comparison studies and has been described as the best-available observational

snow dataset for the Northern Hemisphere (Toure et al. 2016).

2.7 Snow Data Assimilation System

The Snow Data Assimilation System (SNODAS) is a snow modeling and data assimilation
system developed and operated by the National Operational Hydrologic Remote Sensing Center
(NOHRSC). Its goal is to provide the best possible estimates of snow variables for the Contermi-
nous United States (CONUS) using a physically consistent framework outlined in Carroll et al.
(2001). SNODAS includes models to ingest and downscale meteorological output from the Rapid
Update Cycle (RUC2) weather model, perform snow energy and mass balance calculation from a
physically based snow model, and assimilate snow extent and SWE observations from satellites,
airborne, and in-situ platforms. Each day, an analyst manually determines if observations should
be used to update the SWE state. Snow state variables are solved for at three separate snow layers
using output from the snow thermal model SNTHERM.89 (Jordan 1990). Total snowpack SWE,
snow depth, snow melt runoff, snowpack sublimation, precipitation, and snowpack temperature

are output on a 1km grid at daily timescales.
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CHAPTER 3

Results from SnowModel Assimilation

3.1 Experimental Setup

In order to compare snowfall with SWE in a consistent way, a model was used to evolve the
snowpack over time. Because of the availability of the SnowModel routines described previously,
we assimilated AMSR-E, CMC, and SNODAS SWE into SnowModel (through the SnowAssim
routine), which in turn adjusts the snowfall to be consistent with the observed SWE and mete-
orological forcing. The procedure was performed for each SWE product to find the appropriate
snowfall amount to match the observed SWE from AMSR-E, CMC, and SNODAS. The inferred
snowfall was then compared directly to the observed AMSR-E snowfall product to assess the
magnitude and regions of consistency and inconsistency. All the results focused on the average
accumulated snowfall and SWE for February for all simulation years with a focus on six regions
shown in Figure 3.1. These regions included the Western CONUS, the Great Plains, the Eastern
CONUS, Canada, Eastern Europe, and Siberia. February was chosen to eliminate complications
of AMSR-E retrieving SWE during snowmelt. Figure 3.1 also includes SNOTEL, WMO station

data, and radar data to show the spatial variability of global snow observations.

e SNOTEL e WMO Station o Radar

Fig. 3.1. Available snowfall and SWE products including SNOTEL, WMO station data, and
radar (NEXRAD, Canadian Weather Radar, and Japanese Radar Network). Available data is
not exclusive to these products and is shown to present general location of a few available
products.
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All available SWE data for AMSR-E, CMC, and SNODAS were obtained for the simulation
period of July 2003 to June 2011. Each dataset has unique map projections, horizontal resolutions,
and temporal resolutions that were converted to a common projection and resolution to simplify

comparisons. The nominal spatial and temporal resolutions of each dataset are summarized in

Table 3.1.
Table 3.1. Nominal resolution of SWE datasets.
Product | Availaibility | Grid Size Projection Tempm:al
Resolution
AMSR-E | 2003-2011 25km EASE 2.0 Daily, Pentad, Monthly
CMC 1998-Present | 24km | Polar Stereographic Monthly
SNODAS | 2003-Present Ikm Equirectangular Daily

The Northern Hemisphere 25km Equal-Area Scalable Earth (EASE) grid was chosen for this
study because it minimizes the amount of distortion at the North Pole, which is a useful focal point
for Northern Hemisphere snow studies. The nominal EASE-grid was cropped near the equator to
exclude gridpoints that have a low probability of snow cover. Data was resampled to a common
grid using the Geospatial Data Abstraction Library (GDAL). Observed AMSR-E snowfall was also
obtained for the same period and resampled to the custom EASE-grid. Because we are concerned
about regional biases in the snow products, all SWE and snowfall data were averaged to a monthly
value at every gridpoint. To better assess snowfall against SWE, accumulated snowfall for each
simulation year was used. A simulation year is defined from July of one year to June of the next
year (e.g. July 2004 - June 2005).

SnowModel meteorological forcing data was provided by MERRA-2. MERRA-2 surface pres-
sure, 10m air temperature, 10m wind, 10m specific humidity, and bias corrected total precipitation
(M2CORR) were downloaded for the simulation period. Forcing variables were resampled to the
custom EASE-grid, converted to the correct MicroMet variables, and correctly formatted to be
ingested into SnowModel.

SnowModel simulates snow evolution using consistent meteorological forcing. SnowModel
was run for the simulation period on the custom EASE-grid. The model was run at 3-hour

timesteps, which is sufficient to capture the diurnal cycle of snow evolution. At each timestep,
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snow is evolved following the SnowModel steps previously described. For this study, the sub-
model SnowTran was not employed, and snow transport processes were not simulated. Given
the regional nature of this study, this is not expected to impact the results. Elevation and vegeta-
tion data were provided by the United States Geological Survey (USGS) Global Multi-resolution
Terrain Elevation Data (GMTED2010) and NASA’s GlobCover, respectively.

SWE from AMSR-E, CMC, and SNODAS were assimilated into SnowAssim on the 15th
day of October, December, February, and April to provide constraints throughout the snowpack
accumulation and ablation periods. An example of the assimilation processes is shown in Fig-
ure 3.2. It shows the SNODAS SWE and corresponding accumulated inferred SNODAS snowfall
and MERRA-2 snowfall for the Western CONUS during the winter of 2010-2011. SnowAssim
increases the MERRA-2 precipitation in order to match the observed SNODAS SWE.
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Fig. 3.2. SNODAS SWE for the Western CONUS from October 2010 to June 2011 with the
corresponding accumulated inferred SNODAS snowfall and accumulated MERRA-2 snow-
fall.

It is important to note the inferred snowfall of AMSR-E, CMC, and SNODAS is initially

MERRA-2 snowfall that is scaled following the SWE observations. Other than the constrained
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snowfall, the forcing data remains constant for each simulation. A total of three model simulations
with assimilation were run: one each for AMSR-E, CMC, and SNODAS. Table 3.2 shows the
global bias and correlation between the SWE datasets and MERRA-2 before assimilation as well
as the SWE datasets and corrected MERRA-2 SWE after assimilation. Table 3.2 provides evidence

the assimilation process works nominally.

Table 3.2. Biases (correlation) of average February SWE for assimilation using SnowAssim.
Computations use gridcells that consist of SWE for both datasets.

AMSR-E CMC SNODAS
Before | -29.69 (0.19) | -9.82 (0.55) | -1.29 (0.82)
After | -2.55(0.95) | 1.61(0.96) | 0.69 (0.99)

3.2 AMSR-E Snowfall

The spatial patterns of accumulated snowfall are generally consistent for MERRA-2, inferred
CMC, and inferred SNODAS, but show a different pattern for AMSR-E (Figure 3.3). The expected
regions of large snowfall amounts at high latitudes and high elevation are captured by the modeled
datasets. AMSR-E observes significantly less snowfall than is indicated by the modeled datasets
in a majority of regions, and is especially pronounced at high elevations and high latitudes. The
global accumulated snowfall bias between AMSR-E and the inferred snowfall datasets exceeds -54
mm, or -75%. The highest snowfall amounts observed by AMSR-E are in the Pacific Northwest,
Eastern North America, and Eastern Europe. For the remainder of the thesis, it is important to note
that the CMC and SNODAS snowfall is the inferred snowfall using the CMC and SNODAS SWE

products and SnowAssim.
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Fig. 3.3. (a) AMSR-E observed accumulated snowfall, (b) MERRA-2 accumulated snow-
fall, (¢c) CMC inferred accumulated snowfall, (d) SNODAS inferred accumulated snowfall.
Snowfall is accumulated from the period of July-February and amounts are averaged for 8
simulation years 2003-2011.

26



The snowfall bias between MERRA-2 and CMC is shown in Figure 3.4. CMC underestimates
snowfall compared to MERRA-2 at high latitudes above 60°N. Compared to MERRA-2, CMC
underestimates accumulated snowfall in Eastern Europe with an average bias of -44%. Regions
of large underestimation also occur in the mountainous regions of the Western CONUS and the
Eastern CONUS with average biases of -22% and -21%, respectively. CMC produces regions
of higher snowfall amounts in central Canada extending into the Great Lakes, but on average
underestimates snowfall by 27%. In Canada, regions of underestimation are at high latitudes, the
mountains of the Pacific coast, Quebec, and Newfoundland. The CMC SWE product has known
issues at high latitudes due to the lack of WMO gauge observations (Figure 3.1). In areas with
few gauges, the SWE product relies on the output from the simple snow model. There is no
systematic bias observed for regions with and without a high density of gauges. For example,
the Western CONUS and Eastern Europe both produce less snowfall than MERRA-2, but Eastern
Europe contains significantly more gauges. The regions of overestimation generally have good
gauge coverage. Other than high latitudes, there is little evidence in literature of known biases in

the CMC product and therefore it is difficult to determine the underlying cause of the differences.
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Accumulated Snowfall Bias (CMC - MERRA-2)
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Fig. 3.4. Accumulated snowfall bias between inferred CMC and MERRA-2. Snowfall is
accumulated from the period of July-February and amounts are averaged for 8 simulation
years 2003-2011.

Snowfall biases between MERRA-2 and SNODAS show similarities to MERRA-2 and CMC
biases in the Great Plains and the Eastern CONUS, but differences exist in the Western CONUS
(Figure 3.5). SNODAS underestimates snowfall compared to MERRA-2 in the Eastern CONUS
by an average of -17%, which is comparable to the MERRA-2 and CMC biases for this region.
The average overestimation by SNODAS snowfall by 9% in the Great Plains is also similar to
the MERRA-2 and CMC bias in the Great Plains. Biases in these regions have similar spatial
patterns and suggest MERRA-2 overestimates snowfall in the Eastern CONUS and underestimates
snowfall in the Great Plains. In the Western CONUS, SNODAS produces more snowfall in the

central Rocky Mountains and less snowfall in the Cascade Mountains.
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Fig. 3.5. Accumulated snowfall bias between inferred SNODAS and MERRA-2. Snowfall
is accumulated from the period of July-February and amounts are averaged for 8 simulation
years 2003-2011.

As expected from previous analysis, the biases are on average near 0% for the Great Plains and
the Eastern CONUS between CMC and SNODAS (Figure 3.6). The average bias of 31% in the
Western CONUS is the highest between all combinations of datasets. SNODAS produces more
snowfall in the Rocky, Sierra, and Cascade Mountains. Both the CMC and SNODAS product use
an initial snow model that is nudged towards gauge observations. However, the SNODAS snow
model is more complex and accounts for more physical processes that affect snow evolution. Ad-
ditionally, the number of gauges used in the CONUS domain is significantly higher for SNODAS
than CMC, which allows SNODAS to better match gauge data at a higher spatial resolution, espe-
cially in the mountains. In the Canadian Rocky Mountains, SNODAS produces an average of 40%

more snowfall than CMC.
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Fig. 3.6. Accumulated snowfall bias between inferred SNODAS and inferred CMC. Snowfall
is accumulated from the period of July-February and amounts are averaged for 8 simulation
years 2003-2011.

To assess the validity AMSR-E snowfall products without having any absolute truths, it is
useful to define a best-guess snowfall product that is constructed from MERRA-2, CMC, and
SNODAS and represents a merged product of each dataset based on the above discussion. The
best-guess snowfall product is determined by taking into account the biases observed between the
snowfall datasets and is formulated by: 1) MERRA-2 snowfall above 60°N, 2) average MERRA-
2 and CMC snowfall for the remainder of the domain besides CONUS, 3) average CMC and
SNODAS snowfall for the Great Plains and the Eastern CONUS, and 4) average MERRA-2 and
SNODAS snowfall for the Western CONUS. The MERRA-2 product is used at high latitudes
because the CMC product is known to underestimate snow at high latitudes. For the rest of the

global domain excluding CONUS, an average between the MERRA-2 and CMC products is used
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because they are the only two global products used to create the best-guess product. In the Great
Plains and Eastern CONUS, CMC and SNODAS are used because it is shown the two products
have near-zero biases in these regions. In the Western CONUS, CMC underestimates snowfall, and
thus, MERRA-2 and SNODAS are used. Essentially the best-guess snowfall product is created
by a majority agreement between the products. Figure 3.7 indicates AMSR-E does not observe

sufficient snowfall globally to agree with the best-guess product anywhere.
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Fig. 3.7. Accumulated snowfall bias between the observed AMSR-E and Best-Guess prod-
ucts. Snowfall is accumulated from the period of July-February and amounts are averaged for
8 simulation years 2003-2011.

Note the change in color bar compared to previous bias maps. All regions indicate a negative
bias of AMSR-E snowfall. The Great Plains and the Eastern CONUS have the smallest biases
near -60%. While AMSR-E does observe higher amounts of snowfall in the Western CONUS and

Eastern Europe, the biases are still -75% and -80% compared to the best-guess snowfall dataset,
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respectively. AMSR-E underestimates snowfall by an average of -84% across the Canadian region.
In Canada, the underestimations are concentrated mainly in high latitude regions and the moun-
tainous region along the Pacific coast. Siberia has the largest different with a bias of -88%. Given
the snowfall biases between AMSR-E and the other datasets, AMSR-E snowfall is not sufficient
to match any of the other datasets. However, it is informative to also analyze the observed AMSR-
E SWE to see how it compares with the other SWE products to assess the spatial bias patterns

between the AMSR-E snowfall and SWE products.

3.3 AMSR-E SWE

To assess the spatial pattern in SWE between the datasets, Figure 3.8 shows the average Feb-
ruary SWE for all the datasets used. It is important to note the MERRA-2 SWE, is SnowModel
SWE driven by MERRA-2 reanalysis. Generally, the spatial patterns of SWE are similar to snow-
fall patterns with high amounts of SWE in mountainous regions and at high latitudes. Again,
the most dissimilar product is AMSR-E, which has known difficulties in different meteorological,
orographic, and vegetation regimes. Known difficulties include, but are not exclusive to, overesti-
mation of SWE in Siberia, underestimation in mountainous regions such as the Western CONUS,

and underestimation in forested regions such as the Northeast United States.
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Fig. 3.8. (a) AMSR-E observed SWE, (b) MERRA-2 SWE, (c) CMC SWE, (d) SNODAS
SWE. SWE is averaged for 8 simulation years 2003-2011 during the month of February.

The AMSR-E SWE product is compared against a best-guess SWE product using the same
metrics as those used to produce the best-guess AMSR-E snowfall product. The best-guess SWE
product is formulated by: 1) MERRA-2 SWE above 60°N, 2) average MERRA-2 and CMC SWE
for the rest of the domain besides CONUS, 3) average CMC and SNODAS SWE for the Great
Plains and the Eastern CONUS, and 4) average MERRA-2 and SNODAS SWE for the Western
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CONUS. Figure 3.9 shows a significantly different SWE bias pattern compared to the AMSR-E

snowfall bias pattern (Figure 3.7).

SWE Bias (AMSR-E - Best-Guess)

Bias (mm)

Fig. 3.9. SWE bias between the observed AMSR-E and Best-Guess products. SWE is aver-
aged for 8 simulation years 2003-2011 during the month of February.

Unlike the snowfall bias which was entirely negative, the SWE bias contains pronounced biases
that are both positive and negative. The Siberia and Great Plains regions produce more SWE
compared to the best-guess product on average by 18%. Siberia is dominated by large positive
and negative biases whereas there is a relatively smooth bias across the Great Plains. AMSR-E
underestimates SWE in mountainous regions of the Western CONUS by 56%. The underestimation
in mountainous regions is also observed in the northern Rocky Mountains, Scandinavia, the Alps,
and the Ural Mountains. Interestingly, Eastern Europe is a large region of underestimation (-69%)

by AMSR-E, which has not been previously identified in the literature. AMSR-E underestimates
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SWE in the Eastern CONUS region on average by -67%, but this is mainly isolated to forested
regions in the far northeast United States. AMSR-E observes higher amounts of SWE compared
to the best-guess product near the Canada-Alaska border, central Canada, and south of the Hudson
Bay. Elsewhere in Canada, AMSR-E significantly underestimates SWE by an average of 56%. The
regions of underestimation are located in regions of greater than 200 mm of SWE in the best-guess

SWE product, which can cause saturation of the microwave signal.

Land Area (x10° km)
Land Area (x10' km)

MERRA-2 cmC MERRA-2

= SWE > 10mm ® SWE > 50mm = SWE > 150mm

Fig. 3.10. Snow-cover land area for average February SWE based on SWE > 10, 50, 150 mm
for (a) global SWE products and (b) CONUS SWE products.

The AMSR-E SWE algorithm detects more land covered by SWE than MERRA-2, CMC, and
SNODAS (Figure 3.10). AMSR-E produces 9.1 x 10° km? (151%) and 2.6 x 10° km? (94%) less
land covered by 150 mm of SWE compared to MERRA-2 and CMC, respectively. Generally, the
land covered by more than 150 mm of SWE in the AMSR-E product does not correspond to similar
locations in MERRA-2 and CMC. AMSR-E estimates more land cover for SWE amounts between
50 mm and 150 mm by up to 3.3 x 10® km? (14%). Furthermore, AMSR-E estimates up to 7.8
x 10° km? (51%) more land covered by SWE amounts between 10 mm and 50 mm. MERRA-2
estimates the least amount of land cover for all categories except for land covered by more than
150 mm of SWE.

In the CONUS, MERRA-2 and SNODAS produce similar estimates of total land covered by
SWE as well as the amount of land covered by SWE for each category. CMC estimates 0.44 x 10°
km? (126%) less land cover than MERRA-2 for areas with more than 150 mm of SWE. This dif-

ference arises because CMC does not produce high amounts of SWE throughout the mountainous
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regions of the Western CONUS. AMSR-E does not produce any regions of SWE cover for more
than 150 mm of SWE, but produces the largest total land covered by SWE. The total amount of

SWE cover for AMSR-E is dominated by SWE amounts between 10 mm and 50 mm.
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Fig. 3.11. Percent bias of the AMSR-E observed accumulated snowfall and best-guess accu-
mulated snowfall as a function of (a) SnowModel elevation, (b) SnowModel surface temper-
ature, and (c) Sturm et al. (1995) snow class. Snowfall is accumulated from the period of
July-February and amounts are averaged for 8 simulation years 2003-2011.
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3.4 AMSR-E Snowfall and SWE Bias Analysis

Figure 3.11 shows the snowfall biases as a function of temperature, snow class, and elevation.
Temperature is chosen to be the average temperature for the period between July and February.
Snowfall biases less than -60% have an average temperature of less than 270K. Biases tend to
become less negative as temperature increases. AMSR-E is biased low in excess of 80% are largely
represented by tundra and taiga snow classes, which comprise the majority of the surface snow
class above 50°N. Tundra and taiga snow classes exhibit the lowest temperatures, low-to-moderate
(< 1200 mm) snowfall, and large snow grains, suggesting GPROF has the greatest difficulty in
retrieving snowfall in cold, high-latitude regimes. Maritime and alpine snow regimes that make up
the highest amounts of snowfall are generally underestimated between -80% and -60%. Snowfall
bias as a function of elevation shows a peak in biases at high elevation with biases decreasing with
decreasing elevation.

Figure 3.12 shows the SWE biases as a function of temperature, snow class, and elevation.
Unlike AMSR-E snowfall biases, there is not a large dependency on surface temperature for SWE
biases. Warmer temperatures with large negative biases are contained to the south and central
Rocky Mountains, the Pacific Northwest, and much of Eastern Europe. Large negative biases with
cold temperatures are at high latitude regions. Many gridpoints that exhibit biases greater than
100% are observed in a wide temperature range from 254K-274K. SWE biases are dominated by
the tundra and taiga snow class with a large frequency of biases greater than 100% limited to these
two classes. Maritime and alpine biases are largely restricted to underestimation by AMSR-E
because of the saturation effect caused by microwave interactions with deep snowpack. Tedesco
and Narvekar (2010) showed the saturation effect for the current SWE algorithm occurs around
600 mm. The largest negative SWE biases have an average elevation near 1000m, with little

dependency on elevation for the rest of the biases.
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snow class. SWE is averaged for 8 simulation years 2003-2011 during the month of February.

3.5 Consistency in the AMSR-E Snow Products
The consistency between the observed snowfall and the required snowfall is shown in Fig-
ure 3.13. This comparison allows consistency checks in the snow products because of the assimi-

lation of AMSR-E into SnowModel. While the AMSR-E snow products, particularly based upon
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the findings of this study, would hardly be expected to show closure, some regions show some
consistency. To close the snow budget, regions within 25% bias are considered to achieve clo-
sure and include parts of the Western CONUS, the Great Plains, the Eastern CONUS, and Eastern
Europe. Other than the Appalachian Mountains, all the other regions are shown to underestimate
SWE on average. Western CONUS appears to close largely because both the snowfall and SWE
appear to be significantly underestimated. Consequently, although there is consistency between
the AMSR-E products, the required snowfall amounts are not sufficient to produce the best-guess
SWE product. Snowfall and inferred snowfall differ by more than a factor of 10 in Siberia, which
is an area of concern for the AMSR-E SWE product. AMSR-E does not observe adequate amounts
of snowfall in this region compared to the best-guess snowfall, but the biases in snowfall are sig-
nificantly lower than the closure biases. A similar overestimation occurs near the Canada-Alaska
border and south of the Hudson Bay. Derksen and MacKay (2006) identified this region of high

passive microwave observations of SWE to be consistent with ground data from field campaigns.
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Fig. 3.13. Closure in AMSR-E snow products shown as inferred AMSR-E snowfall minus
observed AMSR-E snowfall. Snowfall is accumulated from the period of July-February and
amounts are averaged for 8 simulation years 2003-2011.
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CHAPTER 4

Discussion and Outlook

Snow was shown to be difficult to accurately model or observe. Satellite platforms produce
global snowfall and SWE observations at high temporal resolution in regions where in-situ data
is not available. This study examines the consistency, to first order, between AMSR-E snowfall
and SWE observations using a snow modeling system (SnowModel) to provide the ability to con-
sistently compare snowfall and SWE. The goal of this study is to not validate the snowfall and
SWE products, but rather identify deficiencies in both products that can be information for future
improvement.

It has been shown AMSR-E underestimates snowfall globally with larger underestimation con-
fined to cold regions, high-latitudes, and mountains. AMSR-E SWE exhibits a different bias pat-
tern that does not show a strong dependency on temperature and elevation, but rather on snow class.
AMSR-E overestimates total snow covered area and has difficulty accurately producing SWE mag-
nitude, which is related to the inability of passive microwaves to penetrate deep snowpacks. This
issue inhibits the ability of passive microwave retrievals to accurately estimate deep snowpack.
The sampling frequency of AMSR-E is not sufficient to observe all global snowfall features simul-
taneously and accumulated monthly averages are used to capture the general pattern of snowfall,
which is still underestimated. AMSR-E lacks channels above 90 GHz that are more sensitive to
snowfall properties, which does have an impact on the retrieval. Results show that snow closure is
achieved in the AMSR-E snow products, but the regions of closure are not necessarily regions of
accurate snowfall and SWE observations to begin with.

The original intent of this study was to use closure arguments to assess where the products were
already useful and where more work is needed. Perhaps the clearest conclusion from this study is
that neither snowfall nor SWE is sufficiently consistent with each other or with other products to be
globally useful at this time to improve global SWE estimates. Furthermore, the snowfall and SWE
communities have operated independently, which does not allow for synergistic improvements. A

coupled snowfall and SWE algorithm for spaceborne passive microwave retrievals will be able
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to improve the current inconsistencies identified in this study. However, an important first step
is improving the large underestimation of the initial representation of snowfall that would then be
used to inform the subsequent SWE. In mountainous regions, the current snowfall algorithm suffers
from the lack of information about small-scale precipitation processes, especially in regards to ice
processes. An effective way to bridge the small-scale processes with course remotely sensed data
could be to incorporate high-resolution model data into the apriori cloud profiles used in GPROF.
Elsewhere, improvements to the current GPROF apriori database and high-latitude precipitation
would be beneficial. Coupling the snowfall and SWE algorithms and improving the initial snowfall
would allow for the improvement of both variables without having to separately develop each

algorithm.
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APPENDIX
Temporal Consistency in AMSR-E Snow Products

Throughout the paper, comparisons between products and datasets were given for February only.
February is chosen to eliminate complications of AMSR-E retrieving SWE during snowmelt and to
ease comparison in the products. This section provides comparisons for other months throughout
the simulation year.

Figure A1 shows the average bias in each region as a function of time. As previously discussed,
AMSR-E underestimates accumulated snowfall from July through February. The underestimation
of snowfall is observed during the entirety of the winter season and the underestimation increases
monotonically throughout the season. The biases propagate from month-to-month as the season
progresses, but there is no large sensitivity to an increased biases at a certain time of the season.
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Fig. Al. Average monthly biases for the region of interest. Monthly snowfall data is averaged
for all simulation years (2003-2011).

Figure A2 shows the average bias in each region as a function of time, and show a different tem-
poral sensitivity than the temporal snowfall biases. Consistent temporal biases between AMSR-E
SWE and the best-guess SWE product are observed in the Great Plains. The Western CONUS,
Eastern CONUS, Eastern Europe all possess increasing underestimation as the season progresses.
The Siberian region, a known problem area in the current AMSR-E SWE algorithm, overestimates
SWE compared to the best-guess SWE product from December to March, which is related to fast
metamorphism of snow grains early in the season in this region.

Similarly to the snowfall biases, there is a consistent underestimation of the average closure
bias between the observed AMSR-E snowfall and inferred AMSR-E snowfall (Figure A3). In all
regions besides Siberia, the closure bias is less than the snowfall bias seen in Figure Al. The
closure biases appear to be lower in these regions because the AMSR-E SWE is underestimated,
which effects the amount of inferred snowfall. This, however, is not the case for the Siberia region
where the AMSR-E SWE is known to be severely overestimated.
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Fig. A2. Same as in Figure A1, but for SWE data.
AMSR-E Closure (Observed Snowfall - Inferred Snowfall)
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Fig. A3. Same as in Figure A1, but for closure data between AMSR-E observed snowfall and
AMSR-E inferred snowfall.

During each simulation year, SnowAssim is used to correct the snowfall inputs so the modeled
SWE matches the observed assimilated SWE. Correction factors are applied to the MERRA-2
snowfall. Mean global scaling factors for the assimilated months (October, December, February,
and April) for all datasets are shown in Figure A4. Correction factors are not an indication of
the overall bias between the SWE data, but rather the similarity between the required snowfall for
each product. Correction factors are typically near unity while large deviations indicate significant
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differences in the amount of snowfall that is required. The temporal variability in the mean global
correction factors indicates there is no systematic bias in the datasets for all regions throughout the
year. In general, AMSR-E and CMC have repeatable temporal patterns in their corresponding SWE
data with an increase in mean correction factors as the winter season progresses. A large decrease
in correction factor for April can be explained by AMSR-E’s inability to measure SWE in wet,
melting snowpacks. The patterns of AMSR-E and CMC correction factors suggest MERRA-2
overestimates the required global snowfall early in the season and underestimates global snowfall
as the season progresses to mid-winter. MERRA-2 exhibits over and underestimation of CONUS
precipitation throughout the winter season compared to SNODAS and is not consistent from year-
to-year. The monthly mean correction factor standard deviations are highest for AMSR-E and
lowest for SNODAS indicating a high amount of variance globally in the AMSR-E product.

The patterns in mean correction factors point to a systematic problem within the AMSR-E
SWE product. The increase of mean correction factors for AMSR-E are related to the significant
overestimation of SWE in regions influenced by large snow grains, especially in the Siberia region
(Figure 3.9). The CMC and SNODAS products are more influenced by differences in the snow
evolution model, observations, and meteorological forcing used in each product.
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Fig. A4. Monthly, globally averaged SnowModel correction factors. Correction factors are
computed by the SnowAssim submodel.
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