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ABSTRACT

THE STRUCTURE AND DYNAMICS OF SUPERCOOLED SPC/E WATER CONFINED IN

SILICA NANOPORES AND EQUILIBRIUM GLASSY FILMS: A TWO-SYSTEM STUDY

Supercooled liquids and glasses is still an area of active research. Despite the wide use of

glass in society today, the underlying physics of this phase of matter still contains mysteries. This

thesis will examine two different systems of supercooled liquids via molecular simulation and

investigate the two systems’ structure and dynamics. We first study the temperature dependence

of the structure and dynamics of supercooled water confined in hydrophilic silica nanopores. In

particular, we focus on the self-intermediate scattering functions. We simulate this system using

the SPC/E model of water. These water molecules are confined in model MCM-41 nanopores

with radii of 20, 30, and 40 Å. The structure of the water within the pores is first examined and

it is found that water molecules form layers near the wall of the pores. However, in the center of

the pores, the density is relatively uniform. Using this fact, the pore is divided into two regions:

the core and the shell regions. The dynamics of the water molecules that start in each region are

then compared. We measure the mean squared displacements and the self-intermediate scattering

functions for these two regions. These measurements allows for connection with quasi-elastic

neutron scattering experiments. The dependence of the self-intermediate scattering function on

direction and magnitude of the wavevector is examined, as well as the function’s dependence on

proximity to the pore surface. In addition, the rotational-translational decoupling is measured,

and it is found that the decoupling is weakly temperature dependent. The second system studied

is an equilibrium glassy film deposited onto a substrate in a manner akin to vapor deposition.

Glasses created in this manner can have higher kinetic stabilities and different thermodynamic

properties than glasses prepared by liquid cooling. This is due to the enhanced mobility of particles

at the surface of the film, which allows the particles to find lower potential energy states. We
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study the temperature dependence of the average and single particle dynamics for particles that

start at the surface of the film and for those particles that start in the bulk of the film. First, we

examine the average dynamics by calculating the self-intermediate scattering functions and their

relaxation times for particles that start in the surface or the bulk region. Then, we calculate the

probability of the logarithm of single particle displacements for particles starting in the surface

and bulk regions. We find that, in both regions, the distribution of single particle displacements

indicate subpopulations of fast and slow particles. This is indicative of heterogeneous dynamics.

We also find that the single particle dynamics of particles on the surface mirror particles in the

bulk. However, the mirrored dynamics occur several orders of magnitude faster for particles on the

surface than for those in the bulk.
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Chapter 1

Introduction

1.1 Motivation

A supercooled liquid is a liquid that has been cooled below its normal freezing temperature

and yet remains a liquid. However, this state of matter isn’t only useful for entertainment value

in youtube videos of water bottles in freezers. A supercooled liquid is the first step toward the

creation of an amorphous solid, also known as the glassy state of matter. The glassy state of matter

has been used by humanity for millennia for a wide variety of practical uses that are now ubiquitous

in society. Thus, it should come as a surprise to most that the theory of supercooled liquids and

glasses is still in its infancy and remains an elusive topic in the scientific community. This thesis

will consider two different systems of supercooled liquids; examine their properties; contribute

new information to their respective fields; and push the boundaries of understanding.

x

U(x)

Crystal

Supercooled
Liquid

Figure 1.1: Conceptual diagram of potential energy landscape
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Figure 1.1 will be used to introduce the concept of a potential energy landscape, a common

concept that helps explain the behavior of supercooled liquids. The figure depicts the potential

energy of the liquid system as a function of the position coordinates of the particles within the

liquid. Consider a liquid system that is within a potential energy landscape as shown in figure

1.1. The liquid system can explore this landscape and will eventually settle into an equilibrium

state. The landscape has two potential energy minima: a local minimum and a global minimum.

A local maximum lies between the two minima. The local and global minima may be interpreted,

respectively, as a supercooled liquid and a crystalline solid.

As the liquid is cooled, it is most likely to end up in the global minimum. If the liquid is cooled

quickly enough, however, it will not have time to fully explore its potential energy landscape.

Thus, it may end up in the local minimum for a time. However, this minimum is metastable. A

large enough energy “kick” to this liquid will cause it to fall into the global minimum of the crystal

phase. The maximum between the supercooled liquid minimum and the crystal minimum is called

a transition state.

An example of the metastability of a supercooled liquid is the demonstration of water as a

supercooled liquid. Water, if pure and placed in a smooth enough container, may be placed in

a freezer for an extended amount of time and remain a liquid. Thus, it becomes a supercooled

liquid. Once removed from the freezer, hitting the bottle on a table will cause supercooled liquid

to immediately crystallize. In Figure 1.1, this is interpreted as the supercooled water being given a

large enough energy kick for it to settle into its crystalline minimum.

Figure 1.10 shows a more complex version of figure 1.1. In this figure, the temperature Tg

is called the glass transition temperature. This temperature is the point at which the material

has fallen out of equilibrium, a characteristic of a liquid’s transition to an amorphous solid. The

temperature TA indicates the temperature at which a supercooled liquid begins to exhibit non-

Arrhenius dynamics, a topic that will be explored in a later section. As can be seen, there are

multiple basins and transition states in the potential energy landscape. As is expected, the lowest

is the crystalline state. There are multiple basins corresponding to glasses and supercooled liquids.
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Figure 1.2: Diagram of potential energy landscape. Reprinted with permission from M.D. Ediger, J. Chem.
Phys. 147, 210901 (2017). Copyright 2017 American Physical Society.

A glass is no longer in equilibrium. A glass that has been aged is, thus, in a deeper basin of

the potential energy landscape. The deepest basin, for a glass, on the figure is a vapor-deposited

glass. Glasses that have been created via vapor-deposition show remarkably higher stability in

comparison with aged glasses. A glass that is lower in its potential energy landscape will be more

stable than other glasses, thus making it useful for practical applications as it has relatively constant

thermodynamic properties with respect to time. A glassy system prepared via vapor-deposition is

one of the two systems studied in this thesis.

This thesis will explore two systems: supercooled water confined in hydrophilic silica nanopores;

and a supercooled liquid film. For the water system, the motivation will be the difficulty of ex-

ploring water’s phase diagram in its supercooled and amorphous solid phases. Confining water

in nanoporous structures presents an opportunity to more easily access this region, and is thus a

matter of scientific significance. The supercooled liquid film system will be studied to determine

the stability of glassy films created by vapor deposition. This thesis will investigate the cause of

this stability and the details of its mechanisms.
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1.2 Molecular Simulation

The research done in this thesis was completed using two simulation techniques: Molecular

Dynamics (MD) and Monte Carlo (MC) simultions. These techniques are used to simulate many-

particle systems when analytical techniques are either impossible or too complex to be practical.

Simulation is often used as a bridge to connect the physical descriptions of multi-particle sys-

tems to experimental studies. Computer simulations of liquids are often referred to as “computer

experiments.”

1.2.1 Molecular Dynamics

Molecular dynamics (MD) simulations are the most intuitive of the two molecular simulations

and constitute a “brute force” method of simulating the time-evolution of multi-particle systems.

MD simulations proceed as follows: the system’s initial properties, positions and velocities are

selected; the forces on each of the particles are computed; Newton’s laws are then integrated for

each of the particles; and the latter two steps are repeated until the time evolution of the system

for the desired length of time is completed [3]. Upon completion, the averages of measured quan-

tities such as temperature, pressure, kinetic energy etc. are computed and the trajectories of the

individual atoms are output.

The core of the MD simulation is the integration of Newton’s Laws of motion. A variety of

algorithms have been developed for accomplishing this step. The primary MD algorithm used in

this work is the velocity-Verlet algorithm [47, 106]. In this algorithm, a small timestep, ∆t, is

defined and the position and velocity of each particle, represented by the index i, is expanded into

a Taylor series. The algorithm is implemented as follows: [3]

1. ri(t+∆t) = ri(t) + vi(t)∆t+
1
2m

Fi(t)∆t
2

2. ai(t+∆t) = −
∑N

j 6=i
∇U [rij(t+∆t)]

m

3. vi(t+∆t) = vi(t) +
1
2
[ai(t) + ai(t+∆t)]∆t
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A molecular dynamics simulation is primarily implemented in the following steps: initializa-

tion, equilibration, and production. In the initialization phase, the desired number of particles are

placed within a simulation box of a desired volume. For computational ease, they are often placed

on a cubic lattice. The particles are given initial velocities that are chosen from a Boltzmann distri-

bution corresponding to the desired temperature of the simulation. Periodic boundary conditions

are implemented for particles leaving and entering the box. In the equilibration step, an MD simu-

lation is implemented until thermodynamic quantities have reached approximate constant average

values in time, thus indicating equilibrium. In the production phase, MD simulations of a desired

length are performed on the equilibrated system and configurations (the positions, velocities, and

forces of each particle) are output every n timesteps. Upon completion of a production run, the

trajectory may be used to calculate pertinent physical quantities.

Ensembles in Molecular Dynamics

MD simulations are used to simulate the time evolution of a system of N particles within a

volume V. The energy E is a constant of the motion. If it is assumed that time averages of a

system property are equivalent to ensemble averages, then time averages of the results of an MD

simulation are ensemble averages of the microcanonical ensemble [1]. Thus, direct simulation of

other ensembles, such as the canonical ensemble, is not impossible. However, schemes have been

developed that allow other ensembles to be simulated in MD simulations.

The method used in this thesis of performing MD simulations in ensembles other than the

microcanonical ensemble involve the reformulation of the Lagrangian equations of motion of the

system. This method utilizes an extended Lagrangian that contains additional, but artificial, coor-

dinates and velocities. These artificial additions to the Lagrangian may be interpreted as having

connected the system to a thermostat or a barostat that keeps the quantity in question (in this thesis,

the pressure and/or the temperature) relatively constant over the course of the simulation [2]. The

primary ensembles used in this thesis are the canonical (constant N, V and T) ensemble and the

isobaric-isothermal (constant N, P and T) ensemble. These were simulated using the Nosè-Hoover

thermostat and barostat [3].
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1.2.2 Monte Carlo Simulations

In statistical mechanics, average thermodynamic properties of a system are calculated by eval-

uating integrals of the form

〈φ〉 =
∫

d3Nxφ(xN)f(xN). (1.1)

In this equation, x is the position coordinate, N is the number of particles, xN is the set of position

coordinates, φ(xN) is a physical observable, and f(xN) is a probability distribution normalized

such that f(xN) ≥ 0 and
∫

d3Nx f(xN) = 1.

The Monte Carlo method evaluates these integrals by performing trial moves on the particles.

The trial moves may be attempts at translations, rotations, box volume changes or the creation

of particles. These trial moves are accepted or rejected according to the distribution f(xN). If

the system is in a state xN , the trial moves are accepted or rejected according to the following

algorithm:

1. A trial move is attempted that takes the system from state xN to state yN .

2. The distributions f(xN) and f(yN) are calculated.

3. The trial move is accepted with probability A(xN |yN) = min
[

1, f(xN)/f(yN)
]

.

This process is continued until convergence is achieved.

The Gibbs Ensemble

The ensemble used for the Monte Carlo simulations in this thesis is called the Gibbs ensemble.

It is primarily used for calculating phase coexistence curves as these are commonly measured in

experiment. The conditions for phase coexistence in a one component system are such that the

temperature T, pressure P, and chemical potential µ of both phases are equal. However, since T, P

and µ are intensive quantities, no ensemble exists that holds all three constant.

In a series of papers, Panagiotopoulos derived an ensemble such that Monte Carlo simulations

may be used to calculate phase coexistence curves [41, 42]. In this ensemble, the two phases are

kept in separate simulation boxes. The Monte Carlo simulation is performed in either the canonical
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(constant N, V and T) or the isobaric-isothermal (constant N, P and T) ensemble. For this thesis,

the isobaric-isothermal ensemble is used. Trial moves are attempted that insert/delete particles

from one box into the other box, translate/rotate the particles, or change volume of the boxes. In

this manner, the simulation may be continued until the equilibrium condition stated in the above

paragraph is achieved.

1.2.3 The SPC/E Model

The molecular simulation of water provides its own difficulties. In fact, a review listed 46

models of water, each with its own advantages and disadvantages [4]. However, some models

of water are used more than others, and this thesis uses a model that was chosen to best balance

accuracy, computational efficiency and connection to previous studies. For this work, the model of

water used is known as the Simple Point Charge Extended (SPC/E) model [49].

Figure 1.3: Diagram showing model structure of SPC/E water.

The SPC/E model of water is an modified version of a three-site model of water called the SPC

model. This three-site model is shown in figure 1.3. This model contains two hydrogen atoms and

one oxygen atom. These three atoms are connected via rigid bonds of length 1.0 Åand a fixed angle

θHOH . The potential type between the water molecules is of Lennard-Jones plus Coulomb-type and
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has the functional form,

u(rij) = 4ǫij

[

(

σij
rij

)12

−
(

σij
rij

)6
]

+
qiqj

4πǫ0rij
. (1.2)

In this expression, i and j are particle indices with i 6= j, ǫ and σ are the Lennard-Jones site

parameters, and q is a partial charge. The Lennard-Jones sites are situated on the oxygen atoms.

The values given to these parameters are shown in the table below [49].

Table 1.1: SPC/E water model potential parameters

Potential Parameter Value

σ 3.166 Å
ǫ 0.650 kJ/mol
rOH 1.00 Å
∠HOH 109.47
qO -0.8467e
qH |qO|/2

This model is used in this thesis for all situations involving the simulation of water.

1.2.4 The Kob-Anderson Model

The model used in this work to simulate supercooled equilibrium films is called the Kob-

Anderson model [103–105]. In this model, two particles, called A and B particles, make up the

liquid. The A-particles are larger than the B-particles and the liquid that they make up has a mixture

of 80% A-particles and 20% B-particles. These particles interact via a Lennard-Jones interaction

potential (the first term in equation 1.2).

The following table shows the Lennard-Jones parameters for the Kob-Anderson model. In this

table, the parameters for interactions between A and A particles, B and B particles, and A and B

particles are listed as AA, BB and AB respectively. We note that, for this system, the Lennard-

Jones parameters are written in units of σAA and ǫAA.
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Table 1.2: Kob-Andersen potential parameters

Potential Parameters Values

ǫAA 1.0
ǫAB 1.5
ǫBB 0.5
σAA 1.0
σAB 0.8
σBB 0.88

1.3 Analysis of Simulations

Upon completion of simulations, analysis of the results is crucial to the interpretation of the

simulations. The usual outputs from a MD simulation are the positions of all particles at each time

t, and the quantities calculated may only depend on the position variable and time. Fortunately,

the trajectory of the system at each timestep is sufficient to calculate most quantities important to

compare with experimental results. In this section, we will outline the primary quantities calculated

in this thesis, how they behave as a liquid is supercooled, and their relation to quantities measured

in experiments.

1.3.1 Liquid Structure

The structure of the liquid refers to time-independent quantities that quantify how particle

positions are correlated with their positions at later times and with other particles’ positions. These

quantities can be used to determine the short and long-range structural order that is present in the

system. There are two primary quantities that are commonly calculated to get a good picture of

the structure of a liquid: The probability that a particle has a position between r and r + dr, and

the probability that a set of two particles are separated by a distance r′ and r′ + dr′ [5]. The first of

these quantities is the local number density of the liquid, defined as

ρ(r) =

〈

N
∑

i=1

δ(r− ri)

〉

. (1.3)
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. The local number density is defined in terms of the positions of the particles as In this expression,

the sum is over all particles in the system and the angular brackets denote an ensemble average [5].
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)
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Figure 1.4: Plot of density versus z-coordinate of a Kob-Andersen glassy film. Different regions of the
density diagram are labeled and boxed.

The following figure shows an example liquid number density. The density is of a film of Kob-

Andersen particles deposited onto a substrate and therefore is a function of position z. Important

features of the density have been boxed and labeled. Easily seen are the initial decays of the density

when the edges of the film are reached, and the uniform region in the center of the film. The small

peaks just before the uniform region of the film are indicative of features called layers [6]. They

are characteristic of density profiles that are in the vicinity of a surface. Layering affects are seen

in both systems studied in this thesis.

The probability that a set of two particles are separated by a distance r′ and r′ + dr′ is slightly

more complicated. It is defined as

g(r) =
1

ρ

〈

1

N

N
∑

i=1

∑

j 6=i

δ(r− rj + ri)

〉

. (1.4)
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In this equation, the index i is over all particles, and index j is over all particles different from

particle i. This quantity is called the radial distribution function, or the pair correlation function [5].
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Figure 1.5: Radial distribution function of the different phases of water. The red curve corresponds to the
stable liquid, the blue curve corresponds to ice, and the green curve corresponds to the supercooled liquid.
Data taken from L.G. Pettersson and A. Nilsson, J. Non-Cryst. Liquids 407, 399 (2015) and A. K. Soper, J.

Chem Phys. 258, 121 (2000).

The following figure shows the radial distribution function for the SPC/E model of water. It is

a function of radial distance away from the reference particle. The reference particles, in this case,

are the oxygen atoms. Each curve on the figure shows a different phase of water. The red curve

shows the liquid phase at 300 K; the green curve is the supercooled liquid phase [7]; and the blue

curve is the crystalline phase [8]. As can be seen, the liquid phase and the supercooled liquid phase

are very similar. A first large peak is present at approximately the same distance away from the

reference oxygen in each phase. This is indicative of the nearest oxygen neighbors of the reference

oxygens. At larger values of r, this peak if followed a series of smaller peaks before the function

converges to a value of unity. The only differences between the supercooled liquid and the normal

liquid are a difference in heights of the peaks (the supercooled liquid peaks are higher) and width
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(the supercooled liquid peaks are narrower). Their overall structure is very similar. The crystalline

curve, however, is more striking. The crystalline curve has several more peaks indicating a higher

level of order. This is associated with the higher tetrahedral order of ice. As can be seen, the pair

correlation function is indispensable for helping to identify the phase of a substance as well as its

underlying structure.

1.3.2 Liquid Dynamics

Of fundamental importance to the analysis of the dynamics of a liquid is the mean squared

displacement (MSD),
〈

δr2
〉

=

〈

1

N

N
∑

i=1

(ri(t)− ri(0))
2

〉

. (1.5)

In this equation, the angled brackets are an ensemble average and ri(t) is the position at time t. At

short times, particles undergo ballistic motion and 〈δr2〉 ∝ t2 At long times, the motion is diffusive

and the MSD obeys the following relation

lim
t→∞

〈δr2〉 = 2fDt. (1.6)

In this equation, D is the diffusion coefficient, and f is the number of spatial dimensions used to

calculate the MSD [3].

Figure 1.6 shows the mean squared displacements of a bulk Kob-Anderson liquid as a function

of time. Multiple curves are shown on the plot, with each individual curve being at a different

temperature. As can be seen, the motion at long times is linear as in equation 1.6.

At intermediate times, a plateau can be seen developing as the temperature is lowered. This

feature of the MSD is indicative of supercooling and is the result of particles being trapped in

cages of their nearest neighbors. As the liquid is supercooled further, this plateau typically lowers

in height and persists for a longer length of time. This plateau continues to persist for longer and

longer periods of time as the liquid is further supercooled. In the limit that the supercooled liquid
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Figure 1.6: Mean squared displacement of bulk Kob-Anderson particles. Each curve represents a different
temperature and the important regions are labeled and/or boxed.

becomes an amorphous solid, this plateau will persist for longer timescales than are accessible by

experiments.

Density Auto-correlation Functions

Along with the MSD, the primary analysis functions used in this thesis will be density auto-

correlation functions. The easiest to intuit of these is the self-van Hove function which is defined

as

GS(r, t) =
1

ρ

〈

N
∑

i=1

δ(r− ri(t) + ri(0))

〉

. (1.7)

The function GS(r, t)dr may be physically interpreted as the probability that particle i has moved

a distance r in a time t [5].

Although the self-van Hove function is easier to grasp intuitively, the Fourier Transforms of

this function are of importance to analysis of experimental results. In particular, we will analyze

the spatial Fourier Transform of the self-van Hove function
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FS(k, t) =
1

2π

∫ ∞

−∞

GS(r
′, t) exp(ik · r′) dr′ (1.8)

where k is the wavevector. For the confined water system, the wavevector will be denoted by Q.

This function is known as the self-intermediate scattering function (SISF) [5].
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Figure 1.7: Self-Intermediate scattering functions of SPC/E water at a specified Q-value of 1.89−1. Each
curve corresponds to a different temperature.

Figure 1.7 shows the self-intermediate scattering function for bulk SPC/E water as a function

of time. Each curve is for a different temperature, with the longer decays occurring at the lower

temperatures. In general, two different relaxation timescales can be seen. The first is called beta

relaxation and encompasses ballistic motion before the molecule interacts with its neighbors. At

long times, there is a decay that lengthens in time as the temperature is lowered. This is called

alpha relaxation and is often fit to a stretched exponential function, i.e.

FS(Q, t→ ∞) ≈ e−(t/τ)β (1.9)
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At intermediate times, a plateau develops in the self-intermediate scattering function.

This plateau is indicative of the same motion seen at intermediate times in the MSD and implies

that the molecules are trapped in a cage of their nearest neighbors. As with the MSD, this plateau

lengthens as a liquid is supercooled, becoming infinite in length with the transition to an amorphous

solid. An important quantity determined from the SISF is the alpha relaxation time, τα, which is

often defined via

FS(Q, τα) = 1/e (1.10)

At certain points in this thesis, 0.2 will be used instead of 1/e, but it is out of convenience that this

value is used.

The diffusion coefficient extracted from the mean squared displacement and the alpha relax-

ation time are both measured of the average dynamics of particles in the system. In fact, at small

values of the wavevector Q, the two quantities are inversely proportional to each other and are

related through the wavevector Q by,

τα =
1

|Q|2D. (1.11)

Figure 1.8 shows the alpha relaxation time, τα of SPC/E water at a Q-value of 1.89 −1 versus

temperature. It also shows the diffusion coefficient for SPC/E water calculated in the form of

equation 1.11. As can be seen, the two quantities have the same quantitative behavior, with only

small differences occurring as the temperature is lowered. This difference is to be expected. As the

temperature is lowered, the dynamics change and are better described as a stretched exponential.

Average Dynamics

The behavior of the alpha relaxation time and the diffusion coefficient with temperature is a

way of quantifying how the average dynamics of a given system vary as the temperature is lowered.

These dynamics vary in specific ways for different types of glasses, but may be categorized as

having Arrhenius dynamics or non-Arrhenius dynamics.

In Arrhenius dynamics, the relaxation time (or the inverse diffusion coefficient) versus temper-

ature can be fit to the Arrhenius equation,
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Figure 1.8: The alpha relaxation time, and the diffusion coefficient in the form of equation 1.11 are shown
versus temperature for SPC/E water. The blue curve is the alpha relaxation time, while the red curve is the
diffusion coefficient.

τα(T ) = τ0e
EA
kBT (1.12)

where kB is Boltzmann’s constant and EA is an activation energy [9]. Glasses that have Arrhenius

dynamics are called strong glasses. In contrast, a glass that has non-Arrhenius dynamics is called a

fragile glass. These glasses generally fit to an equation attributed to Volger, Fulcher, and Tamman

(VFT) [10–12] given as,

τα(T ) = τ0e
A

T−T0 (1.13)

where T0 represents a temperature at which the relaxation time diverges and A is a constant akin

to an activation energy.

Figure 1.9 shows the viscosity of a variety of glass-forming materials versus Tg/T , where Tg

is the glass transition temperature. The viscosity is related to the diffusion coefficient (and hence

the alpha relaxation time) through the Stokes-Einstein equation,

16



Figure 1.9: Arrhenius plot of multiple glass-formering materials highlighting Arrhenius and non-Arrhenius
dynamics. Republished with permission from the American Association for the Advancement of Science.
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D ∝ kbT

η
, (1.14)

where η is the viscosity. The materials in figure 1.9 that follow a straight line are those that have

Arrhenius dynamics, and are labeled in the figure as strong. Those that do not follow a straight

line have non-Arrhenius dynamics, and are labeled in the figure as fragile.

1.4 Confined Supercooled Water in Silica Nanopores

Despite its omnipresence in our lives, water on a scientific level still contains mysteries. The

molecule’s affinity for hydrogen bonding makes the study of its properties at supercooled temper-

atures a daunting task. In fact, water in the bulk is impossible to supercool past a certain temper-

ature. This temperature is known as the homogeneous nucleation temperature. At temperatures

below the homogeneous nucleation temperature , which is approximately 235 K, nucleation sites

spontaneously form in the bulk liquid. This results in crystallization of the liquid. If pressures of

up to 0.3 GPa are applied, the the homogeneous nucleation temperature may be lowered by about

50 K, but crystallization is still inevitable [19]. These areas of the supercooled liquid phase of

water have been given the nickname “no-man’s land.” At ambient pressure, this region is between

approximately 230 K and 150 K.

The following figure shows the pressure-temperature phase diagram of water between the tem-

peratures of 273.15 K and 73 K. The “no-man’s land” section of the phase diagram is bounded by

the dashed lines and coexistence curves are shown as solid black lines. As can be seen from the

figure, the region is bounded below by two types of amorphous solid: low density and high density.

These two types of amorphous solid may be experimentally created through vapor deposition, vit-

rification of micron-sized water drops through hyperquenching, and amorphization of ice through

high pressure or radiative means [20]. The region is bounded above by supercooled water, which

is created by the method of quenching a bulk water sample.

The “no-man’s land” region of the supercooled water phase diagram thus remains a difficult

to explore region. As a result, methods have had to be developed in order to study this region.
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Figure 1.10: Phase diagram of supercooled and amorphous water. The no-man’s land region has been
highlighted and coexistence curves between supercooled liquid and amorphous solid and supercooled liquid
and stable liquid are shown and the different regions are labeled. Data taken from K. Amann-Winkel,
R. Böhmer, F. Fujara, C. Gainaru, B. Geil, and T. Loerting, Rev. Mod. Phys. 88, 011002 (2016).
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The most promising of these systems for a model of supercooled water is water under heavy con-

finement. The following sections will outline the effects that heavy confinement has on water; the

types of confinement and the materials materials used for them; and the connection of molecular

simulation studies of highly confined water with experiment.

1.4.1 Motivation for Studying Nano-Confined Supercooled Water

The primary motivation for studying supercooled water under high confinement is that heavy

confinement supresses water’s transition to the crystalline phase. The melting temperature of wa-

ter under high confinement in cylindrical nanopores has been shown to lower as as the radius

decreases. [33]

Through thermodynamic arguments, it is possible to understand the physics of this phenomenon

by balancing the free energy contributions from the solid and liquid phase from both interfacial

(next to the pore wall) and bulk water inside the pore. Using this analysis, it has been found that

cylindrical pores of radius R obey the following relation,

∆Tm = Tm − Tm,pore =
2Tm(γws − γwl)v1

Rhm

. (1.15)

In this equation, Tm and Tm,pore are the melting temperatures of bulk liquid and liquid confined to

the pore respectively; γws and γwl are wall-solid and wall-liquid surface tensions; v1 is the molar

volume of the liquid; and hm is the molar enthalpy of melting [13].

Figure 1.11 shows the melting temperature of water confined to cylindrical, silica nanopores

versus the inverse radius of the pores [14]. Two types of silica nanopores are shown, MCM-41

and SBA-15, to get the largest temperature range. The homogeneous nucleation temperature is the

dotted horizontal line. As can be seen, the melting temperature lowers dramatically as the radius

of the nanopore is lowered. In fact, the melting temperature of water in a 4 Å and smaller radius

pore is below the homogeneous nucleation temperature.
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Figure 1.11: The melting temperature of confined water versus pore radius are shown. Data is collected
from two confining systems: MCM-41 and SBA-15 and is taken from G.H. Findenegg, S. Jähnert, D.
Akcakayiran, and A. Schreiber, ChemPhysChem, 9 2651-2659. Copyright 2008 Wiley-VCH.

This implies that the “no-man’s” land of the supercooled water phase diagram may be bypassed

using nano-confinement, and it is indeed an area of high focus. In particular, the average dynamics

of nano-confined water have been shown to have both Arrhenius and non-Arrhenius regimes.

Figure 1.12 shows the inverse diffusion coefficient of water confined in MCM-41 silica nanopores

versus inverse temperature. As can be seen, when compared with figure 1.9, there are in fact two

dynamic regimes. The first occurs for T > 230K and is non-Arrhenius in nature. The second

occurs for T < 230K and is Arrhenius in nature. Why this change in dynamics occurs is still a

matter of controversy [20].

1.4.2 MCM-41 Nanopores

Many different materials can be used to put water under heavy confinement. In general, the

materials used can be classified into two groups: hard and soft confinement. Soft confinement

involves combining water with a solute in order to simulate confinement. The materials used for

soft confinement are sugars, salts, biomaterials, liquid crystals etc [19]. This thesis will not inves-
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Figure 1.12: Arrhenius plot of several experimental studies of confined water systems. Reprinted with

permission from S. Cerveny, F. Mallamace, J. Swenson, M. Vogel, and L. Xu, Chemical Reviews 216 7608-

7625 (2016). Copyright 2016 American Chemical Society.

tigate soft confinement, and instead will focus on hard confinement. Hard confinement involves

the confinement of water in rigid nanoporous structures. These structures vary in terms of material

and geometry but are generally classified in terms of the length scale of their confinement [19].

As experimental techniques such as quasi-elastic neutron scattering (QENS) use macroscopic

samples of the material to be used for hard confinement, it is useful that the material being used

has regularity in its nanoporous structures. As a further restriction, materials that have minimal

interaction with water at the surface of the nanopores are desired as water interaction with the pore

surface would affect the overall behavior of the water within the pores and hinder comparison with

water in the bulk. Two materials are known for these properties: SBA-15 and MCM-41, both of

which being mesoporous silica [19]. MCM-41 has a simpler structure than SBA-15, and so this

thesis has made MCM-41 the primary focus for generating results.

MCM-41 was developed by the Mobile corporation in 1983. It consists of cylindrical nanopores

the radii of which may be controlled by the synthesis of the material. Figure 1.13 shows a picture
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Figure 1.13: Structure of MCM-41 material. Reprinted with permission from C. Bertrand, Y. Zhang, S.H.

Chen, Phys. Chem. Chem. Phys. 15, 721 (2013). Copyright 2013 Wiley-VCH.

of the general structure of MCM-41 hydrated with water. As can be seen, the structure consists of

stacked cylindrical nanopores that, in general have the same radius [23].

1.4.3 Connection with Experiment

The focus of this thesis’ study of confined supercooled water in MCM-41 nanopores will be

the connection of molecular dynamics simulations with quasi-elastic neutron scattering (QENS)

studies. QENS experimental studies measure the dynamic structure factor, S(Q, ω) of the mate-

rial being studied [5]. The dynamic structure factor is related to the previously mentioned self-

intermediate scattering function (SISF) via a Fourier transform

S(Q, ω) =
1

2π

∫ ∞

−∞

FS(Q, t)e
iωt dt (1.16)

Although direct comparison of a SISF calculated via a molecular dynamics simulation and a dy-

namic structure factor extracted from a QENS study is difficult due to the specifics of the experi-

ment, a qualitative comparison may be performed.

The total self-intermediate scattering functions of water are a function of translational, rota-

tional and vibrational motion. In general,
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FS(Q, t) = F T
S (Q, t)F

R
S (Q, t)F V

S (Q, t) (1.17)

where T, R and V stand for translational, rotational, and vibrational respectively. QENS exper-

iments cannot resolve vibrational motion [15], and so for the purposes of this thesis it can be

assumed that F V
S (Q, t) = 1. However, there still remains the contributions from translational and

rotational motion to the QENS spectra.

It is not possible for QENS experiments to separate the rotational and translational parts of the

spectra, so it is often assumed that the rotational and translational motion is uncoupled, i.e.

FS(Q, t) ≈ F T
S (Q, t)F

R
S (Q, t). (1.18)

In general, this assumption is not perfectly valid so it would be helpful to estimate the coupling

of translational and rotational motion. Luckily, molecular dynamics simulations have access to

translational and rotational motion separately, and so can provide a jumping-off point to measure

the coupling of the two types of motion. Previous molecular dynamics studies of this system have

used the connected SISF, defined as,

F con
S (Q, t) = FS(Q, t)− F T

S (Q, t)F
R
S (Q, t), (1.19)

to measure translational-rotational coupling.

Figure 1.14 shows the connected self-intermediate scattering function for water confined to

MCM-41 nanopores of three different radii at a temperature of 300 K. Each figure is a different

Q-value in the axial direction of the pore. As can be seen, the translational-rotational coupling

contributes a small, but not negligible amount to the total SISF. The connected SISF rises to a

maximum as time increases and decreases at large times. There is more coupling in the smaller

pore sizes and the larger Q-value. How this function behaves with temperature is investigated in

chapter 3.
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Figure 1.14: Connected self-intermediate scattering function for water confined in three sizes of model
MCM-41 nanopores. The temperature is 300 K. Each panel shows a different Q-value with the inset showing
the Q-vector. Reprinted with permission from A.A. Milischuk, V. Krewald, and B.M. Ladanyi, J. Chem. Phys.

136, 224704 (2012).

25



1.5 Creation of Ultra-Stable Glasses via Vapor Deposition

Glasses are ubiquitous in their use today. With so many types and creation techniques, what

makes some glasses more advantageous to use than others? Kinetic stability, the glass’ tendency

to remain a glass, is a major source of advantageous properties of glasses. Glasses made through

the process of vapor deposition have been shown to be ultra-stable. This section will discuss what

makes ultra-stable vapor deposited glasses so advantageous and will provide evidence as to the

source of this ultra-stability.

1.5.1 Vapor-Deposited Glasses: Creation and Properties

We will overview the creation and properties of vapor-deposited glasses in this section. In the

process, particles are bled off of a coil, and journey across the vacuum, at a rate pre-determined

by the coil, and settle on a substrate at the bottom of the chamber. The particles are built up, layer

by layer, until a suitable thickness is achieved on top of the substrate. The choice of substrate,

chamber temperature, and deposition rate are crucial to the final result, and may be tailored to

create the desired product.

Glasses prepared in this manner have been shown to be ultra-stable, but what exactly does

“ultra-stable” mean? From a intuitive standpoint, stability of a glass would be related to the glass’

ability to remain a glass and not transition into the crystalline phase as time passes. Crystallization

would inherently change the thermodynamic properties of the glass over time and a desirable

property of a glass would be a high ability to resist crystalization. Glasses are often chosen for

applications like optics for being very homogenous on macroscopic scales, and thus, a glass that

slowly loses homogeneity over time due to crystallization would be an undesired property. Vapor-

deposited glasses provide a means for creating ultra-stable glasses.

In addition to ultra-stability, vapor-deposited glasses have a number of other interesting and

highly practical properties. Vapor-deposited glasses have been shown to have a higher density than

glasses created by liquid cooling [16]. High densities glasses would require long time scales to
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Figure 1.15: Molar volume of tris-naphthylbenzene (1,3-bis(1-naphthyl)-5-(2- naphthyl)benzene) versus
temperature. Reprinted with permission from M.D. Ediger, J. Chem. Phys. 147, 210901 (2017). Copyright

2017 American Physical Society.

be created by simply cooling a liquid, and thus vapor-deposition is an ideal candidate for creating

these types of glasses. This property is important for industrial and/or medical applications.

Figure 1.15 shows the results of the density of a vapor-deposited glass versus a glass created by

ordinary liquid cooling [16]. As can be seen from the figure, the vapor-deposited substance exhibits

a much higher density than the ordinary liquid-cooled substance even at temperatures above the

glass transition. In order to achieve similar densities, the ordinary glass would have to be cooled to

a far lower temperature. This would require far more time as the glass would need to be cooled at a

much slower rate. Thus the vapor-deposited glass is a far easier method of achieving high density

glasses.

Another property of vapor-deposited glasses that is in contrast to their liquid-cooled counter-

parts is their lower heat capacity. For processes like lithography, a glass with a low heat capacity

can save energy during the process. Figure 1.16 shows the heat capacity of a conventional glass

versus an ultra-stable vapor-deposited glass. As can be seen at a temperature of about 3 K, the heat

capacities of the two glasses separate. At all temperatures below 3 K, the vapor deposited glass
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Figure 1.16: Heat capacity at constant pressure versus temperature for a vapor-deposited glass as opposed
to a conventional glass created via liquid cooling. Data taken from Perez-Castaneda et al., Proc. Natl. Acad.
Sci. U. S. A. 111, 11275-11280 (2014). Copyright 2014 Authors.

has a lower heat capacity than the conventional glass created through liquid cooling. Thus vapor-

deposited glasses are a method of creating glasses with lower heat capacity than those created via

liquid cooling.

1.5.2 Explanation of Ultra-Stability in Vapor-Deposited Glasses

The stability, high density, and lower heat capacity of vapor-deposited glasses when compared

to ordinary liquid-cooled glasses is an interesting scientific phenomenon. An explanation as to the

source of these properties is needed. This section will provide an explanation for these properties,

the evidence for this explanation, as well as areas of further understanding.

It was noted above that the rate of deposition is very important to the overall characteristics of

the material created by vapor deposition. This is, in large part, due to the mobility of the particles

that are on the surface of the deposited film. As intuition suggests, it is far easier to move around

when you are on the surface of something as opposed to being surrounded by it. The same can

be said for particles on the surface of the deposited film. Particles in a vapor-deposited glass,
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having spent at least some of their time on the surface of the glass, have had the opportunity to

explore more of the configurational space accessible to them. Thus, they have been able to settle

into a lower potential energy state than those particles that were simply cooled down in the bulk.

Particles in a glass are trapped for an enormous amount of time within cages made of their nearest

neighbors. Being vapor-deposited at a slower rate allows these particles to choose their neighbors

more carefully.

Figure 1.17: Potential energy versus temperature for liquid-cooled glasses and glassy films that were de-
posited at different rates. The solid lines represent liquid-cooled glasses with different cooling rates, and
the open triangles are vapor deposited glasses at different deposition rates. The black line represents an
equilibrium supercooled liquid. Reprinted with permission from L. Berthier, P. Charbonneau, E. Flenner,

and F. Zamponi Phys. Rev. Lett. 119, 188002 (2017). Copyright 2017 American Physical Society.

Figure 1.17 shows the average potential energy of vapor-deposited glasses and liquid-cooled

glasses vs. temperature [74]. The open triangles represent a vapor-deposited glass that was de-

posited at a different rate with the red triangles having the fastest rate of deposition and blue hav-

ing the lowest rate of deposition. As can be seen, at all temperatures, the glass having the slowest

deposition rate has the lowest potential energy. Thus, the deposition rate plays an important role in

the stability of vapor-deposited glasses, and thus do the motion of the surface particles.
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As further evidence that the surface particles are responsible for the ultra-stability of vapor-

deposited glasses, we will examine the mobility of the surface particles. If the surface particles

have a significantly higher mobility than those particles in the bulk of the film, this will lend

credence to the idea that surface particles explore more of the available configurational space.

Figure 1.18: Arrhenius plot of the alpha relaxation time for particles that start in the bulk region of a glassy
film (orange) and particles that start on the surface of a glassy film (green). Reprinted with permission from

L. Berthier, P. Charbonneau, E. Flenner, and F. Zamponi Phys. Rev. Lett. 119, 188002 (2017). Copyright

2017 American Physical Society.

Figure 1.18 shows the relaxation time as a function of inverse temperature for a vapor-deposited

glass [74]. The two curves shown are for particles that started within the bulk of the vapor-

deposited film (orange), and particles that began on the surface of the vapor-deposited film. As

can be seen, the particles that began on the surface of the film are more mobile than particles that

began within the bulk region of the film at all temperatures. At the lowest temperature, the two

regions differ in their relaxation times by almost four orders of magnitude. Thus, it can be con-

cluded that the particles at the surface of a vapor-deposited film are much more mobile than their

counterparts within the bulk of the film.
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At this point, it becomes necessary to address the next steps within research of this area. The

average nature of the the dynamics of the surface particles as opposed to the bulk particles has

been examined and the contrast has been shown to be quite different. What remains to be seen

is the nature of the single-particle dynamics of these regions. Do the particles on the surface

behave dynamically very differently than those within the bulk, or do they behave similarly but on

drastically different timescales? These are some of the questions that still remain unanswered, and

will be given answers in Chapter 4.

1.6 Overview

This thesis will be divided into five chapters including this introduction. The second chapter

will consist of the analysis of the methods used and the structure of confined supercooled water in

hydrophilic MCM-41 nanopores of three sizes. This chapter will explore the techniques used for

creating and hydrating the nanopores; the density of the water with the nanopore; the orientation

of the water molecules within the pore; and the degree of tetrahedral ordering of the molecules

within the pore.

The third chapter will delve into the dynamics of confined supercooled water in hydrophilic

MCM-41 nanopores of three sizes. It will investigate the qualitative behavior of the total, trans-

lational rotational and connected self-intermediate scattering functions. This chapter will also

investigate the mean squared displacements, alpha relaxation times and SISFs for water molecules

that start in different regions of the pore. It will also quantify the temperature behavior of the alpha

relaxation times and the diffusion coefficients.

The fourth chapter will focus on the single particle dynamics of a glassy film of Kob-Anderson

particles. After providing an introduction to the material, this chapter will describe the creation of

the glassy film as well as the details of the simulations run. Then, it will investigate the general

properties of the film such as the self-intermediate scattering functions for particles that start in the

bulk of the film and for particles that start at the surface of the film. The temperature behavior of the

alpha relaxation times for particles that start in the bulk/surface regions will also be investigated.
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The chapter will then investigate the single particle dynamics of the glassy film by calculating

the probability of the logarithm of single particle displacements for particles that start in the bulk

region of the film and for those particles that start on the surface of the film. The aim of this section

will be to compare the dynamics of the two regions of the film to elucidate the underlying behavior.

The final chapter will provide the conclusions made upon completion of the studies of both

systems. It will also identify directions that future studies could use as a basis for investigation.
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Chapter 2

Supercooled Water Confined in Hydrophilic Silica

Nanopores: Background, Methods and Structure

This chapter is based on the first paper [18] I completed in Professor Ladanyi’s group. This

paper was entitled “Self-intermediate scattering function analysis of supercooled water confined in

hydrophillic silica nanopores” and was authored by Kuon, Milischuk, Ladanyi, and Flenner. I was

the first author on this paper for modeling and analyzing the system that appears in the paper.

2.1 Background

Nano-confinement of water has biological and industrial applications, and so it is important

to understand its effect on water. From a chemical and physical perspective, the dynamics of

supercooled nano-confined water is of fundamental interest [19]. If the confining geometry is

such that it restricts the formation of the crystalline phase, it is possible to supercool water below

the homogeneous nucleation temperature [20, 21]. Thus, nano-confinement offers a method of

studying the dynamics of amorphous water at a temperature that is not possible for water in the

bulk. However, due to the influence of the confining geometry and the water-surface interactions,

the structure and dynamics of the water may be influenced by the confinement [22].

If water’s confining geometry is that of the approximately cylindrical nano-pores of MCM-

41, the water seems to be less influenced by the presence of the confining wall than with other

materials [19, 23]. Thus, confining water within MCM-41 is suitable for studying the dynamics

of supercooled water, and many experimental and simulational studies of this system have been

performed at various pore radii [24–27, 29–31, 33–35]. It has been shown that, in general, the

translational and rotational dynamics for nano-confined water slow down relative to the bulk at a

given temperature [22]. The temperature dependence of the relaxation time of nano-confined water

has also received much attention due to an apparent fragile-to-strong crossover transition [28].
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Anisotropic dynamics within the pore however, make interpreting experimental results complicated

[26, 27] .

Quasi-elastic neutron scattering (QENS) is a tool frequently used to examine the dynamics

of water confined in MCM-41 nanopores [28–31, 33, 35]. It is generally assumed in analyzing

QENS results that the signal is a product of translational, rotational, and vibrational components

[36]. To further simplify analysis, it is also frequently assumed that the vibrational component

is too fast to be resolved using QENS [37], and so it is not included in the analysis. As a result,

several different approximations have been developed for analyzing the rotational and translational

contributions to the QENS signal [36]. A quantity that is related to the dynamic structure factor

obtained from QENS studies, the self-intermediate scattering function (SISF), can be calculated

by molecular dynamics simulations to examine the accuracy of these approximations. How the

anisotropic dynamics change the SISF can also be examined by molecular dynamics simulations.

Milischuk, Krewald and Ladanyi [27] examined the time and wavevector Q dependence of

the SISF, FS(Q, t), of the water hydrogens for water confined in model MCM-41 nanopores of

various radii at 300 K to aid in the interpretation of QENS studies. In this study, they examined

the dependence of the SISF on the momentum transfer Q and the pore diameter. How the SISF

was influenced by the water molecules next to the silica surface, and the extent of the rotational-

translational coupling in the SISF was also examined. Their conclusions stated that there was a

strong dependence of the SISF on the pore size due to the decreased mobility next to the silica

surface. They also concluded that the relaxation time of the SISF depends on the direction of Q.

For the interpretation of QENS signals in the supercooled regime to be consistent, the ap-

proximations that are used to analyze the data need to be weakly temperature dependent, i.e., the

approximations should accurately represent the data at all temperatures.. In this work we analyze

the temperature dependence of the SISF for water hydrogens for the different pore sizes. The tem-

perature range that we use spans 300 K to 210 K, which is in the midly supercooled regime for the

SPC/E model of water. This is done for pore sizes of 40, 30, and 20 Å. The temperature depen-

dence is also investigated for the anisotropic dynamics and the rotational-translational coupling.
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We conclude that the rotational-translational coupling increases slightly with decreasing temper-

atures and that the dynamics, while displaying a large slow down, becoming only slightly more

anisotropic.

This chapter is organized in the following manner. In Sec. 2.2, the molecular models and

simulation methods that were used in the study are described. Included in this is a description

of the procedure used to generate and hydrate the nanopores. Some difficulties that arose in the

pore hydration process are also explained, as it was discovered that the process was taking a large

amount of time to reach equilibrium. In sec. 2.3, we analyze the structure of the liquid using several

methods. We examine the water density as a function of radial distance and how it is affected by

the pore size and the temperature decrease. We also perform this analysis for two other important

structural properties of water: the angular probabilities and the tetrahedral order parameter. The

angular probabilities are determined with respect to the pore surface normal.

In the final section, section 2.4, we examine the mean squared displacements (MSDs) of the

water molecules confined to the pores. We examine the MSDs in two directions: the axial (z)

direction, and the radial (r) direction. We also investigate how the MSDs behave as they vary with

pore size and temperature.

2.2 Methods

2.2.1 Pore Construction

Supercooled water was simulated using the simple point charge/extended (SPC/E) model of

water, and the procedure used follows earlier studies [26, 27]. We studied three pore radii: 40, 30,

and 20 Å..

The pores were generated using the procedure developed by Gulmen and Thompson [38]. In

this procedure, a resist is created and is modeled as a set of repulsive beads positioned in an

orthorhombic box in the shape of a cylinder of the desired radius. For clarity, the cylinder is

created by placing the repulsive beads uniformly on a set of circles of radius rBE . The number of

beads are NBE = (z) × (xy) = (# stacks) × (#beads per stack). The circles were stacked on
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top of one another with a separation of 2.5 Å. A given number of SiO2 groups are then placed in

the box around the arrangement of the repulsive beads. The diameter of each pore, the number of

SiO2 molecules in each pore, and the values of rBE , are given in Table 2.1

Table 2.1: Parameters used in the construction of the silica nanopores

d (Å) # SiO2 NBE NBE = (z)× (xy) rBE/Å

20 2932 56 7× 8 3.0
30 2604 120 10× 12 8.0
40 2121 256 16× 16 13.5

The SiO2 groups were arranged within the box according to the β-crystoballite structure. This

structure is shown in 2.1. The Si and O atoms interacted with the repulsive beads as a C12/r
12

repulsion. The parameter C12 was chosen such that, upon equilibration of the system, interactions

between the pore atoms on the surface and the repulsive beads were less than kBT with T = 300K.

This was done to minimize the affect of the beads’ removal on the pore atoms. In this portion of

the construction, the potential for the SiO2 molecules is given by,

u(r) =
qαqβ
r

+ A exp(−br)− c

r6
. (2.1)

This potential is called the van Beest-Kramer-vanSanten potential [32].

2.2.2 Pore Hydration

Once the pores were created, they were hydrated using two-box Gibbs ensemble Monte Carlo

simulations using the TOWHEE simulation software [41–43]. The first box contained the empty

pore to be filled. The second box contained water at a temperature of 300 K and a pressure of 4

kPa. The pressure was chosen to be slightly higher than the 3.6 kPa vapor pressure of SPC/E water

at 300 K. During the simulation, the volume of the first box was kept constant, while the volume of

the second box was allowed to fluctuate. The number of water molecules in both boxes remained
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Abstract. Cristobalite, a high temperature phase of silica, 

SiO2, undergoes a (metastable) first-order phase transi- 

tion from a cubic, Fd3m, to a tetragonal, P43212 (or 

P41212), structure at around 220 ~ C. The cubic C9-type 

structure for/?-cristobalite (Wyckoff 1925) is improbable 

because of two stereochemically unfavorable features: 

a 180 ~ Si-O-Si angle and an Si-O bond length of 1.54 ~ ,  

whereas the corresponding values in tetragonal e-cristo- 

balite are ~ 146 ~ and 1.609 ~ respectively. The structure 

of the/?-phase is still controversial. To resolve this prob- 

lem, a symmetry analysis of the FdJrn~P43212 (or 

P41212) transition in cristobalite has been carried out 

based on the Landau formalism and projection operator 

methods. The starting point is the ideal cubic (Fd3rn) 
C9-type structure with the unit cell dimension a 

(7.432 ~)  slightly larger than the [~nown a dimension 

(7.195 ~ at 205 ~ C) of/?-cristobalite, such that the Si-O- 

Si angle is still 180 ~ but the Si-O bond length is 1.609 ~.  

The six-component order parameter driving the phase 

transition transforms according to the X,  representa- 

tion. The transition mechanism essentially involves a si- 
multaneous translation and rotation of the silicate tetra- 

hedra coupled along (I10) .  A Landau free-energy ex- 

pression is given as well as a listing of the three types 

of domains expected in e-cristobalite from the/3--,e tran- 

sition. These domains are: (i) transformation twins from 

a loss of 3-fold axes, (ii) enantiomorphous twins from 

a loss of the inversion center, and (iii) antiphase domains 

from a loss of translation vectors  89 (110) (F---,P). These 

domains are macroscopic and static in e-cristobalite, and 

microscopic and dynamic in /?-cristobalite. The order 

parameter t/, couples with the strain components as e~/2, 

which initiates the structural fluctuations, thereby caus- 
ing the domain configurations to dynamically inter- 

change in the/?-phase. Hence, the e-/? cristobalite transi- 
tion is a fluctuation-induced first-order transition and 

the ]3-phase is a dynamic average of e-type domains. 

Introduction 

The high temperature phase of silica, SiO2, stable be- 
tween 1470 ~ C and the melting point 1728 ~ C, is known 

as/?-cristobalite (Fig. 1) which persists metastably down 

to about 275~ and inverts to the low temperature 

phase e-cristobalite (Fig. 2). The e-/? phase transition 

is rapid and reversible, but shows a strong hysteresis 

effect and is first-order (see e.g. Leadbetter and Wright 

1976). The structure of e-cristobalite (tetragonal, P43212 

'1 

~ 0 . ~  

L].S.? 

26 

1.3.$.? 

~ 9 . t *  

(b? 

Fig. la, b. Ideal C9 structure (cubic, Fd3m) of/~-cristobalite; (a) 
projection on (001), (b) on (110). Small filled circles are Si atoms 
and large open circles are oxygen atoms. Heights are in multiples 
of c/8 or a[110]/8 (reproduced from O'Keefe and Hyde 1976) 

Figure 2.1: The ideal C9 cubic structure of β-crystobalite. (a) shows the projection on (001) and (b)
shows the projection (110). The small filled circles are Si-atoms and the large, open circles are O-atoms
(reproduced from Hatch 1991).
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constant, but molecules could be deleted from one box and placed into the other. Translational, ro-

tational, molecule insertion, and molecule deletion moves were performed on the water molecules

until a plateau was observed in the number of water molecules within the box containing the pore.

After approximately 15,000 Monte Carlo cycles, where a move is attempted on every molecule, a

plateau was observed. Once the Monte Carlo simulations were complete, all water molecules in

the first box outside of R + 5 Å were removed from the box, where R is the radius of the pore.

These water molecules resided within voids in the silica matrix and their placement would not be

physical due these voids having no entrance or exit. The final configurations were then used as

initial configurations in molecular dynamics simulations.

The method described above gives a density of water molecules in the pore that is close to ex-

perimental measurements and is close to the density used in previous studies [22,34]. Despite this,

we examined the procedure to determine the sensitivity of the results on variations in the parameter

used. Although the procedure produced consistent results, we found that the water molecules in

the second box had condensed into small clusters and that the number of water molecules within

the pore continued to increase despite a large simulation time, indicating that the water box/filled

pore system was not in equilibrium.

Figure 2.2: Renderings of: (a), the empty 20 Å pore, and (b), a hydrated 20 Å pore

Figure 2.2 and figure 2.3 show the pore box and water box, respectively. In both figures, (a)

shows the state of the system at the start of the Monte Carlo simulation, while (b) shows the state
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Figure 2.3: Renderings of: (a), the water-filled second box corresponding to the empty 20 Å pore, and (b),
the water-filled second box. These boxes correspond to the above figure showing the empty and hydrated
20 Å pore.

of the system when the pore is approaching full hydration. The pore size is 20 Å. In figure 2.3

it can be clearly seen that the water molecules are distributed relatively uniformly throughout the

box at the beginning of the simulation. However, when the pore is almost hydrated, (b) shows that

the molecule have indeed condensed into small clusters. The presence of these clusters seems to

hinder the system from reaching equilibrium at a reasonable rate and instead the amount of waters

within the pore slowly increases and it is unclear how long this process would take.

In light of this, we attempted to hydrate the pore with the second box having water equilibrated

at 300 K and 4 kPa, but the first box contained a previously hydrated pore [44–46]. The Monte

Carlo simulations were run as previously described. In this case, it was found that the number

of molecules within the pore decreased slightly. However, this decrease occurred at a rate of

approximately 15 molecules per 35,000 Monte Carlo cycles. Again, equilibrium was approached

very slowly.

An attempt was also made to hydrate the pore with the second box containing water at a tem-

perature of 300 K and at ambient pressure (101 kPa). Again, the first box contained an already

hydrated pore. In this case, the number of molecules in the pore decreased as in the previous anal-

ysis, but at a much faster rate. However, it was again unclear how long the Monte Carlo simulations

would need to be run in order to reach equilibrium.
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Table 2.2: Potential parameters for the atomic species used in this study

Interaction Site q/e ǫ (kJ/mol) σ ()

Ow -0.8476 0.650 3.166
Hw 0.4238 ... ...
Si 1.28 ... ...
OSi -0.64 1.912 2.700
OOH -0.74 1.912 3.000
HOH 0.42 ... ...

From these simulations, we conclude that the Monte Carlo simulation time needed to hydrate

the pore to equilibrium would take a prohibitively long time. It is suggested that further work be

undertaken to examine the dynamics of the system to determine if small changes in the hydration

procedure significantly change the dynamics of the system. In order to make contact with previous

work, we used previously hydrated pores using the original method described above.

2.2.3 Model and Simulation Details

The simulations performed in this study were performed at temperatures of 250 K, 240 K, 230

K, 220 K, and 210 K using the NVT ensemble with a Nosè-Hoover thermostat and a relaxation

constant of 50 ps. The simulations were run using the DL_POLY_2 simulation package. The

initial condition for the next lowest temperature was an equilibrium condition for the next highest

temperature. The system was equilibrated for at least 10 ns and at least four production runs of

length 10 ns were run. These lengths of time were chosen to be approximately 100 times the

relaxation time of the system.

The interaction potential between particles i and j was of Lennard-Jones plus Coulomb type,

and is defined as

U(rij) = 4ǫij

[

(

σij
rij

)12

−
(

σij
rij

)6
]

+
qiqj

4πǫrij
. (2.2)

Lorenz-Berthelot combining rules were used for the LJ parameters [48], and are defined as

ǫij =
√
ǫiǫj (2.3)
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σij =
σi + σj

2
. (2.4)

The simple point-charge/extended (SPC/E) model [49] was used to model the water molecules,

with the LJ parameters given by Bròdka and Zerda [52]. The partial charges were given by Gulmen

and Thompson [53]. These parameters are given in Table 2.2, where atoms without Lennard-Jones

sites are marked with by ellipses.

2.3 Water Structure

How the confinement, pore size, and temperature affect the structure of the water will be ex-

plored in this section. Several structural quantities will be analyzed in this section, including the

radial density profile; the probability distribution of the water molecules’ orientation relative to the

pore surface; the radial distribution function corrected for exclusion effects from the presence of

the pore, and the tetrahedral order parameter.

2.3.1 Radial Density Profile

This subsection will study the radial density profile. Previous simulations have demonstrated

a variation in the density profile near the pore surface. The water dynamics can be influenced by

both the pore surface and the variation of the density profile. We will be interested in how the

radial density profile varies with temperature and pore size.

The radial density profile is defined as

nW (ρ) =

NW
∑

i=1

mi

〈

δ(r− rCM
i )

〉

, (2.5)

where rCM
i is the water molecule center of mass, mi is the mass of the water molecules, NW is the

number of water molecules, and ρ2 = x2 + y2 is the radial distance from the center of the pore.

Figure 2.4 shows the radial density profile for waters in all three pore sizes and at four tempera-

tures. Near the center of the pore, the radial density profile is uniform and approximately constant.

The density in this region has a value of ∼ 0.9 g/cc. The density value in this region is consistent
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Figure 2.4: Radial density profile of the center of mass of the water molecules confined in the 40 Å pore
(black line), the 30 Å pore (red line), and the 20 Å pore (blue line) for (a) T = 250K, (b) 230K, (c) 220K,
and (d) 210K. The dashed lines indicated the radius of the pore. The 30 Å pore is offset by 0.2 g/cc and 20
Å pore is offset by 0.4 g/cc.
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with previous simulations of 40 Å diameter pores. There are one to two peaks present near the

pore wall. This is indicative of non-uniform water structure next to the pore wall. Close to the pore

wall, the density rapidly decays to zero, but there are a non-zero number of particles outside of the

defined pore radius. This is due to the roughness of the silica matrix.

Given the behavior of the radial density profile, the pore may then be divided into two regions:

the core region and the shell region. The core region is defined as the region in the center of the

pore wherein the density is approximately constant and uniform. For a pore of diameter d, the core

region is defined to be 0 ≤ ρ < d/2−6 Å and the shell region to be d/2−6 Å ≤ ρ. This definition

is used to remain consistent with previous studies of the system [27]. It may be more appropriate

due to the curvature of the interface, however, to compare the core regions of the different pore

sizes. The percentages of the water molecules in the core region of the 40 Å, 30 Å, and 20 Å pores

are 50.2%, 29.1%, and 11.4% respectively.

2.3.2 Angular Probabilities

Since water molecules are not spherical, how the molecules are oriented with respect to the

pore surface can give an understanding as to how the molecules are affected by the presence of

the pore wall. To quantify this, we calculated the probability that the average dot product of the

inward-facing unit normal vector of the pore surface with the dipole vector of the water molecule

has a value of cos θ. In other words,

û · n̂ = cos θ, (2.6)

where û is the unit vector along the water molecule’s electric dipole moment.

Figure 2.5 shows the probability that this dot product has a value cos θ at (a) 300 K, (b) 250 K,

(c) 230 K, and (d) 210 K for water molecules that are within the core region (blue) and the shell

region (red). These probabilities are calculated for water molecules within the 40 Å pore. The

other pore sizes show similar behavior at these temperatures.

The probability for water molecules in the core region to have a value cos θ is approximately

uniform at all temperatures. This is expected given that molecules in this region are far enough
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Figure 2.5: Probability that the dipole vector of a water molecule has an orientation of cos θ with respect to
the pore surface normal. The pore size is 40 Å. Panel (a) has a temperature of 300 K, (b) is 250 K, (c) is 230
K, (d) is 210 K

away from the pore surface that the surface has little affect on their orientation. Thus there is no

preferential angle of the unit dipole moment vector with respect to the pore wall. The shell region,

however, has a peak at a value of cos θ ≈ 0.3 which corresponds to a θ value of 72.54◦. This

implies that molecules in the shell region tend to align themselves such that the vector along the

OH-bond is parallel to the pore wall. This behavior is seen at all temperatures, and does not seem

to become more or less pronounced at lower or higher temperatures. Thus, we conclude that water

molecules within the core region have an orientational structure that is similar to bulk water, and

thus are affected very little by the presence of the nanopore wall.

2.3.3 Tetrahedral Order Parameter

Another structural quantity of importance, particularly for water, is the degree to which water

molecules and their nearest neighbors form a tetrahedral network. The tetrahedral order is impor-

tant due to the geometry of ice being a tetrahedron formed between the oxygen atoms of water
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molecules. As this is a study of supercooled water, the formation of ice within the pore would be

detrimental to the results of the study.

The tetrahedral parameter is defined as,

q = 1− 3

8

3
∑

j=1

4
∑

k=j+1

(

cosψjk +
1

3

)2

, (2.7)

where ψjk is the angle formed by the vectors that point from a given water molecule to its nearest

neighbors j and k (≤ 4) [57]. Since for a perfect tetrahedral network, cosψjk = −1
3
, the value of

q for a perfect tetrahedral network is one. Thus, if all water within the pore had crystallized into

a tetrahedral structure, the average value of the tetrahedral order parameter would be very close to

one.
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Figure 2.6: Distribution of the tetrahedral order parameter at temperatures of 250 K, 230 K, and 210 K for
(a) the core region and (b) the shell region. The pore size is 40 Å.

Figure 2.6 shows the tetrahedral order parameter at temperatures of 250 K, 230 K, and 210

K in the 40 Å pore. Only one pore size is shown due to the other two pore sizes having very
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similar behavior. Panel (a) shows the parameter for molecules within the core region of the pore,

and panel (b) shows the parameter for molecules within the shell region. The curves for both

regions have two peaks, with the first peak being more pronounced within the shell region. The

first peak occurs at a value of q ≈ 0.5, and this value does not change as the temperature is lowered.

This value corresponds to a water molecule whose nearest neighbors have an average ψjk value of

82.06◦. We conclude that the first peak is more pronounced within the shell region due to the water

interactions with pore wall. As the temperature is lowered , the first peak lowers in height and is

almost nonexistent at 210 K for water molecules in the core region.

The second peak moves to the right and grows in height as the temperature is lowered. The

second peak is also much more pronounced within the core region than in the shell region. The

fact that the second peak is moving closer to a q-value of one implies that the water molecules in

both regions have a more tetrahedral network. This is expected due to the hydrogen bonds formed

between water molecules having a larger affect on the water structure at lower temperatures. How-

ever, neither region has an average q-value close to one. Thus, we can conclude that the water

contained in the nanopore has not frozen, but is moving toward having a more tetrahedral network.

2.4 Water Mean Squared Displacement

In this section, we will discuss the dependence on temperature of the water molecules’ mean-

squared displacement. In QENS, the dynamics are examined on a length scale proportional to the

inverse of the wavevector, Q. Thus, a small value of Q corresponds to a large length scale, whereas

a large value of Q corresponds to a small length scale. The water mean-squared displacement can

be examined to determine the dynamic behavior of the water molecules at long times and large

displacements. We calculate mean-squared displacements (MSD) for the water center of masses

in both the radial (ρ) direction and the axial (z) direction. This is due to the displacements of the

water molecules being hindered in the (ρ)-direction.

The axial MSD is not hindered by the pore wall, and so it is linear at long times. The expression

for the axial MSD is
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〈

∆z2(t)
〉

=
〈

(z(t)− z(0))2
〉

= 2Dzt. (2.8)

The MSD in the radial direction is hindered by the pore wall. If the pore is approximated as a

smooth cylinder, then at long times the radial MSD will approach the square of the pore radius.

For non-interacting particles in a smooth cylinder, the radial MSD may be solved for exactly using

the diffusion equation in cylindrical coordinates. This was solved by Bròdka and gives for the

MSD [52],

〈(ρ(t)− ρ(0))2〉 = R2

[

1−
∞
∑

n=1

8

x
′2
1n(x

′2
1n − 1)

e
−x

′2
1n

R2 Dρt

]

. (2.9)

In this expression, the x1n are the zeros of the derivative of the Bessel function J1(x), Dρ is the

radial diffusion coefficient, and R is the radius of the pore. However, the pore wall is rough and is

only approximately a smooth cylinder.
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Figure 2.7: The axial (dashed lines) and radial (solid lines) MSDs for all the water molecules at all temper-
atures for (a) the 20 Å pore, (b) the 30 Å pore, and (c) the 40 Å pore. The saturation of the radial component
at long times is visible at the higher temperatures.

Figure 2.7 shows the axial and 1/2 the radial MSD (it is halved to compare the radial and axial

MSDs) are for (a) the 20 Å pore, (b) the 30 Å pore, and (c) the 40 Å pore. These MSDs are shown
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for all temperatures. At lower temperatures, a plateau can be seen emerging at intermediate times.

This plateau is temperature-dependent and, while it persists for a longer time at lower temperatures,

it occurs at a larger MSD at higher temperatures. While the radial and axial MSDs are similar in

the ballistic time regime, they begin to deviate from one another at intermediate times, with the

radial MSD being slightly larger than the axial in this time regime, particularly in the 20 Å and 30

Å pore. This occurs at all temperatures except for 210 K. After the plateau, both the radial and

axial MSDs enter a regime wherein both are approximately linear. The radial MSD, however, at

long times, approaches its asymptotic value discussed above while the axial MSD remains linear.

We would like to note, however, that the asymptotic value of the radial MSD is slightly larger than

the radius we assigned to the pore. This is due to the roughness of the pore matrix, and the pore

itself not being perfectly cylindrical.

The 20 Å and 30 Å pores exhibit an appreciable slowing down of the radial MSD relative to

the axial MSD at 250 K. However, as the temperature is lowered, this relative difference between

the two components decreases, and is nearly zero at 210 K. We attribute this slowing behavior in

the axial MSD to the rough pore walls. The roughness of the walls hinders particle motion more in

the axial direction than in the radial direction. This does not explain, however, the nearly vanishing

difference between the radial and axial MSDs at 210 K. The nearly vanishing difference suggests

instead that there is a change in water dynamics at the lower temperatures. We recommend that

future studies investigate water displacements next to the pore wall for this reason. There is a small

difference between the short and intermediate times at all temperatures in the 40 Å pore.

Since we wish to examine the mobility of the water as a function of distance from the pore

wall, we now examine the axial MSDs for particles that, at t = 0, begin in the core region of the

pore or the shell region of the pore. The axial MSDs for these regions are shown in Figure 2.8. The

dotted-dashed lines are MSDs for particles that began in the core region; the dashed lines show

MSDs for particles that began in the shell region; and the solid lines show MSDs for all water

molecules. At time t, the water molecules in the core and shell MSDs can be at any position within

the pore. At short times, all three curves coincide, implying that the dynamics in both regions are
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250 K, 230 K, and 210 K are shown.

identical on these timescales. Thus, the effect of the water-substrate interaction is negligible at

short times.

On the timescale of the simulations, water molecules that began within the core region are more

mobile than those that start in the shell region. This occurs for all pore sizes and temperatures

except for those in the 40 and 30 Å pores at 210 K. In these cases, the mobility is not dependent

upon the starting position of the water molecules. Quasi-elastic neutron scattering (QENS) probes

length scales proportional to Q−1, and the range of Q is between 0.2 Å−1 and 3.0 Å−1. On the

length scales probed by QENS, we find that the MSDs show that the dynamics of the water are

heterogeneous.
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Chapter 3

Supercooled Water Confined in Hydrophilic Silica

Nanopores: The Self-Intermediate Scattering

Functions

This chapter is based on the first paper [18] I completed in Professor Ladanyi’s group. This

paper was entitled “Self-intermediate scattering function analysis of supercooled water confined in

hydrophillic silica nanopores” and was authored by Kuon, Milischuk, Ladanyi, and Flenner. I was

the first author on this paper for modeling and analyzing the system that appears in the paper.

3.1 Introduction

In Quasi-Elastic Neutron Scattering (QENS), one measures the double differential cross-section

of the atomic species in the system with respect to solid angle Ω and frequency ω. The frequency ω

is related to the change in energy of the scattered neutron via the relation E = ~ω. The full double

differential cross-section is a sum of coherent and incoherent parts, and each atomic species within

a system has a unique coherent and incoherent total scattering cross-section. Table 3.1 shows the

Table 3.1: Incoherent and Coherent Scattering Cross-Sections of Hydrogen and Oxygen Atoms

... O H

σcoh (barns) 4.232(6) 1.7583(10)
σinc (barns) 0.000 80.27(6)

coherent and incoherent cross-sections of oxygen atoms and hydrogen atoms. As can be seen,

hydrogen atoms have a large total incoherent cross-section that dwarfs the coherent contributions

from both atomic species. Thus, the QENS signal for confined water can be assumed to be primar-
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ily due to incoherent neutron scattering off of hydrogen atoms, and so all other terms can be taken

to be negligible.

The incoherent double differential cross-section is directly proportional to the single particle

dynamic structure factor, SS(Q, ω) via the following relation,

d2σinc
dΩdω

=
σinc
4π

kf
ki
SS(Q, ω). (3.1)

In this equation, ki and kf are the magnitudes of the initial and final momenta of the neutrons and

Q = kf −ki. The function SS(Q, ω) is unique to the sample and, therefore, is the quantity used to

analyze the dynamics of the sample. However, in molecular simulation it is not possible to calculate

SS(Q, ω) directly. Instead, the self-intermediate scattering function, FS(Q, t), is calculated. This

function is related to SS(Q, ω) via a frequency Fourier transform

SS(Q, ω) =
1

2π

∫ ∞

−∞

FS(Q, t)e
iωt dt, (3.2)

where

FS(Q, t) =
1

NH

NH
∑

j=1

〈exp [iQ · (rj(0)− rj(t))]〉 . (3.3)

In equation 3.3, NH is the number of hydrogen atoms and the index j runs over all hydrogen

atoms. We are summing only over the hydrogen atoms in equation 3.3 due to the dominance of the

hydrogen atom’s incoherent total scattering cross-section. Thus, calculating the self-intermediate

scattering function allows molecular simulation to make contact with QENS studies.

The frequency range accessible by QENS cannot resolve vibrational motion within the OH-

bonds of the water molecules, and thus a rigid model of water may be used in molecular simulations

to lower the computation time of the simulations [37]. In a rigid water molecule, the position of

the hydrogen atom may be written as,

ri = rCM
i + bn

i , (3.4)
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where rCM
i is the molecular center of mass and bn

i is the vector pointing from the molecular center

of mass to the nth hydrogen atom of the water molecule. Given that the SPC/E model of water is a

rigid model, the vector bn
i can only change through rotational motion. Thus, the self-intermediate

scattering function becomes

FS(Q, t) =
1

NH

NH
∑

j=1

〈

e[iQ·(rj(0)−rj(t))]
〉

=

1

NH

NW
∑

j=1

2
∑

n=1

〈

e[iQ·(rCM
j (0)−rCM

j (t))]e[iQ·(bn
j (0)−bn

j (t))]
〉

.

(3.5)

The product approximation is frequently used to analyze data in QENS experiments. In this

approximation, it is assumed that the rotational and translational motion of the molecules are de-

coupled. Hence, the self-intermediate scattering function may be expressed as a product of the

rotational and translational components of the function, i.e. [36]

FS(Q, t) ∼= F T
S (Q, t)F

R
S (Q, t). (3.6)

The translational and rotational components are defined as follows,

F T
S (Q, t) =

1

NW

NW
∑

j=1

〈

e[iQ·(rCM
j (0)−rCM

j (t))]
〉

, (3.7)

and

FR
S (Q, t) =

1

NWNH

NW
∑

j=1

2
∑

n=1

〈

e[iQ·(bn
j (0)−bn

j (t))]
〉

. (3.8)

The momentum transfer, Q, is examined in the axial direction and the radial direction; the values

of Q are chosen to lie within the range accessible to QENS experiments. This range is defined in

chapter 2, and ranges from 0.2 Å−1 to 3.0 Å−1.
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3.2 Self-Intermediate Scattering Functions

The temperature dependence of the total self-intermediate scattering functions will be exam-

ined in this section. It was shown in previous works that FS(Q, t) is dependent on the direction

of Q and that the relaxation time is inversely proportional to the pore size [33]. The dynamics of

the water molecules exhibited an overall slowing down with smaller pore size and there were an

increased fraction of water molecules within the shell region in the smaller pores.

In Figure 3.1 we show the total self-intermediate scattering function in all three pore sizes for

four values of Q = |Q|. We show all five temperatures for each Q-value. Results are shown

for the axial direction (solid) and the radial direction, (dashed). It is expected that the average

of FS(Q, t) over Q would lie between FS(Qz, t) and FS(Qxy, t). Future work should examine

this expectation. After an initial decay at small times, representative of ballistic motion, a plateau

develops at intermediate times. This plateau is indicative of the water molecules being trapped

in a cage of their nearest neighbors. With decreasing temperature, the water molecules take an

increasingly long amount of time to escape from their cages. Thus, the plateau height persists

for a longer time and occurs at a higher value as the temperature is lowered. The decay is non-

exponential in all cases at the end of the plateau; however, this decay is very slow and does not

fit a stretched exponential well. When Q is perpendicular to the pore wall, FS(Q, t) decays to

a constant value due to the bound of the pore wall and the elastic incoherent structure factor in

the rotational motion. We now will look at the limits and general shape of the translational and

rotational self-intermediate scattering functions.

3.2.1 Rotational and Translational Self-Intermediate Scattering Functions

This section will examine the rotational scattering function, FR
S (Q, t), as defined in equation

3.8. First, we will examine how the function varies with Q-value, temperature and pore size;

and identify major characteristics of the function. Then, we will examine the applicability of

the Rayleigh expansion for determining the behavior of FR
S (Q, t) and the rotational correlation

functions that calculate the Rayleigh expansion.
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Figure 3.1: The total self-intermediate scattering functions for all three pores at the four Q-values used in
this study. The dashed line results are for Q in the radial direction while the solid lines are for Q in the
axial direction. The temperatures are 250 K (red lines), 240 K (orange lines), 230 K (maroon lines), 220 K
(purple lines), and 210 K (blue lines).
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Figure 3.2: The rotational self-intermediate scattering functions for all three pores with Q-values of (a) 1.26
Å−1, (b) 1.89 Å−1 and (c) 2.51 Å−1. . The temperatures are 250 K (red lines), 230 K (blue lines), and 210
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Using the definition given in equation 3.8, we calculated the rotational SISF for pore water

molecules. The results are shown in Figure 3.2. The figure has three plots: (a) having a Q-value of

1.26 Å−1, (b) having a Q-value of 1.89 Å−1, and (c) having a Q-value of 2.51 Å−1. Each plot has

curves for all three pore sizes, and is calculated at temperatures of 250 K, 230 K, and 210 K.

Figure 3.3 shows the temperature dependence of FR
S (Q, t) in all three pores at a Q-value of

1.89 Å−1. The temperatures shown are 250 K, 230 K, and 210 K. We chose the wavevector to

be along the axial direction (dashed lines) and the radial direction (dashed-dotted lines). There is

no significant difference between the two directions. However the radial direction has a slightly

longer decay time.

If a fluid is isotropic, FR
S (Q, t) may be expressed in terms of the Rayleigh expansion [56].

FR
S (Q, t) = [j0(Qb)]

2 +
∞
∑

l=1

(2l + 1) [jl(Qb)]
2Cl(t), (3.9)

where
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Figure 3.3: The rotational self-intermediate scattering functions, FR
S (Q, t), for Q in the radial (dot-dashed)

and axial (dashed) directions for T = 250 K (red), 230 K (black), and 210 K (blue) listed from left to right.
Panel (a) shows results the 20 Å pore, (b) is the 30 Å pore, and (c) is the 40 Å pore. The Rayleigh expansion
at each temperature is also shown in each panel as the solid line, and the EISF is shown as a horizontal black
dashed line.

Cl(t) =
〈

Pl[b̂(0) · b̂(t)]
〉

= 〈Pl[cos θ(t)]〉 , (3.10)

Pl(x) are Legendre polynomials of order l, and b̂ are the unit vectors along b. b is the vector point

from the center of mass of the water molecule to one of the hydrogen atoms. Additional terms may

be added to take into account anisotropy due to the confining wall of the pore [27]. In this work, we

will only consider the Rayleigh expansion as this allows for the separation of the time-dependent

and Q-dependent terms.

In Figure 3.4 we show the temperature dependence of the rotational correlation functions,Cl(t),

at l = 1, l = 2 and l = 3. These curves are shown for each pore size and temperature. At

the highest temperatures, the decay of Cl(t) is slower for the smaller pores, but this difference

decreases as the temperature is lowered. The rotational correlation functions are not as influenced

by pore size as are the total self-intermediate scattering functions. This is to be expected given the

motion influenced by the pore wall is translational motion.
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Figure 3.4: The rotational correlation function Cl(t) for (a) l = 1, (b) l = 2, and (c) l = 3 for the 20
Å pore (dotted-dashed line), the 30 Å pore (dashed line), and the 20 Å pore (solid line), respectively, for
each temperature.

In Figure 3.3 we show the accuracy of the Rayleigh expansion at a Q-value of 1.26 Å−1 for

temperatures of 250 K, 230 K, and 210 K. Plot (a) shows the 20 Å pore, (b) shows the 30 Å pore,

and (c) shows the 40 Å pore. The solid curves in Figure 3.3 show the Rayleigh expansion up to

third order. The dashed lines are FR
S (Q, t) with Q in the axial direction and the dashed-dotted lines

are Q in the radial direction. The solid horizontal line is the Elastic Incoherent Structure Factor,

which is defined as

EISF = FR
S (Q, t→ ∞) = [j0(Qb)]

2 . (3.11)

The second equality is to note that the EISF was calculated using 3.9. The Rayleigh approximation

is an excellent approximation for FR
S (Q, t) at all temperatures and pore sizes. Thus, we can con-

clude that FR
S (Q, t) is not as dramatically affected by the pore size as is FS(Q, t), and the Rayleigh

expansion is a good approximation despite the non-uniformity of the system.

Using the definition given in Equation 3.7, we calculated the translational self-intermediate

scattering function, F T
S (Q, t) for pore waters at all pore sizes and all temperatures. Figure 3.5
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Figure 3.5: The translational self-intermediate scattering functions for all three pores with a Q-value of 1.89
Å−1. The temperatures are 250 K (red lines), 230 K (blue lines), and 210 K (black lines).

shows the translational SISF for a Q-value of 1.89 Å−1 in all pore sizes and temperatures of 250 K,

230 K and 210 K. At all temperatures there is a much larger difference between the translational

SISFs with respect to pore size as opposed to the rotational SISFs. This can be expected as the

translational self-intermediate scattering functions decay over a much larger time scale than the

rotational self-intermediate scattering functions. Thus, water molecules may move across the pore

and be stopped by the side of the pore.

3.2.2 Relaxation Times of the Total Self-Intermediate Scattering Functions

In order to quantify the decay time of the total SISF, we define the alpha relaxation time τα(Q)

through FS(Q, τα(Q)) = e−1. We note that τα(Q) depends on the direction and magnitude of

Q. However, our results will show only Q in the axial direction. This is due to the scattering

functions not fully decaying to zero in the radial direction, and the fact that τα(Qz) and τα(Qxy)

are approximately equal.

In figure 3.6 we show the relaxation time as a function ofQz for each pore size and temperatures

of 250 K, 230 K, and 210 K. There is at least a 1.5 order of magnitude slowdown for each Q-value.
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Figure 3.6: The relaxation time τα(Qz) calculated for (a) the 20 Å pore, (b) the 30 Å pore, and (c) the 40 Å
pore for temperature of 250 K (blue), 230 K (black), and 210 K (red).

We show the Q−2
z dependence for reference to the result for Fickian diffusion. Ultimately, the two

smallest wavevectors are consistent with what is seen for Fickian diffusion. However, as Qz is

increased, the relaxation time decreases at a faster rate than that seen in Fickian diffusion. We also

find that the relaxation time as a function of Qxy is slightly larger than that of Qz, but, within the

error of the calculation, both directions have the same dependence on the magnitude of Q.

In Figure 3.7 we show the full temperature dependence of the relaxation time, τα at a Q-value

of 1.89 Å−1 calculated for the total self-intermediate scattering function. For each pore we find that

the relaxation time increases as the temperature decreases. Furthermore, except for the temperature

of 210 K, the relaxation times are larger for smaller pore sizes. At 210 K, the 30 Å pore has a slower

relaxation time than the 20 Å pore. We find that the same trend is satisfied for the inverse diffusion

coefficient, but that the difference between the 20 and 30 Å pore at 210 K is not as pronounced.

The cause of this non-monotonic temperature dependence of the relaxation time and the inverse

diffusion coefficient on the pore size is unknown. We investigated a few different hypotheses in an

attempt to determine the cause. One hypothesis was that the slower relaxation times at 210 K in
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Figure 3.7: Temperature dependence of τα relaxation times (τα) in all pores at Q = 1.89 Å−1. The
temperature dependence of the inverse diffusion coefficient (1/D) in all pore sizes is also plotted.

the 20 and 30 Å pores was due to the curvature of the pore wall. Future studies should investigate

this hypothesis. Another hypothesis was that freezing was occurring within the pores and that this

was the cause of the phenomenon. We tested this by calculating the tetrahedral order parameter

as shown in Chapter 2. As stated in chapter 2, we found no evidence for the presence of ice

within any of the pore sizes, however, the difference in height between the 20 and 30 Å pores in

the tetrahedral order parameter at 210 K was too small to come to any conclusions regarding the

difference in dynamics.

3.2.3 Translational-Rotational Coupling

This section will examine the product approximation given in equation 3.6, and the translational-

rotational coupling of the water’s motion. As stated in the introduction, the product approximation

is often used in QENS experiments. In previous works [27], it was suggested that the translational-

rotational coupling was weak at 300 K, and we examine the temperature dependence of the cou-

pling. We examine the pore size dependence of the connected scattering function, FC
S (Q, t),
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which is a measure of the accuracy of the product approximation and the amount of rotational-

translational coupling.

To examine the accuracy of the product approximation, we examined the connected scattering

function, which is defined as,

FC
S (Q, t) = FS(Q, t)− F T

S (Q, t)F
R
S (Q, t), (3.12)

where F T
S (Q, t) and FR

S (Q, t) are the translational and rotational scattering functions respectively.
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Figure 3.8: Connected portion of FS(Q, t) for each pore, and temperatures of 250 K, 230 K, and 210 K. Plot
(a) has a Q-value of 0.63 Å−1, (b) 1.26 Å−1, (c) 1.89 Å−1, and (d) 2.51 Å−1. The product approximation is
more accurate for smaller wavevectors, but is weakly dependent on temperature and pore size.

The connected scattering functions are shown in Figure 3.8. Four plots are shown: plot (a) has

a Q-value of 0.63 Å−1, (b) 1.26 Å−1, (c) 1.89 Å−1, and (d) 2.51 Å−1. In each of the four plots,

FC
S (A, t) is plotted for all three pore sizes at temperatures of 250 K, 230 K and 210 K. There are

two peaks visible in FC
S (A, t) at all temperatures, Q-values and pore sizes. The initial peak occurs

between 0.28 and 0.31 ps while the final peak’s position is temperature-dependent and occurs at
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longer times as the temperature is lowered. The position of the larger peak τpeak(Q) is weakly

dependent on Q and occurs on a similar timescale as that of τα(Q). However, it does not scale the

same as a function of Q.

3.3 Water Intermediate Scattering Functions in Different In-

terfacial Regions

We examined FS(Q, t) for molecules starting within the two different interfacial regions. We

define the core region to be the region from 0 ≤ ρ < d/2 − 6 Å, and the shell region to be from

d/2 − 6 Å≤ ρ. We note that previous studies have divided the pore into three sections, with the

third section being outside the pore radius [27]. We divide the pore waters into two regions as with

the mean squared displacements: core and shell waters. We use the same definition in Section 2.4.
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Figure 3.9: FS(Q, t) where Q is in the axial direction for the three pore sizes. Shown are the full scattering
function (solid lines), the scattering function calculated using the shell waters (dot-dashed), and the scatter-
ing function calculated using the core waters (dashed). For each pore the temperatures of 250 K, 230 K, and
210 K, listed from left to right, are shown.
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In Figure 3.9 we show the full self-intermediate scattering function. We also show the self-

intermediate scattering functions calculated for water molecules that start within the core region at

t = 0, and for those water molecules that start within the shell region at t = 0. We show these

curves for each pore and for temperatures of T =250 K, 230 K, and 210 K. The value of Q has been

chosen to be along the axial direction. For each pore size, a plateau develops at intermediate times

as the temperature is lowered. At long times, there is a slow decay in the full self-intermediate

scattering function and in the shell self-intermediate scattering function. This is attributed to the

low mobility of water molecules in the vicinity of the pore surface and for those water molecules

within the pore matrix. Some of these water molecules only move a molecular diameter over the

course of the simulation.

Water molecules that began within the core region, however, do not exhibit this slow decay at

long times. In the smaller pores, a larger fraction of the water molecules begin in the shell region,

and thus the full and shell self-intermediate scattering functions are close to each other. The full

and shell functions are almost on top of each other in the 20 Å pore.

63



Chapter 4

Comparison of single particle dynamics at the center

and on the surface of equilibrium glassy films

This chapter is based on the paper I completed in Professor Szamel’s group. This paper was

entitled ‘Comparison of single particle dynamics at the center and on the surface of equilibrium

glassy films‘” and was authored by Kuon, Flenner, and Szamel. I was the first author on this paper

for modeling and analyzing the system that appears in the paper.

4.1 Introduction

When molecules are vapor deposited onto a substrate to create glasses, the resulting glasses,

providing the substrate is at about 85% of the glass transition temperature, can have higher kinetic

stability than those created by cooling a bulk liquid [60–62]. These glasses also have a variety

of other interesting properties when compared to glasses that have been created via quenching.

These properties include lower heat capacities [63] and higher densities [59]. Because of these

properties, vapor-deposited glasses have a wide variety of applications. Some of these include

drug delivery [65], lithography [64] and protective coatings [66]. Because of the large number of

applications and the general scientific interest in the glass transition, it is important to understand

the microscopic mechanisms that give rise to these properties [67].

The mobility of particles at the surface of a vapor-deposited film is much larger than the

mobility of particles in the bulk. It is this feature that allows for these films to create stable

glasses. [61,68–78]. Because the surface particles are highly mobile, they are able to efficiently ex-

plore the potential energy landscape. Thus, they are able to find lower energy states than particles

in the bulk region of the film. While a highly mobile surface being important for the creation of

stable, vapor deposited glasses is clear, it remains to be seen whether the displacements of particles

at the surface mirror the displacements of particles in the bulk or if they are different.
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As they are supercooled, particles in the bulk can be divided into groups of particles that move

slower or faster than what is expected from a Gaussian distribution [79]. As the dynamics slow,

these dynamically heterogeneous regions increase in size [80–88] . It is believed that the increase

in these dynamically heterogeneous regions is an essential property of glassy dynamics [80]. The

spatial extent of the dynamically heterogeneous regions and strength of the heterogeneity are also

related to the relative degree of slow-down of the dynamics of various classes of glass formers.

Thus, it is natural to ask what happens to the dynamics at the surface of the film. The dynamics of

the bulk change dramatically and it would be natural to wonder if the dynamics of the particles on

the surface change dramatically, and if they occur on the same timescales as the bulk.

In this study we investigate the emerging heterogeneous dynamics at the surface of a supported,

supercooled liquid film, and how these dynamics compare to a bulk-like region within the film. We

start our analysis by examining the self-intermediate scattering functions. We use these functions

to measure the average dynamics of particles that start at the surface of the film and those that start

in the bulk-like region of the film. Then, we examine the single particle dynamics of equilibrium

films. This is done for particles originally at the surface, and for particles originally in the bulk-

like region of the film. We come to the conclusion that the dynamics in the bulk-like region

are approximately three orders of magnitude slower than the dynamics at the surface. However,

the distributions of the single particle displacements for particles that originate at the surface are

similar to the distributions for particles that originate in the bulk-like region.

This chapter is organized in the following way. In Section 4.2, we describe the film creation

technique and the simulations used in the study. We then examine the temperature-dependent prop-

erties of the film. We calculate the density profiles in the axial direction of the film (perpendicular

to the substrate) as well as the alpha relaxation times. We examine how both properties depend

on temperature with the relaxation times being calculated at the surface and in the bulk-like re-

gion. We also performed simulations of a bulk liquid and compare the alpha relaxation times in

the bulk-like region of the film with the average relaxation times of the bulk liquid.
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In Section 4.3.2 we examine the single particle displacements and how they depend on temper-

ature for particles that originate at the surface and those that originate in the bulk-like region. We

compare the surface and the bulk in two ways: when the two regions are at the same temperature,

and when the two regions have a similar relaxation times.

4.2 Simulations

The simulations were done using the binary Lennard-Jones mixture introduced by Kob and

Andersen [103–105]. This mixture will henceforth be referred to as the Kob-Andersen mixture.

The interaction potential is the Lennard-Jones potential defined as

Uαβ(r) = 4ǫαβ

[

(σαβ
r

)12

−
(σαβ
r

)6
]

(4.1)

where α and β denotes the particle type A or B. The potential was cut off at 2.5 σAA. The

parameters are ǫAA = 1.0, σAA = 1.0, ǫAB = 1.5σAA, σAB = 0.88σAA, ǫBB = 0.5ǫAA, and

σBB = 0.8σAA. The ratio of A particles to B particles is 80:20 and all the particles have the

same mass. We present our results in units where ǫAA is the unit for energy, σAA is the unit for

distance, ǫAA/kA is the unit for temperature, ǫAA/σAA is the unit for pressure and
√

mAσ2/ǫAA

is the unit for time. The system of coordinates was chosen such that the z-axis was perpendicular

to the substrate. The simulations were performed using the HOOMD-blue package [106]. The

simulation timestep was 0.003 and all simulations were run on an NVIDIA K40c GPU (graphics

processing unit).

4.2.1 Creating the Film

To create the film we first made a substrate from Kob-Andersen particles and subsequently

deposited more KA particles on to the substrate. We made the substrate by simulating a 1000 KA

particle bulk system in the NVT ensemble with a density of N/V ≈ 1.18 which corresponds to a

box length of 9.46322. This system was then cooled at a rate of Ṫ = 1× 10−8 to a temperature of

T = 0.3. This configuration was then placed at the bottom of a box with side lengths lx = ly =
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9.46322σAA and lz = 67.46322σAA. The substrate particles were tethered in place by particles

whose equations of motion were not integrated over during the course of the simulations. These

particles tethered the substrate particles in place via the harmonic potential

V (r) =
1

2
kr2. (4.2)

where r is the distance between the substrate particle and the non-integrated particle and k = 1000.

The substrate particle positions and velocities were updated using a Nosè-Hoover NVT integration

routine.

Periodic boundary conditions were used for all three cartesian axes, but particles were pre-

vented from leaving the box in the axial direction by a repulsive wall. The repulsive wall was

placed near the top of the box to repel particles that may have evaporated from the film surface.

The potential functional form used to define this repulsive wall was a Yukawa potential. The Kob-

Andersen particles were introduced one at a time to the system in groups of five. First, four A

particles were introduced, followed by one B particle to keep the ratio consistent. The particles

were introduced near the repulsive wall. The particles were given a velocity that was randomly

sampled from a Maxwell-Boltzmann distribution defined as

f(v) = 4πv2
(

m

2πkBT

)3/2

e
−mv2

2kBT , (4.3)

where T = 1.0. The newly introduced particles’ equations of motion were integrated in the con-

stant energy ensemble so that their velocity remained constant. During this process, the particles

exchanged energy with the substrate and this process was repeated until a total of 4000 particles

were introduced. The following algorithm illustrates this process.

After creating the film, we encountered a complication in the analysis due to a finite-size ef-

fect in the form of shear modes in the system. When the self-intermediate scattering functions

were calculated, oscillations in the plateau value of the function were observed to be larger than
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Algorithm 1 Vapor Deposition Algorithm

1: for ncycles = 1, 800 do

2: for n = 1, 5 do

3: if n 6= 5 then

4: Create Particle A
5: else

6: Create Particle B
7: end if

8: x = lx × rand(−0.5, 0.5) ⊲ Assign Positions
9: y = ly × rand(−0.5, 0.5)

10: z = 0.5× lz − 2.5
11: vx = vy = 0.0 ⊲ Assign Velocities
12: vz = −v(T)
13: Run NVE Simulation for γ dt Steps
14: end for

15: end for

expected. The complications are attributed to the small aspect ratio of the system. To solve this

issue, we quadrupled the system size by replicating the system in the x and y directions.

Figure 4.1 shows the self-intermediate scattering function (equation 4.4) calculated for A-

particles with k in the parallel (xy) direction. The film was divided in the perpendicular (z) di-

rection into one σAA thick regions and the self-intermediate scattering function for each region

was calculated for A-particles that started in that particular region. Figure 4.1(a) shows the self-

intermediate scattering functions before the system was quadrupled in size. Figure 4.1(b) shows

the self-intermediate scattering functions after the system was enlarged. Curves with a longer de-

cay are closer to the substrate. From the figure, it is clear that quadrupling the system size has a

dramatic effect on the qualitative behavior and average dynamics of the self-intermediate scatter-

ing functions for the different regions of the film. Immediately visible are large oscillations in the

self-intermediate scattering functions at intermediate times in 4.1(a) as compared to 4.1(b), which

have small to no oscillations at intermediate times. The system size also has a dramatic effects on

the average dynamics. This is especially apparent for the faster decaying self-intermediate scatter-

ing functions. These faster decaying functions correspond to the regions closer to the surface of

the film, an area of significant importance to this work. The shear modes in the smaller substrate
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Figure 4.1: Plot of the self-intermediate scattering function calculated using the A-particles for k in the
parallel (xy) directions. The temperature is 0.37. The film is divided into regions of size one σAA and
each curve is calculated for A-particles that start in a particular region. Plot (a) shows the self-intermediate
scattering function before the system was quadrupled in size while plot (b) shows the function after the
system was quadrupled in size.
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have the effect of slowing the average dynamics of particles that start in the regions close to the

surface. To highlight this effect, a horizontal line is drawn in both plots indicating the height at

which the self-intermediate scattering function has decayed to a value of 1/e, the usual definition

of the alpha relaxation time. A vertical line is then drawn on both plots that shows at what time the

fastest decaying curve reaches a value of 1/e. For the small system, this value is approximately 80

time units, while for the large system this value has decreased by almost an order of magnitude,

being approximately 9 time units. Thus, this finite size effect must be taken account if reliable

results are to be obtained.

When the film was complete it was composed of 16000 particles; the height was approximately

40σAA; and the film had a box length in the x and y-directions of l = 18.92644. We then simulated

the film at a temperature of 0.5 for approximately 100τα to remove any composition or density

effects that may have occurred during the deposition process. Figure 4.2 shows a snapshot of the

Figure 4.2: Snapshot graphic of the film and substrate. Particles in gray and blue constitute A and B
particles in the film while red and yellow particles constitute A and B particles in the substrate.
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system.

4.2.2 Equilibrium Simulations

Both the NVT and NPT simulations were performed using a Nosè-Hoover thermostat and

barostat. The thermostat and barostat had coupling constants of 0.2 and 2.0, respectively.

The film was simulated in the NVT ensemble. At each temperature, we equilibrated the sys-

tem for at least 100τα, and ran production runs for another 100τα. The initial condition was the

simulated system at the next highest temperature. Our temperature range went from T = 0.5 to

T = 0.35. Also performed were 1000 particle bulk simulations in the NVT and NPT ensemble.

These bulk simulations were run the same way that the film simulations were run. However, the

repulsive wall and substrate are not present.

4.3 Results

4.3.1 General Properties of the Film

This subsection examines the average density and dynamics of the film and how they depend

on the temperature. First, we show that there is a mild increase of the density with decreasing

temperature. We then define the surface region of the film using the density profile of the film;

then we define the bulk-like region of the film using the dependence of the relaxation time on the

distance from the substrate. We also analyze the self-intermediate scattering functions for particles

that start in the surface region and for those that start in the bulk-like region. This analysis allows

us to calculate the relaxation times for the bulk-like and surface regions. We then use this to

examine the average relaxation time versus temperature of the film. Our findings indicate that the

average relaxation time at the lowest temperature, for particles that start in the bulk-like region, is

approximately three orders of magnitude larger than those that start in the surface region.
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Figure 4.3: Density of the film as a function of z for temperatures of T = 0.47, 0.43, 0.39 and 0.35. The
inset shows the average density of the center of the film as a function of temperature. The position of the
substrate is defined as z = 0. The bulk region of the film is also indicated.

Density and Self-Intermediate Scattering Functions

Figure 4.3 shows the density profile in the z-direction with z being the perpendicular distance

from the substrate. We define z = 0 to be the substrate surface. Figure 4.3 shows the density profile

at four temperatures: T = 0.47, 0.43, 0.39, and 0.35. The small peaks that occur for z < 0 are the

few particles that have moved into the substrate during the simulations. Adjacent to the substrate

are several increasingly small peaks that indicate layering of the particles next to the substrate.

Beyond this region the density is nearly constant until the edge of the film where the density drops

abruptly. The density drops over a distance of roughly σAA.

As seen in the figure, the film width decreases with decreasing temperature, and, correspond-

ingly, the density in the center is inversely proportional to temperature. The temperature depen-

dence of the density in the center of the film is shown in Figure 4.3. We find that the average

density increases by ≈ 10% between T = 0.5 and T = 0.35. To be consistent, we define the edge

of the film to be the point z at which the density drops to half of its average value in the center, a

definition used in a previous work [75]. We then define the surface region to be all particles that
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lie within σAA of the film edge. The bulk region is defined as the 10σAA region in shown in Figure

4.3.

To study the average dynamics, we calculate the self-intermediate scattering function.

FS(k, t) =

〈

NA
∑

n=1

exp ik · [rn(t)− rn(0)]

〉

. (4.4)

In the above equation, the sum is over the A-particles. The value of k is chosen to be the position

of the first peak in the A-particles’ structure factor, and has a value of 7.25. The film is isotropic in

the x and y-directions, but not in the z-direction, and thus FS(k; t) is dependent on both magnitude

and direction of k. In light of this, we calculate FS(k; t) for two directions: perpendicular and

parallel to the substrate.
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Figure 4.4: Self-intermediate scattering functions for the bulk-like (a) and surface (b) region of the film are
shown at all simulated temperatures.

FS(k; t) was calculated for particles that start in the bulk region at t = 0, and for particles that

start in the surface layer at t = 0. We will denote these functions as F b,s
S (k; t). In Figure 4.4(a)

73



is F b
S(k; t), with k parallel to the substrate. The characteristic features of supercooled liquids are

visible. The initial fast decay at short times is indicative of ballistic motion. Below temperatures

of 0.41, a plateau at intermediate times develops that persists for longer times as the temperature

is lowered. Additionally, the height of this plateau increases slightly as temperature decreases,

which may be connected to the increasing density described above. This plateau implies transient

localization of the particles. The particles are increasingly localized as the temperature is lowered,

indicated by the increase in the length of the plateau. After enough time has passed, the particles

escape from their transient cages and F b
S(k; t) decays to zero.

In Figure 4.4(b) we show FS(k; t) for particles that start in the surface region, with k being

parallel to the substrate. We do not observe the characteristic features of glassy behavior for

particles starting at the surface, despite an increase in the relaxation time of almost two orders of

magnitude. Notably, there is no plateau at intermediate times that is observed for particles starting

in the bulk region. This is similar to what is found two-dimensional glass forming systems [89–92].

Although the scattering function decays much faster than what is observed in the bulk region,

the decay is very non-exponential. The non-exponential decay implies that the dynamics are not

diffusive on the time scale probed by F s
S(k; t).

Next, the film’s relaxation as a function of distance from the substrate was examined. The

film was divided into one σAA sized regions and FS(k; t) was calculated with k parallel and per-

pendicular to the substrate. This was done for particles that started in the particular region. In

Figure 4.5, FS(k; t) for these regions are shown for the intermediate temperature of T = 0.41. The

curves are colored based on the three regions defined below. Dotted and solid lines are for k in the

perpendicular and parallel directions respectively. For curves colored blue, the curve shapes are

dominated by a plateau at intermediate times that decreases in length and height as z is increased.

After approximately 5σAA, the shape of the curve stops changing as quickly and for multiple layers

remains approximately the same shape, indicating the bulk-like region. At approximately 32σAA,

the shape of the curve begins to change again as the surface of the film is approached. The plateau

again decreases in length and width before disappearing entirely at approximately 38σAA.
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Figure 4.5: Self-Intermediate scattering functions of the film as a function of z for a temperature of 0.41.
Particle motion in the parallel and perpendicular directions is represented, respecetively, by solid and dotted
lines. The curves are colored by the three regions defined in the text.

Alpha Relaxation Times

Next, the alpha relaxation times were calculated for the surface and bulk-like regions for all

temperatures and are defined by the relation FS(k, τα) = 0.2. This is true for all figures except

Figure 4.10. It is calculated for k parallel and perpendicular to the substrate. For Figure 4.10 the

relaxation time is defined through FS(k, τα) = 1/e.

To properly quantify the relaxation time of the bulk-like region of the film, we compared the

relaxation times with simulations of 1000 particles and periodic boundary conditions in all di-

rections. We refer to these simulations as bulk simulations. Two sets of bulk simulations were

performed. The first used the condition of constant pressure, P, where the pressure was calculated

from the pressure at the center of the film. The second set used a condition of constant volume. The

volume V was chosen to be equal to the average volume of the simulations at constant pressure.

The value of the pressure in the constant pressure simulations was determined by dividing the

film into bins of width δz, and calculating the components of the pressure tensor using the virial
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definition [93]

Pαβ(z) = ρ(z)kBT − 1

2A

[

N
∑

i=1

∑

j 6=i

rijαrijβ
rij

u′(rij)

]

. (4.5)

In this equation, the i and j indices run over the particles; the α and β indices denote the cartesian

coordinates x,y and z, rij is the vector pointing from particle i to particle j with rij being its

magnitude; and u(rij) is the interparticle potential energy. The second term is zero if particle i is

not within the interval [z, z+ δz]. If particle j is also within the interval [z, z+ δz], the second term

is simply the value given by term 2 in 4.5. If particle j is outside the interval, the second term in

4.5 is divided by two.
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Figure 4.6: The parallel and perpendicular component of the pressure tensor is shown as a function of z for
film temperatures of T = 0.47, 0.43 and 0.37. The parallel component is the average of Pxx and Pyy while
the perpendicular component is simply Pzz . The position of the substrate is defined as z = 0.

Figure 4.6 shows the parallel and perpendicular components of the pressure tensor as a function

of z at film temperatures of T = 0.47, 0.43, and 0.37. The parallel component of the pressure

tensor is the average of the components Pxx and Pyy, while the perpendicular component is the

component Pzz. The pressure profiles can be divided into three regions: (1) a region influenced

by the substrate; (2) a uniform region in the center of the film; and (3) a region influenced by
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the edge of the film. Region (1) is approximately 5σAA in width and displays a large spike in the

pressure. This is indicative of the pressure due to the presence of the substrate. The perpendicular

component of the tensor is larger than the parallel component. Region (2) has a uniform value of

Ppar = Pperp = 0. Thus, the NPT simulations were performed at a constant pressure of P = 0.

Region (3) is quite different qualitatively for the parallel and perpendicular component, and has a

width of approximately 10σAA. The width of region (2) decreases with decreasing temperature.

The parallel component displays a large negative spike in its value before decaying to zero at

the very edge of the film. This negative spike becomes larger as the temperature is lowered and

occurs at a lower z-value. The perpendicular component has two spikes in this region: an initial

positive spike, indicative of the presence of the lower film layers, followed by a negative spike

before the perpendicular component of the pressure tensor decays to zero at the edge of the film.

This is indicative of the surface tension of the film. The initial spike gets larger with decreasing

temperature.
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Figure 4.7: The alpha relaxation times as function of inverse temperature are shown for bulk NVT simula-
tions (dark blue line), bulk NPT simulations (blue line), the bulk-like region of the film (red line), and the
surface layer of the film (orange).The NVT, NPT and bulk-like regions are fit with a Vogel-Fulcher fit and
the fits gave T0 values of 0.291 ± 0.007, 0.295 ± 0.002 and 0.287 ± 0.0007 for NVT, NPT and bulk-like
region respectively.
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In Figure 4.7 the temperature dependence of the relaxation time is shown for the bulk region

(red circles), and the surface region (orange circles). The surface region’s relaxation time increases

slower with decreasing temperature than does the bulk region’s. The bulk relaxation time is ap-

proximately five times greater than the surface region at T = 0.5, but at T = 0.35 the bulk region’s

relaxation time is almost three orders of magnitude larger than the surface region’s relaxation time.

The NVT (dark blue triangles) simulations and the NPT (blue squares) simulations give, with error

bars, the same results for the relaxation time in Figure 4.7. We find that the relaxation times for

the bulk simulations are longer than the relaxation times for the bulk-like region of the film.

To further quantify the temperature dependence, we fit the relaxation times of the bulk simula-

tions and the bulk-like region of the film with a Vogel-Fulcher equation

τα = τ0e

(

Eb
(T−T0)

)

. (4.6)

We find that T0 = 0.291 ± 0.007 for the NVT simulations, T0 = 0.295 ± 0.002 for the NPT

simulations, and T0 = 0.287 ± 0.0007 for the film. Statistically, we can therefore say that T0 is

the same for the NVT and NPT simulations, but is slightly lower for the film. Lyubimov, Ediger

and de Pablo found an optimum substrate value of T0 = 0.3 for their vapor deposition simulations.

This is very close to our film’s fitted T0 value.

We also calculated the ratios τNPT
α /τ filmα and τNV T

α /τ filmα . These ratios are shown in Figure

4.8 with the NPT ratio being red squares and the NVT ratio being blue diamonds. In this figure it

can be seen that the NPT ratio and the NVT ratio have the same temperature dependence within

error bars. We find that this ratio increases slightly with decreasing temperature, having a value

of 1.5 when T = 0.5 and a value of ≈ 1.75 at T = 0.35. This serves to further quantify that the

relaxation times in the bulk-like region of the film are slightly lower than the bulk simulations.

The temperature dependence of the relaxation times is different for particles that start in the

surface layer than for particles that start in the bulk region. To quantify this, the ratio τ bα/τ
s
α was

calculated and its temperature dependence is shown in Figure 4.9. The value of this ratio is shown

on the figure at the highest temperature, T = 0.5, where it has a value of 4.2123 and the lowest
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temperature, T = 0.35, where it has a value of 617.974. The dramatic increase in this ratio as the

temperature is lowered indicates that the self-intermediate scattering function in the bulk region

decays much slower than the function in the surface layer as the temperature is lowered. This

effect can be seen in the shapes of the curves in Figure 4.4.
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Figure 4.10: Relaxation times of the film as a function of z for all temperatures. Particle motion in the
parallel and perpendicular directions is represented by solid and open data points respectively. The position
of the substrate is defined as z = 0.

In Figure 4.10 the alpha relaxation time as a function of z is shown for the A-particles for both

k parallel (empty circles) and k perpendicular (filled circles) to the substrate. The position of the

substrate is shown as a vertical dashed line. The z-dependence of the alpha relaxation time can be

divided into three different regions: (1) a region influenced by the substrate; (2) a bulk-like region;

and (3) a region influenced by the surface. The relaxation times in region (1) are large compared

with center of the film, but they quickly decrease over approximately 5σAA.

In the center of the film, the relaxation time as a function of z is nearly constant until the edge

of the film is reached. For temperatures less than 0.38, the relaxation time slowly decays to its

plateau value over approximately 15σAA. Near the surface, the final decay of the relaxation time
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occurs at approximately 32σAA from the substrate, and falls quickly to a minimum value. The

position of this minimum value is dependent on the edge of the film, which is, in turn, dependent

on the temperature, as shown above. The relaxation time profiles were used to define the bulk-like

region, which is the statistically uniform region in the center of the film. This region is shown in

Figure 4.10.

4.3.2 Comparison of Particle Displacements at the Surface and Within the

Bulk

We examined in the previous section the average dynamics of the film by analyzing the self-

intermediate scattering functions. The temperature dependence of τα was found to be different

for particles that started at the surface than for those that started in the bulk-like region. The

temperature range used in this work does not indicate the emergence of a plateau for F s
S(k; t),

while a plateau clearly emerges for F b
S(k; t). However, it is noted that both regions display a non-

exponential decay, indicative of heterogeneous dynamics. To better understand the single particle

motion that gives rise to these heterogeneous dynamics, single particle displacements will now be

examined.

To obtain additional information on the dynamics, the distribution of the particles’ displace-

ments in real space at a set time separation is investigated via the self-van Hove correlation func-

tion [5]

Gs(δr; t) =

〈

1

N

N
∑

i=1

δ (δr+ ri(0)− ri(t))

〉

. (4.7)

The self-van Hove correlation function gives the probability that a particle has moved a dis-

tance δr in a time t. GS(δr; t) is a Gaussian distribution for diffusive motion. Gaussian behav-

ior can be better seen by examining the probability of the logarithm of single particle displace-

ments P [log10(δr); t] [96–99]. Two-dimensional motion parallel to the substrate is the principle

motion of concern, so the two-dimensional version of P [log10(δr); t], P [log10(δrxy); t] is used,

where δrxy =
√

[x(t)− x(0)]2 + [y(t)− y(0)]2. P [log10(δrxy); t] can be obtained from the two-

dimensional self-van Hove function via
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P [log10 (δrxy) ; t] = 2π ln(10)δr2xyGs(δrxy; t). (4.8)

The distribution of the logarithm of single particle displacements is a useful tool since the shape

of the distribution does not depend on time and the peak height is equal to 2 ln(10)e−1 ≈ 1.69 for

a Gaussian self-van Hove function. This function can then be used to identify some features of

glassy dynamics, namely hopping-like motion, as well as non-Gaussian displacements [96–99].
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Figure 4.11: The behavior of the probability of the logarithm of displacements as it varies with: (a) time
separation (in multiples of τ bα) and (b) temperature (all temperatures shown). Both figures show the prob-
ability of the logarithm of the displacements in the bulk-like region of the film. A Gaussian distribution
calculated using the mean squared displacement at T = 0.5 is shown for comparison.

In figure 4.11, P [log10(δrxy); t] is shown for the bulk-like region of the film for its dependence

on: (a) time at the lowest temperature of T = 0.35 and (b) temperature at a time separation of 5τ bα.

A Gaussian distribution is not followed by any of the curves in figure 4.11 since all of the peak

heights are less than 1.69.

At the lowest temperature of T = 0.35, a shoulder begins to emerge in P [log10(δrxy); t] at a

time separation of 0.5τ bα. This indicates already defined fast and slow populations. With increasing

time separation, the first peak moves to the right and decreases in size, while the shoulder grows and

moves to the right as well. There are two clearly defined peaks at a time separation of 5τ bα. Even at

82



a time separation of 10τ bα the particle displacements do not constitute motion described by Fickian

diffusion and are not Gaussian in their distribution. The displacements imply the hopping-like mo-

tion observed frequently in simulation [99–101, 107] and experiments [108–110] on supercooled

liquids.

In figure 4.11(b), P [log10(δrxy); t] is shown as it depends on temperature at a fixed time sepa-

ration of 5τ bα. This time separation was chosen since two peaks can be clearly seen for T = 0.35.

It can be seen, as the temperature is decreased, the dynamics become increasingly heterogeneous.

Thus, the characteristics of the hopping-like motion, associated with dynamic heterogeneities

of bulk supercooled liquids, are seen in the center of the film. How the particle displacements

change for particles that start at the surface of the film will now be compared with those displace-

ments for particles that start in the bulk-like region. This comparison will be done for displace-

ments as a function of temperature and for displacements as a function of time separation.

This comparison is done in two different ways. First, the displacements of particles starting in

the surface and bulk regions are compared when the two regions are at the same temperature. Due

to the higher mobility of the surface, the surface particles move much farther than the bulk particles

at a fixed time separation. Therefore, this comparison will be performed at the same multiples of

the bulk relaxation time and of the surface relaxation time. Next, the distributions for particles

that start in the bulk-like region and in the surface region are compared when the two regions have

approximately the same alpha relaxation time τ s,bα . This requires the two regions to be at different

temperatures. The relaxation time is defined through F s,b
s (k, τ s,bα ) = 0.2, as in figure 4.7.

In figure 4.12, P [log10(δrxy); t] is shown at temperatures of T = 0.37, 0.36 and 0.35 for

particles that start in the bulk-like region and for particles that start in the surface region. The

temperature decreases from bottom plots to top plots. The time separation increases from left plots

to right plots as can be seen in the figure.

At time separations of τ s,bα , the distributions of the bulk-like region and surface layer are qual-

itatively similar in shape at T = 0.37. The bulk curve is shifted slightly to the left due to the

average displacement of those particles being smaller on this time scale. The distribution for the
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Figure 4.12: Comparison of the surface (dashed line) and bulk (solid line) P [log10(δrxy); t] at the same
temperature. The time separation increases with each figure from left to right and displays values of τ s,bα ,
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surface particles is slightly wider than the bulk curve. A shoulder appears at log10(δxy) = 0 for

lower temperatures, which indicates a displacement of one A-particle diameter. The shoulder is

present both at T = 0.36 and T = 0.35 and is more pronounced at the lower temperature. This

shoulder indicates a small fraction of particles in the bulk region having faster dynamics.

At time separations of 5τ s,bα , the curves of both regions have qualitatively similar shapes and

heights at T = 0.37. A shoulder appears in both the surface and bulk-like regions at T = 0.36.

This is again indicative of faster dynamics from a small fraction of the particles. The peaks for

the faster and slower particles are approximately the same height in the bulk region. The faster

particle distributions still have the higher height in the surface region. The majority of the particles

in the surface layer have faster displacements at T = 0.35, with only a small fraction of slower

particles still present. At T = 0.35 in the bulk region, the peaks indicating the faster and slower

particles have separated. This implies that the regions of faster and slower particles are becoming

more distinct. Although the surface dynamics are two orders of magnitude faster than the bulk

region’s, the particle displacements are remarkably similar to those found in the bulk, albeit on

vastly different time scales.

At time separations of 10τ s,bα , the bulk and surface regions have similar displacements at T =

0.37. However, neither region has displacements that have a Gaussian distribution. At T = 0.36,

the displacements in both regions are still similar, and the heights of both peaks are nearly identical.

At T = 0.35, one peak is visible for the particles in the surface region, while the bulk region has

two peaks. When comparing T = 0.35 at different time separations, however, the time evolution

of the particle displacements are similar with the faster surface particles approaching a Gaussian

distribution for a smaller time separation.

Figure 4.13 shows a different comparison than the one shown in figure 4.12. Here the hypothe-

sis is examined that the distributions of particle displacements in the bulk and surface regions will

be similar if they are compared when both regions have approximately the same alpha relaxation

time. In this case, the displacements are very different.
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Figure 4.13: Comparison of the surface (dashed line) and bulk (solid line) P [log10(δrxy); t] at the same
relaxation time. The time separation increases with each figure from left to right and displays values of τ s,bα ,
5τ s,bα , and 10τ s,bα . The temperature increases in each figure from top to bottom and has values of T = 0.35,
0.36 and 0.37 for the bulk-like region of the film and T = 0.42, 0.43, and 0.47 for the surface layer.
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Figure 4.13’s layout is similar to figure 4.12’s in that temperature increases from bottom panels

to top panels, and the time separation increases from left panel to right panel. The surface layer’s

relaxation times were compared to the bulk region’s relaxation times. It was concluded that the

following temperature pairs have approximately the same surface and bulk relaxation times, re-

spectively: 1) 0.35 and 0.42; 2) 0.36 and 0.32; and 3) 0.37 and 0.47. The displacements of the

lower temperature surface layer were compared with the displacements of the higher temperature

bulk layers.

At time separations of τ s,bα , the behavior of the bulk region’s particle displacements is quali-

tatively similar to the behavior of the surface region’s. However, the surface region at the lower

temperature has a lower peak than the bulk region does at the higher temperature. Also, there is

a distinct shoulder that appears in the surface region at the lower temperature that is not present

in the bulk region. The widths of the curves in the surface layer are larger than the bulk region’s

for all temperature pairs, implying that the surface region at lower temperature undergoes larger

displacements than the bulk region at higher temperatures. The larger displacements are evident

due to F s
S(k; t) having a faster initial decay than F b

S(k; t).

The different dynamics between the two regions is very apparent for time separations of 5τ s,bα .

The distributions of particle displacements in the bulk region and the surface region have quali-

tatively different shapes. There is a wider spread of displacements in the surface region, but the

displacements skew to the right when compared with the bulk region at higher temperatures. When

the temperature is lowered, the shape and position of the distribution of the bulk region remains

approximately the same. The surface region’s distribution, however, undergoes distinct changes.

At T = 0.36 there are two distinct peaks in the surface region’s curve. However, there is not much

change in the bulk region’s curve when compared to its curve at T = 0.48. Even though the relax-

ation times for the two regions are similar, the distribution of displacements for the two regions at

this timescale are very different. The two peaks in P [log10(δrxy); t] are still present in the surface

region at T = 0.35, but more of the particles have larger displacements. This implies that the
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difference between the bulk region’s dynamics and the surface region’s dynamics gets larger when

the temperature is lowered and the two regions have similar relaxation times.

The displacements for particles starting in the surface region and particles starting in the bulk

region are again different for time separations of 10τ s,bα . This difference increases as the temper-

ature is lowered, as was the case for t = 5τ s,bα . The height of P [log10(δrxy); t] in the bulk region

has increased at all three temperatures. The curve of the surface region has a quantitatively similar

shape at T = 0.37 and T = 0.36. The distributions are skewed to the right and there is evidence of

hopping motion. At T = 0.35 the shoulder that was seen at the higher temperatures is no longer

present.

Given this, we conclude that the temperature strongly influences the distribution of displace-

ments in both regions. However, there is not a strong correlation between the dynamics of the two

regions and the relaxation time. The hopping-like motion seen in simulations and experiments is

not only present when the dynamics are slow.

As a further note, it is important to take into account the influence of particles that have left the

surface layer within the time separation of the distribution. If the evidence above is to be trusted,

these particles should have a negligible affect on the overall dynamics of the surface layer. To test

that this was this case, the perpendicular mean squared displacement, 〈δz2〉, was calculated at the

highest temperature, T = 0.5, and the lowest temperatures, T = 0.35. The perpendicular mean

squared displacement is shown in figure 4.14.

At a time separation of 5τα, it can be seen that
√

〈δz2〉 ≈ 0.7σAA at T = 0.5 and
√

〈δz2〉 ≈

0.5σAA at T = 0.35. Thus, it can be concluded that the influence of particles that have left the

surface layer within time separations of 5τ sα have little affect on the single particle dynamics of the

surface layer given the surface layer’s thickness of one σAA.
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Chapter 5

Conclusions and Future Work

5.1 Confined Water in Silica Nanopores

In Chapters 2 and 3, we investigated the structure and dynamics of supercooled, SPC/E water

confined in model MCM-41, hydrophilic, silica nanopores. To this end we calculated the self-

intermediate scattering functions for water molecules confined: within pores of three sizes, and

over a temperature range of 210 - 250 K. This temperature range allowed for the exploration of

mildly supercooled water within the pores. We found that the density and the dynamics of the

water within the pores was anisotropic, and so we studied the mean squared displacements and

self-intermediate scattering functions as a function of the water molecules’ starting point. The

water molecules could start in two regions: the core region, and the shell region. The core region

was near the center of the pore, while the shell region was close to the nanopore wall.

The water confined within the nanopores showed properties that are consistent with what is typ-

ically seen of supercooled liquids. In both the mean squared displacement and the self-intermediate

scattering function a plateau developed at intermediate times for molecules that started either in

the core or the shell region. The initial decay from the plateau of the self-intermediate scattering

function is well described by a stretched exponential. At very long times, however, the decay be-

comes very slow and is poorly described by a stretched exponential. This is due to the dynamics

being dependent on the starting positions of the water molecules.

For temperatures T ≤ 220 K, there is an overall slowing of the dynamics in the smaller pores.

This occurs for molecules that start in the core region as well as those that start in the shell region.

Since this occurred in the smaller pores, we conclude that, even with no large variations in the

density of water molecules within the pore, the dynamics of the water molecules are affected by

confinement. At the lowest temperature of 210 K, it was found that the 30 Å pore had slower

dynamics than the 20 Å pore, which was not expected. This was found in both the diffusion coef-
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ficients of the mean squared displacements and the alpha relaxation times of the self-intermediate

scattering functions. To attempt to explain this behavior, it was hypothesized that the water within

the nanopores was not at its equilibrium density. This was investigated in a lengthy study in which

two-box Gibbs Monte Carlo simulations were used to attempt to find the water’s equilibrium den-

sity. It was found that it was very difficult to determine whether the density of water molecules

within the pore was at its equilibrium value. It is suggested that future work examine this problem

and further investigate the methods used to hydrate the nanopores. Since the density of the water

within the pores has been shown to change with temperature, it is necessary to investigate this

issue [50]. We also suggest a study that investigates the self-intermediate scattering functions as a

function of density.

A second explanation of the slower dynamics within the 30 Å pore than the 20 Å pore at 210 K

is the presence of ice within the water confined in the 30 Å pore. To determine if this was the case,

a tetrahedral order parameter was calculated as an attempt to determine if there was ice present in

the system. It was found that the peak height of the parameter was slightly higher in the 30 Å pore

than the 20 Å pore at 210 K. This is indicative of more tetrahedral order within the 30 Å pore,

but is inconclusive as to the presence of ice. It is unknown whether this higher tetrahedral order

affected the dynamics of the water within the pores. It is suggested that future studies explore this

behavior.

We also calculated the temperature dependence of the translational-rotational decoupling ap-

proximation. We found that this quantity had little temperature dependence. Therefore, using the

decoupling approximation in quasi-elastic neutron studies will result in very temperature indepen-

dent interpretation of the results. Despite the water-pore system being anisotropic, it was found

that the Rayleigh approximation was still an accurate description of the rotational self-intermediate

scattering function. This was true for all temperatures.
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5.2 Comparison of single particle dynamics at the center and

on the surface of equilibrium glassy films

In Chapter 4, the single particle and average dynamics of a model supported glass-forming liq-

uid film were examined via molecular simulation. The self-intermediate scattering functions were

calculated for a region in the center of the film that had uniform, bulk-like properties, and for a

surface layer defined to be one particle diameter from the edge of the liquid film. These functions

were calculated at all temperatures. The self-intermediate scattering functions for particles that

started in the bulk-like region of the film were found to be much more stretched than their counter-

parts that started with the surface region. The alpha relaxation times for the bulk-like region and

surface layers were then calculated for all temperatures and compared with bulk NPT and NVT

simulations. The NPT simulations had a pressure value equal to the pressure found in the bulk-like

region and the NVT simulations had a volume equal to the average volume obtained from the NPT

simulations. It was found that, while the NPT and NVT alpha relaxation times had, statistically,

the same temperature dependence, the bulk-like region had alpha relaxation times that were sta-

tistically lower than the bulk simulations. To quantify results of the self-intermediate scattering

functions being much more stretched in shape than the surface scattering functions, the ratio τ bα/τ
s
α

was calculated at all temperatures. It was found that this ratio increased exponentially with de-

creasing temperature, implying the result inferred by the shapes of the self-intermediate scattering

functions.

Despite the conclusion that the average dynamics and self-intermediate scattering functions of

the bulk-like region of the film and the surface layer of the film were quite different, it was found

that the single particle displacements at a given time separation were quite similar when the bulk-

like region and surface region were compared at the same temperature and same multiple of the

bulk-like and surface layer relaxation time. The probability of the logarithm of displacements in the

bulk-like region of the film displayed the characteristic two peak structure of supercooled liquids,

implying hopping-like motion of the particles. The probability of the logarithm of displacements
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in the surface layer also displayed a two peak structure and was remarkably similar to the bulk-like

region’s curve despite being . This was in spite of the large difference seen in the shape of the

self-intermediate scattering functions. However, the two peak structure of the surface layer was

shifted to larger displacement values and the two peaks were not as well localized when compared

at the same multiple of the bulk-like relaxation time. This shift to a larger displacement value of

the two peaks is reflected in the shape of the self-intermediate scattering functions.

When the dynamics of the single particle displacements were compared at temperatures such

that the bulk-like region and surface layer had the same relaxation time, the resulting single parti-

cle displacements were quite different. The bulk-like region that had the same relaxation time as

the surface layer was at a higher temperature, and the single particle displacement distribution dis-

played a single peak. Thus, the bulk-like region at this higher temperature did not display evidence

of hopping-like motion of the particles. The surface layer single particle displacements, however,

were calculated at low temperature, and displayed a two peak structure indicating hopping-like

motion of the particles.

Thus, it can be concluded that the evolution of the distribution of single particle displacements

is largely controlled by the temperature, and not by the population having a large relaxation time.

This is an interesting conclusion given that, when the bulk-like region and the surface layer’s single

particle displacements have the same temperature dependence, the two regions are evolving on a

vastly different timescale. The shape of the surface layer’s self-intermediate scattering functions

was not stretched like the bulk-like region, seemingly contradicting the above result; however, it

was found that this was due to the two peak structure of the single particle displacements being

shifted to large average displacement values.

An avenue for future work could be an investigation of the nature of the hopping-like behavior

in the bulk-like region and the surface layer. The two peak structure of single particle displacements

could be due to particles jumping between adjacent adsorption sites, rather than 3-dimensional

cages of their nearest neighbors. This could provide a connection between the physics of surface

diffusion and the physics of the diffusion of supercooled liquids.
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