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Abstract

Quantum Dot Clusters as Single-molecules: Deciphering Collective

Fluorescence and Energy Transfer Signatures

Applications of quantum dot nanocrystals span from the individual single-molecule use to

large, densely-packed bulk solids. Already, the fluorescence behavior of individual particles is

complex and nuanced, particularly involving the blinking phenomenon. When particles are

combined into higher-order structures where interaction may occur, a complete description

becomes intractable. However, clusters—between two and ten particles—can be effective

model systems to explore the local behaviors that occur in larger networks. A benefit of

small clusters is the viability of using single-molecule spectroscopic techniques, which are

often more informative than bulk measurements. In this work we combine fluorescence mi-

croscopy with structure-probing electron microscopy to elucidate the fluorescence dynamics

clusters of semiconductor nanocrystals. The spectral characteristics of clusters are explored

in the context of an energy transfer model showing low-intensity emission is blue-shifted,

corresponding to the weaker emission from donor particles with a larger band gap. Because

energy transfer depends intimately on the specific topographical structure of the cluster,

the inter-particle spacing, and relative alignment, characterization of specific cluster behav-

ior is better informed by correlated measurements. Next, we present the mapping results

from super-resolution microscopy where the spatial distributions of fluorescence in the sub-10

nanometer realm is clearly correlated with scanning electron microscopy imaging of the same

clusters. Stochastic blinking events enable such observations. The enhanced blinking associ-

ated with energy transfer has practical implications for donor and acceptor roles in clusters.

Finally, the dynamic evolution of the emission dipole orientation for single nanocrystals and

ii



nanocrystal clusters is measured. The orientation signature suggests coupling strengths and

constitutes a first-step towards determining corrections to Förster resonant energy transfer

theory involving nanocrystals.
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CHAPTER 1

Introduction

Semiconductor nanocrystals (NCs) are unique particles that are attractive for many sci-

entific and commercial uses because of their optical properties and small size. Manufactur-

ing simplicity, fluorescence tunability and stability, and high single-particle quantum yeilds

(QYs) have propelled the adoption of NCs into devices from photovoltaics to display technolo-

gies. As research tools, NCs enable the measurement of features smaller than conventional

microscopy can achieve.

Applications of NCs generally fall into two categories: single-molecule and bulk. NCs as

single-molecules are treated as point-like emitters that act in isolation or as sensors of their

immediate environment. The behaviors of individual emitters report information unique to

a specific location, such as the absolution position of the particle to very high precision, or

the proximity of the emitter to objects that may interact with it and effect altered dynamics

from the particle. Because of their small size and limited sphere of interaction, on the order

of a few to tens of nanometers, NCs are ideal probes for measurements below the resolution

limit of light. A variety of experimental techniques, collectively referred to by the term

single-molecule spectroscopy, are specifically designed to be sensitive to the small signals

that are produced by individual emitters such as NCs.

Bulk use of NCs is intended to take advantage of large quantities of particles to amplify

their individual properties. For example, films of NCs are used to enhance the collection

characteristics of the particles over large areas, and concentrated solutions of NCs generate

bright emission that is easily detected without sensitive devices. However, in bulk systems,

hundreds to billions of NCs participate and individual behavior cannot be sorted out from

1



the background signals to which the other particles contribute. While individual interac-

tions between NCs may occur in bulk, they cannot be specifically observed because most

measurement strategies sample too many NCs simultaneously to show behavior unique to a

subset of the particles.

Some collective dynamics are not present unless NCs form into larger groups. En-

ergy transfer (ET), in particular, requires NCs to be in close proximity, typically less than

∼ 10 nm. Other electronic interactions between NCs must occur at similar distance scales

because of the magnitude of intrinsic dipole moments or the finite extent of wave functions.

While bulk samples typically obscure some types of dynamics, the large number of parti-

cles creates the conditions for collective behavior. Small clusters of NCs, 2–10 particles,

are ideal model systems for the collective dynamics that can occur in bulk. Such limited

numbers of participating NCs means that single-molecule approaches can be used to exam-

ine the dynamics without generating signals that merely represent averaged effects. From

this perspective, clusters can be prepared and separated to such low densities that signals

from individual clusters can be measured and the clusters may be treated experimentally as

pseudo single-molecules.

Understanding how energy moves within larger systems is important for engineering de-

vices with specific purposes. NC-based LEDs, photosensors, and photovoltaics have different

energy transport requirements than lasers which make use of NCs as gain material, or NCs

that tag specific bio-structures, both of which generally aim to suppress transport. NC pho-

toexcitation generates an exciton—an electron-hole pair. Two types of transport may occur

for the exciton: (1) the electron and hole may dissociate and diffuse independently in the

material, often aided by external electric fields, or (2) the exciton as a whole may transfer

to neighboring NCs via an ET mechanism like Förster resonant energy transfer. Energy

2



transfer pathways can exist for clusters as small as dimers, and as the number of NCs in a

cluster increases, so too does the complexity of pathways. Suppression or enhancement of

either energy transport form may be accomplished by engineering the local environment of

the NCs or the method of contact.

A variety of higher-order structures can be formed using NCs as fundamental build-

ing blocks. Linked or attached dimers[1], wire-like “chains”[2–5], aggregates[6, 7], ordered

arrays[8, 9], monolayers[10, 11], and films[12–15] are common structures. These higher-

ordered formations can also place NCs in such close proximity that interaction between

neighboring NCs occurs, resulting in collective behavior, such as enhanced blinking[16].

While fluorescence is an indicator of collective dynamics in higher-ordered NC structures

like clusters, it typically cannot provide specific information about the structure. Indepen-

dent structural measurements can be provided by electron microscopy (EM). Experiments

that correlate fluorescence behavior with nanoscale structure have hitherto been focused

on single NCs to study their crystalline characteristics[17–20]. However, EM methods can

also be used to obtain topographical information about NC clusters and provide context for

fluorescence measurements about the possible ET pathways.

The following chapters are an extensive interrogation of CdSe/ZnS NCs and clusters

using fluorescence microscopy and EM imaging. EM characterization of clusters uncover

orientation factors that are typically overlooked, yet have important ET implications for

higher-order structures. Single-molecule confocal studies of the clusters expand on previous

works[21, 22] to measure the spectral dynamics of clusters and show that collective behavior

beyond enhanced blinking is present. Towards of the goal of identifying ET pathways, super-

resolution microscopy correlated with EM imaging is used to match the structure implied

by fluorescence measurements with the true geometry of specific clusters and applied to
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determine individual donor/acceptor roles in the clusters. Finally, extending super-resolution

techniques to extract orientation information provides a measure of an important parameter

in determining ET coupling efficiency and demonstration of such measurements is given.

This dissertation is structured to (1) provide background information about NCs and

the current state of the field, Chapter 2, (2) detail the various investigative techniques and

methodologies used to study NCs, Chapter 3 through Chapter 4, and finally (3) present

new work that extends the understanding of NC behavior in clusters, Chapter 5 through

Chapter 7. Additional details about the sample preparation methods, excitation calculations,

and super-resolution artifacts are provided in Appendix A through Appendix D. A full list

of the abbreviations used throughout is given in Figure D.
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CHAPTER 2

Quantum Dot Nanocrystals

A unique category of nano-sized particles, colloidal semiconductor nanocrystals, or quan-

tum dots, exploit the properties of bulk semiconductor materials, such as band gaps in the

optical wavelengths, to produce stable fluorescent particles with high QYs and strong ab-

sorption across a broad color spectrum. Due to the finite size of the semiconductor material,

confinement of excitons (an electron-hole pair) to distances smaller than the Bohr radius re-

sults in a size-dependent emission wavelength that differs from that of the bulk material band

gap. Control over the size during synthesis allows fine-tuning the emission wavelength. The

phenomenon of fluorescence intermittency, mechanistically different from the triplet blinking

of fluorphors (dyes and proteins), gives these particles dynamic fluorescence behavior. NCs

can also form higher-order structures where energy transfer is possible, further affecting the

emission characteristics of the particles.

Presented in this chapter are some of the fundamental properties and characteristics

of NCs that affect fluorescence and energy transfer. Section 2.1 and Section 2.2 describe

the fluorescence of single NCs and the current state of the field explaining fluorescence

intermittency. New analysis of blinking statistics using change-point detection is briefly

given. Section 2.3 describes the basic synthesis process of constructing the higher-order

structures of NCs used to form clusters in this work. Finally, Section 2.4 summarizes the

mechanisms that have been used in literature to describe energy transfer between NCs in

higher-order structures.
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2.1. General Characterization

2.1.1. Physical Structure. The term quantum dot generalizes many types of quasi-

spherical nano-sized particles. This work focuses on colloidal semiconductor nanocrystals,

many realizations of which fall under the category of quantum dots. Fundamentally, quantum

dot NCs are a core of crystalline semiconductor material with a diameter in the 0.5–10 nm

range. Common core materials include CdSe, CdS, Si, InP, PbSe, and PbS. Charge carriers

in these materials experience the periodic electrostatic fields of the atoms arranged in a

regular crystal lattice. However, the material occupies a finite space, leading to confinement

effects. The periodic potentials give rise to band structures as solid state theory describes,

but the finite extent of the material influences the energies of the bands conceptually similar

to a particle-in-a-box, where allowable energy solutions are inversely related to the volume

of the confinement region.

The exciton Bohr radius provides a measure of the scaling to compare confinement effects:

a0 =
~
2ǫ

e2

(

1

m∗
e

+
1

m∗

h

)

where m∗

e and m∗

h are the effective masses of the electron and hole in the semiconductor ma-

terial, respectively, ǫ is the bulk optical dielectric constant, ~ is the reduced Plank constant,

and e the charge of the electron. The exciton Bohr radius represents the average physical

separation of an electron-hole pair. Strong confinement is the situation where the physical

extent of the semiconductor material is smaller than the exciton Bohr radius and the size of

the NC greatly influences resulting the band gap. Smaller NCs will have larger band gaps

with bluer emission compared to larger NCs because of the confinement. Weak confinement

occurs when the NC size is comparable to or larger than the exciton Bohr radius, and the
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band gap resembles that of the bulk material. Interestingly, materials with larger bulk band

gaps have smaller exciton Bohr radii: 0.26 eV/46 nm for PdSe, 1.75 eV/4.9 nm for CdSe,

and 3.7 eV/1.5 nm for ZnS.

It is common to have a core/shell structure where an outer coating of different semicon-

ductor material (such as CdSe, CdS, or ZnS) is grown around a NC. The main advantages of

engineering these structures are (1) to control the distributions and overlap of the electron

and hole wave functions and (2) to provide a sacrificial layer to oxidation that maintains the

fluorescence properties of the core. Depending on the dispersion relations of each material,

the conduction band and valance band at the core/shell interface can take two forms. Type-

I core/shell heterostructures confine both the electron and hole to the same region, either

the core or shell, because the energy change across the interface is in opposite directions

between the conduction and valance bands (see Figure 2.1B). On the other hand, type-II

structures localize the electron and hole to different regions, resulting in a smaller overlap

between the wave functions, which has ramifications on recombination dynamics. In addition

to the band structure, the interface between the core and shell can take on several forms:

sharp transition, thin transition shell followed by the final shell, and alloyed[23]. While each

of these interface types slightly modify the band structure, their use is typically to release

lattice strain generated by the dissimilar lattice constants of the heterojunction materials.

Lattice strain can create trap states and at the core/shell interface such traps can be partic-

ularly undesirable. Larger NC structures including core/shell/shell have also been created

in attempts to control the electron and hole localizations for specific applications.

Ligands are the final component of a NC and are attached at the outer surface, the

selection of which depends on a variety of design features[24]. They can be attached to

core-only NCs or core/shell structures. The ligand type may be chosen to make NCs soluble
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(A) Structure (B) Energy-levels

Figure 2.1. Structure of a CdSe/ZnS core/shell NC and the energy level
diagram for such a system.

in a particular solvent to enable a desired processing method, or selected to engineer larger

or smaller separation distances between particles in bulk solids or films. Some ligands can

also be used to inject specific charges into the NCs, depending on which atoms they bond

to on the surface[25]. Futhermore, ligands are dynamic, desorbing and attaching to the

surface of NCs when in high enough concentration in the suspension solution[25, 26]. The

octadecylamine ligands of the NCs used in this work are known to be L-type and are strong

displacers of other ligand types that may be used during synthesis[27].

Figure 2.1 diagrams the structure of the NCs used in this work: CdSe/ZnS core/shell NCs

with octadecylamine ligand. The CdSe and ZnS materials ideally have a wurtzite crystalline

structure; however, polytypism with zinc-blend crystal structure has been reported for CdSe

cores[28]. These NCs are type-I heterostructures that confine the electron and hole primarily

to the CdSe core. Figure 2.1B suggests a possible arrangement of trap states in such a NC

system: located at the core/shell interface and on the surface. Traps are discussed in detail

later, owing to the ramifications they have on the fluorescence properties.
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2.1.2. Absorption and Emission. The absorption spectrum of NCs is distinctly dif-

ferent from those of fluorophores. While dyes and proteins have relatively narrow absorption

peaks, NCs have broad absorption deep into the blue and UV. The absorption, excitation,

and emission spectra from a batch of nominally monodisperse CdSe/ZnS NCs at room tem-

perature is shown in Figure 2.2. Various features of the absorption and emission spectra

from NCs have been modeled and such methods demonstrate good agreement with mea-

sured spectra[29, 30]. The emission spectrum consists of a single peak at 560 nm, just above

the 1S3/2–1Se transition corresponding to the first absorption peak. Below a local absorp-

tion minimum at the 2S3/2–1Se transition, the absorption and excitation spectra increase

for shorter wavelengths. This behavior makes it efficient to excite a variety of NCs with

widely differing emission wavelengths simultaneously and without requiring a specific exci-

tation source for each NC type. The excitation spectrum, measured at the peak emission

wavelength, levels off below 500 nm while the overall absorption continues to increase. This

feature is due to the fact that higher energy transitions become accessible with lower exci-

tation wavelengths. The two excitation laser lines used in this work are labeled to illustrate

that the 1P3/2–1Pe transition falls between the 488 nm and 450 nm sources. Different fluo-

rescence features appear for these NCs depending on the excitation source and is discussed

later.

While a specific batch of NCs can be produced that are nearly monodisperse, a distribu-

tion of core sizes is always present and will give rise to a broadening of the bulk emission peak

due to particle variability. Furthermore, single NC spectral signatures at room temperature

have reported spectral diffusion/drift indicating the emission from a NCs responds to inter-

nal or environmental perturbations. These spectral features may occur as sudden emission

jumps on the order of 100 meV[31, 32] or as slow, evolving drifts as the NC reacts to its
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Figure 2.2. Absorption, excitation, and emission spectra of 560 nm QDs.
The laser excitation lines used in this work are also indicated.

environment[33, 34]. Hence, beneath the single emission feature in Figure 2.2 are nuanced

spectral dynamics at both the bulk and individual NC levels.

2.2. Fluorescence Intermittency—Blinking

Fluorescent intermittency is a phenomenon that occurs in many NC systems. Often re-

ferred to as blinking, it is the random switching of a NC between states of high fluorescence

(on) and negligible emission (off). First reported by Nirmal et al.[35, 36] at a single-molecule

level, blinking has been the focus of many publications about NCs. Additional states with

intermediate intensity form a third category, called grey states, that share several character-

istics and mechanistic sources as pure on/off blinking.

Figure 2.3 and Figure 2.4 illustrate the appearance of blinking in two different single-

molecule measurements. Only under single-molecule investigation does blinking present

itself because bulk measurements average over independent blinking events from a large

number of emitters. Prominent in Figure 2.3 are the on- and off-states and the sudden
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Figure 2.3. Fluorescence blinking with 450 nm pulsed excitation.

Figure 2.4. Fluorescence blinking with 488 nm CW excitation.

transitions between them. Two grey states also appear—well-defined peaks between the

on/off intensities in the histogram on the right—with relatively significant intensity levels.

Under different experimental conditions, the same batch of NCs may also exhibit the blinking

shown in Figure 2.4. While similar in appearance, this fluorescence trajectory is produced

with 488 nm excitation and exhibits a less substantial grey state, only slightly above the

off-state intensity level. However, even this low QY grey state is distinct from the completely

off-state where only detector noise contributes to the signal.

2.2.1. Distribution of Event Durations. The duration of an on- or off-state in

NCs can span from microseconds, to minutes, and longer. Three types of distributions are
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commonly used to describe these durations:

P (τ) ∝ e−τ/τc exponential

P (τ) ∝ τ−α power-law

P (τ) ∝ τ−αe−τ/τc truncated power-law.

Exponential distributions typically apply to single trap states or triplet blinking in organic

fluorophors. Power-law is usually the best model for off-duration distributions in semicon-

ductor NCs and the truncated power-law for the on-durations. The blinking statistics for

a single NC are shown in Figure 2.5 and Table 2.1 summarizes the parameters α and τc

for sixteen NCs from the same batch. The parameters are consistent with other reports

for the same CdSe/ZnS NC system[37–40]. The work of Sher et al.[41] interestingly con-

nects the long lifetime decay dynamics of time-resolved measurements to the distribution

of off-durations by accounting for the relative detection efficiencies, and demonstrates that

power-law behavior holds over the extended range from nanoseconds to minutes with a

fixed distribution exponent[42]. However, other analysis approaches challenge the power-

law distribution altogether[43]. Numerous studies have investigated the dependencies of the

distribution type and parameters on NC composition, shell thickness[40], ligands[44, 45],

temperature[46], environment[47–49], excitation conditions[50, 51], and selection of analysis

modes[38, 52, 53]. While a full description of the trends is beyond the scope of this chapter,

discrepancies introduced through analysis methods are particularly unfortunate and worth

further discussion. Amecke et al. undertook a robust analysis of the binning and threshold-

ing method and concluded that the the choices of thresholds often found in the literature
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(A) Binning and thresholding

(B) Change-point detection

Figure 2.5. The on- and off-duration distributions for a single NC from 5 ms
binned data (Figure 2.5A) and from change-point detection (Figure 2.5B). Be-
cause long durations occur with such low probability in power-law distribu-
tions, it is necessary to weight the single occurrences according to the span
of the neighboring empty histogram bins[38]. This extends the range of P (τ)
where the roll-off of the truncated power-law is observed. Note that the thresh-
olding approach produces discrete data and CP detection produces nearly-
continuous data. Proper analysis should reflect such categorical differences[54].

“renders most of the data especially on on-state power law distributions highly question-

able.” Only when the onset of the underlying power-law statistics is near the experimental

binning time can accurate distributions be obtained.
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Table 2.1. Summary of single NC blinking statistics parameters using the
binning and thresholding analysis approach.

ᾱ τ̄c [s] range τc [s]

P (τon) 1.4(2) 26.5 3–105

P (τoff) 1.8(14)

Table 2.2. Summary of single NC blinking statistics parameters using CP
analysis. *Only one NC had a large cutoff time τc, the others having a narrower
range of 1.5–9.3 ns.

ᾱ τ̄c [s] range τc [s]

P (τon) 0.8(12) 8.6 1.5–49.4*

P (τoff) 1.4(10)

The first step in determining state-duration distributions is separating intensity traces

into defined intensity levels, a task that is common to other analyses that may be of inter-

est. This is typically accomplished by setting threshold levels on binned photon streams.

The number and location of thresholds as well as the bin width must be selected in some

fashion. While logical choices for these analysis parameters exist, approaches that aim to

remove selection bias from analysis methods have become increasingly popular. Power-

spectrum analysis[55, 56], auto-correlation analysis[56, 57], and change-point detection[58–

63] are among the most commonly applied to NC blinking. Power-spectrum analysis calcu-

lates the Fourier transform of the fluorescence intensity trace and auto-correlation analysis

examines the shape of the correlation curve as well as the Fourier transform of the correlation

curve. Both methods use binned data (either the intensity trace or the correlation function)

and, more restrictively, do not determine independent distributions for the on- or off-states.

Change-point (CP) detection based on inter-photon arrival times performs the task of break-

ing a fluorescence trajectory into unique intensity levels without binning the data, thresh-

olding, nor specifying the number of levels present by following a likelihood-based approach
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that accounts for photon counting statistics[64]. Therefore, multi-level blinking (such as grey

states where thresholding may overlap closely-spaced intensity levels) can be accommodated

and the distribution of state-durations calculated in a statistically unbiased manner. More

recently, change-point detection based on Bayesian inference and hidden Markov models has

been the preferred approach to eliminate selection bias from pre-binned data streams (as

in the case of data from experiments involving cameras limited by integration time)[60–62].

While power-law blinking does not strictly fall into the category where Markov models apply,

progress using explicit state duration (semi-Markov processes)[63] offers a solution that can

be utilized for blinking duration distributions and other analyses.

Analyzing the on- and off-duration distributions using inter-photon CP detection on the

same photon stream as shown in Figure 2.5A results in the slightly different distributions

depicted in Figure 2.5B. Table 2.2 summarizes the distribution parameters using CP results

for the same batch of NCs as Table 2.1. Examination of the associated CP time-trace shows

excellent reconstruction of the intensity trace—as far as visual inspection, both methods

appear to capture the correct transitions. However, the power-law exponents α are smaller

for CP than from threshold-based analysis, and an order of magnitude smaller time-scales

are identified. These effects are understood by recognizing that the thresholding approach is

more likely to register an invalid transition between on/off intensities due to noise. Thus, in

thresholding analysis longer durations will be broken into smaller segments by noise, resulting

in fewer long events and increased numbers of short events, which favors a larger power-law

exponent α and, by the limiting effects of the bin size, does not simply shift the distribution

to shorter time scales. Terentyeva et al.[65] compared binning and CP methods in enzyme

smFRET experiments and found that, for exponential distributions, binning overestimated

the number of short durations while CP underestimated. Because the overwhelming majority
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of published studies on power-law analysis are based on thresholding, and no study has taken

direct aim at the application of CP to blinking statistic, discussion about these discrepancies

with CP analysis is lacking. However, while much attention is given to the on-durations,

the off-duration exponents from CP are consistent with the α ∼ 1.5 that Sher et al.[41]

use to connect the vastly differing time scales of long decay dynamics with the off-duration

power-law behavior, and are more consistent with the off-duration statistics from many of

the blinking theories.

As pointed out by Kuno et al.[37, 38], and reconsidered later by Schmidt et al.[59], power-

law distributions are well approximated by the sum of only a few exponential distributions

with cutoff times distributed between the resolution of the measurement and the length of

the measurement. The work of Schmidt et al.[59] calculated the decay-time of on-durations

from each intensity level identified by CP analysis and observed spikes at specific time-

scales. They showed that distributions of these identified decay-times effectively reproduces

the power-law distribution for on-durations for the given NC. It is from this perspective

that NC blinking statistics are understood to represent a distribution of transition rates,

which has led the discussion about the physical mechanisms responsible for fluorescence

intermittency.

2.2.2. Blinking Mechanisms. Having discussed the observed manifestations of blink-

ing without directly addressing the mechanisms responsible, we present a summery of the

proposed models for fluorescence intermittency. Excellent reviews of blinking have been

published by Cichos et al.[39], Frantsuzov et al.[66], and Cordones and Leone[67], where the

interested reader can find more detailed discussions in the context of the experimental find-

ings that led to the proposed models. Theories behind the fluorescent intermittency of NCs

are divided into two categories: (1) type-A blinking stems from charging and is accompanied
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by a fluorescence lifetime change due to Auger recombination and (2) type-B blinking is

the result of fluctuating recombination pathways that do not compete directly with band

edge recombination rate such that no lifetime change occurs, only a decrease in fluorescence

intensity.

Type-A blinking: A transition from an on-state to an off-state is associated with

the capturing of a charge-carrier at a trap site located away from the core of the NC—

at the core/shell interface, on the surface of the NC, or even on a ligand or in the local

environment[68]. The other charge-carrier from the original exciton remains in the core.

Any new excitons participate in three-body interaction due to the presence of the untrapped

charge in the core. The Auger effect is responsible for new excitons recombining without

producing emission by transferring the energy to the untrapped charge and exciting it to

a higher energy level where it can decay back to the band-edge by coupling to phonon

modes in the crystal lattice. However, normal radiative recombination can still occur and

is a competing process. The resulting reduced fluorescence has a shorter lifetime than the

intrinsic lifetime of the excited state due to the presence of the alternative Auger pathway.

The transition from an off-state to an on-state is the process of releasing the trapped charge-

carrier which returns the core to a neutral state and normal radiative recombination resumes

unimpeded by the Auger process. Theories that describe type-A blinking are referred to as

charging-models.

A single trap state involves unique, but single trapping and de-trapping rates that result

in exponential distributions, not the power-law blinking observed in NCs. Verberk et al.[69,

70] introduced the first model to explain power-law arising from a distribution of multiple

trap states, each with exponential behavior, that collectively produce power-law distributions

and Kuno et al.[71] expanded the theoretical framework to accommodate general charging
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mechanisms. Other charging theories have been proposed that explain features which are

not addressed by the basic charging model. Collectively referred to as diffusion models, these

models considered traps to be dynamic, with either fluctuating tunneling widths or barriers

heights for a charge-carrier to become trapped[38], or fluctuating trap energies that come

into resonance with the band-edge[46, 72, 73].

Type-B blinking: Because type-A models rely on long-lived charged states of the

NC—the existence of which has been challenged—and detailed measurements of charged

NC QYs are found to be more emissive than the off-state[74, 75], additional models have

been proposed that do not attribute an off-state to charging, but rather to processes that

open up non-radiative recombination pathways. The Auger-assisted relaxation model of

Frantsuzov and Marcus[76] couples spectral drift of the 1Se and 1Pe states with deep surface

trap states for the hole. As the energy difference between the two levels comes into resonance

with deep trap states, the hole trapping rate increases, opening an efficient non-radiative

recombination pathway. Fast phonon-assisted de-excitation returns the electron to the 1Se

level and non-radiative recombination with the hole occurs on the microsecond time-scale.

The spectral diffusion of the 1Se and 1Pe levels produces power-law distributions in an

analogous manner as the type-A trap state energy diffusion blinking model. More recently,

Frantsuzov et al.[77] proposed a mechanism that involves multiple recombination centers that

transition between active and inactive configurations. The multiple recombination centers

theory produces power-law distributions by assigning each site a unique recombination rate

and the fluctuating contributions of the individual active centers produces a distribution of

rates. Ultimately, the off-state of such models does not compete directly with band-edge

recombination and results in low-intensity fluorescence without a lifetime change, which is

the defining characteristic of type-B blinking mechanisms.
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While a single, all-encompassing model for fluorescence intermittency is desirable, it is

likely not the case. The work of Galland et al.[78] demonstrated that both type-A and type-

B blinking events could be measured and controlled in the same NC; however, every NC

has unique affinity for one mechanism over another. In experiments without such exacting

control of the NC environment, NCs may express a combination of both blinking types.

Evidence for the multiple recombination centers theory has been demonstrated by Volkán-

Kacsó et al.[79] because NC blinking exhibits memory effects (long blinking events are likely

followed by another long event and short events are likely followed by another short event).

The Auger-assisted type-B blinking model proposed by Frantsuzov and Marcus also suggests

a possible explanation for the difference manifestations of grey states observed in Figure 2.3

and Figure 2.4. Light-induced spectral diffusion of the 1Se and 1Pe states may have different

behavior when the laser source can excite above both the 1Se and 1Pe states versus between

the two states.

Trap states are key components in both types of blinking and some details about their

origins will inform later discussions about their impact in higher-order structures of NCs. A

trap—as the name suggests—is a feature in a NC where a normally free charge-carrier, either

an electron or hole, can become localized by the electrostatic environment that presents a

local energy minimum to the carrier. Deviations from the ideal regular crystalline structure

produce several types of trap states in NCs: at substitution sites in the lattice, at lattice

defects arising from polycrystallinity, or along a heterojunction interface (such as between

the core and shell) due to lattice mismatch. In addition crystalline sources, traps can occur

at the surface interface due to unsaturated bonds, within the passivating ligands, or in the

local external environment of the NC. Incomplete ligand passivation on the surface of NCs

leaves dangling bonds and exposed atomic sites that can trap charge-carriers. The detailed
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worked of Bryant and Jaskolski[80] showed that incomplete passivation of surface anion sites

(specifically from S atoms, but applicable to the Se atoms of other common NC compositions)

or cation sites (Cd or Zn) introduced a distribution of trap states between the conduction and

valance band. Because ligand attachment is dynamic, particularly in solution, and because

ligands can diffuse across a NC surface, the exact passivation configuration can change over

time and give rise to additional variability in fluorescence intermittency. This also gives a

physical interpretation to the diffusion blinking models where there is spectral or barrier

motion to trap states. One should not consider NCs to be static objects even after being

fixed to a surface.

Traps function fundamentally in different ways between type-A and type-B blinking

models but the states arise from the same types of NC features listed previously. In the

context of the charging models, a trap state functions as a retainer for one of the charge-

carriers and confines the carrier for the duration of an off-period. Where traps are the

sites for non-radiative recombination centers (type-B blinking models), charge-carriers do

not occupy the sites for more than a few hundred microseconds and an off-event may cycle

through many occupations of the traps.

Because of the nature of some traps, appropriate engineering of NCs has been able to

eliminate the fluorescence intermittency altogether[81, 82, 23]. Giant-shell NCs suppress

blinking by placing trap states far away from the core such that the wave functions of the

charge-carriers have little spatial overlap with the traps. This approach requires a type-I

heterojunction between the core and shell. Controlled, monolayer growth of the semiconduc-

tor crystals produces few lattice defects and alloying the core/shell interface with epitaxial

growth results in a gradient that relieves lattice strain. However, complete suppression of
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the blinking may not always be desired, as in the case of elucidating some of the information

presented in this work.

With a more complete understanding of the sources of fluorescence intermittency, a brief

return to the discussion of grey states is in order. As pointed out by Zhao et al.[75], the off-

intensity is a full order of magnitude less than the biexciton QY. Charged NCs used in type-A

blinking models—a trion versus a biexciton—would present a distinguishable intermediate

intensity level. The work of Yoshinkawa et al.[83] addresses these intermediate intensity

levels in greater detail to conclude that biexciton generation is a step along the pathway to

produce the trion state. The implications of measuring grey states is twofold: (1) type-A

charging models are valid and should not be dismissed, and (2) multi-level blinking occurs

and may factor into interpreting blinking measurements.

2.3. Higher-order Structures: Clusters

Many applications of NCs do not make use of single particles in isolation, but as units of

larger systems. Attached to other molecules as signaling agents or as part of large collections

of NCs, various arrangements tailor the unique properties and behaviors of NCs to the benefit

of a desired task or measurement. In this work, the interactions between attached NCs are

investigated in small NC clusters.

Even in the narrow context of higher-order structures involving only NCs of the same

type, a variety of different cluster constructions can be formed. Dimers and trimers are the

smallest units and have been synthesized with direct physical contact between the NCs, and

with linker molecules to produce separation gaps[1]. Wire-like chains have been formed in

several systems, including CdTe[2], CdSe[4], and PbSe NCs[3, 5]. These chains are typically

core-only systems and the synthesis process involves attachment of initially isolated NCs that
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function as building blocks. Electrostatic dipole-dipole interactions between the NCs cause

oriented attachment such that the c-axis the crystal lattice from each NC aligns along the

length of the chains, and TEM imaging shows long range lattice continuity. Aggregates[6,

7] and ordered arrays[8, 9] involve tens to hundreds of NCs, with ever larger structures

eventually entering the size-scale of monolayers[10, 11] and NC films[12–15]. Inter-particle

separation distances in each of these higher-order structures can be small enough that strong

electronic coupling occurs and collective behaviors arise.

This work focuses on small, physically attached clusters that serve as model systems

for the local interactions which occur in larger structures. Collective behavior begins with

dimers and becomes more complex in larger higher-order structures.

2.3.1. Synthesis Methods. Two synthesis approaches are applied here to form clusters

from initially isolated and unattached NCs: (1) slow clustering at low concentrations, and (2)

rapid clustering at high concentrations. The mechanisms of attachment at the single particle

level are not well understood and producing clusters from substantially different processing

methods provides a means of exploring the processes. Details of the two approaches with

discussions are found in Appendix A.

The slow clustering approach has been used in previous studies[16, 84, 21, 85, 22]. The

procedure, briefly, involves adding a small amount of MeOH (a bad solvent) to a dilute so-

lution of NCs in toluene. After letting the clustering process proceed for 10–20 minutes, the

clusters are deposited onto their final measurement substrate. The length of time roughly

establishes the size scale of the resulting clusters. Fluorescence measurements of these clus-

ters demonstrate collective behavior and indicate interaction occurs among the constituent

NCs. Done at nanomolar concentrations that can be directly deposited onto substrates at

appropriate emitter densities for single-molecule experiments, this clustering method can
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provide the conditions for oriented attachment. However, TEM determination of the true

attachment orientations—the most direct measurement of such structural information—is

difficult with this approach because the low NC concentrations are not ideal for locating

NCs in the limited field of view of the TEM at the necessary magnification to visualize

such small particles. Furthermore, the NCs and resultings cluster are too small for AFM

characterization of the cluster size and geometry.

Rapid clustering followed by size purification through ultra-centrifugation, as described

by Xu et al.[1], can produce clusters at higher concentrations and that are stable as clusters

for months. Similar to the slow clustering method, MeOH is added to a solution of individual

NCs that precipitates the particles out of solution. However, the NC solution is in the

µM–mM concentration range and a significantly larger amount of MeOH is added which

results in a turbid mixture. This mixture is then separated from the MeOH by traditional

centrifugation, resuspended, and purified through a series of ultra-centrifugation cycles. At

such high concentrations, TEM imaging can be easily done. Figure 2.6 show the distribution

of cluster sizes and geometries that are produced by this method.

Despite the effective size selection that Xu et al.[1] were able to achieve with fine-tuning

the separation procedure, the selection of clusters produced in this work were broadly dis-

tributed. The results from three sequential separation runs are shown in Figure 2.7. Ideally,

clear, well separated bands constituting single cluster sizes appear after separation. How-

ever, such clear bands were not observed after the first purification (Figure 2.7A), and

further purification of each region separately resulted in only minor improvement of the

banding (Figure 2.7B & Figure 2.7C). However, the final top, middle, and bottom regions

did primarily contain singles, small clusters, and large clusters, respectively.
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Figure 2.6. Distribution of cluster sizes and shapes after UC, imaged by TEM.

There is a variety of minutia associated with the centrifuge process that can affect the

end results (see Appendix A for a full discussion). The initial distribution of cluster sizes, the

NC concentration, and separation layer thickness can all impact the efficacy of the separation

process. In particular, the initial distribution from the clustering step could be narrowed by

using fewer crash cycles (three were used here), and is likely the best procedure to improve

to obtain narrower size-selection. Using a less aggressive bad-solvent, such as acetone, will

also produce clearer banding and, hence, a narrower size distribution (see Figure A.1).

Ultimately, both the slow and rapid clustering methods produced similar clusters. How-

ever, only the rapid clustering could be more completely characterized by TEM. Trimers are

the smallest higher-order structures that can have different geometries: linear chains, angled
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(A) First UC (B) Second UC (C) Third UC

Figure 2.7. Ultra-centrifuge separation. The density of the NCs is suffi-
ciently high that the bands can be observed under UV-illumination. Batches
were collected from the top (T), middle (M), and bottom (B) of each cen-
trifuge tube. Samples collected from like regions of each tube were combined
and dried together for subsequent ultra-centrifugation cycles.

chains, and compact pyramids. Larger clusters can take on an even larger variety of shapes

and many unique realizations of geometry were observed. The two clustering methods were

indistinguishable from one another in fluorescence measurements, although this does not

necessarily rule out oriented attachment in the slow clustering approach.

2.3.2. Enhanced Blinking. The effect of collective effects from NC interactions is

readily observed in the fluorescence trajectories of clusters formed by either the slow or

rapid clustering procedures. Figure 2.8 illustrates what is termed enhanced blinking: rapid

intensity fluctuations across a distribution of intensity levels. Quantitative characterization

of the rapid fluctuations from enhanced blinking was reported in the autocorrelation study of

Shepherd et al.[84] whereby the roll-off time of the intensity autocorrelation function occurs

at shorter times for clusters than for single NCs. The work demonstrated in simulations that

the roll-off time decreases as the number of NCs in a cluster increases.

Enhanced blinking is distinct from binary blinking. In the latter, two clearly separated

intensity levels can be identified. Grey state blinking presents in a similar fashion, but with
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Figure 2.8. Example of enhanced blinking.

additional, distinct intensity levels between the on- and off-levels. However, the intensity

histogram of enhanced blinking outlines a broad, non-Poisson distribution of intensities.

Enhanced blinking is attributed to inter-particle interactions because the intensity trace

is distinct from that of multiple NCs blinking independently[16], which would resemble

stacked-binary blinking (the superposition of multiple binary blinking trajectories), similar

in presentation as grey state blinking where additional levels appear. The work of Tovstun

and Razumov[86] have proposed a model to extract ET rates considering NC blinking.

While the blinking of clusters does not divide into convenient on- and off-intensity levels,

quantifying intensities as high and low provides a useful analogue to examine blinking statis-

tics. Whitcomb et al.[87] proposed this approach and applied it to CdSe/ZnS NC clusters of

indeterminate size. The clusters of that study also demonstrated power-law blinking behav-

ior with similar exponent parameters as single NCs. The authors suggest that the similarity

to single NCs is due to a single, specific NC within a cluster that is primarily responsible

for the emission characteristics because excitons are directed to this acceptor NC through

energy transfer.

Figure 2.9 shows the results of such blinking analysis on the clusters used in this work.

A smaller cluster, from the middle segment of an ultra-centrifuge purification, Figure 2.9A,

shows similar power-law behavior as a larger cluster, Figure 2.9B, from the bottom region.
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(A) Small cluster (B) Large cluster

Figure 2.9. Blinking statistics of a small cluster and a large cluster from
5 ms binned data. The midpoints of the intensity histograms were used as
the thresholds to define high- and low-intensities analogously to on- and off-
states in binary blinking. Exponent values—particularly for the high-intensity
state—are larger than those for single NCs.

The exponent parameters for the clusters in this work were statistically higher than for

single NCs of the same synthesis batch for both the on/high- and off/low-distributions. The

discrepancy may lie in the different energy transfer efficiencies between the NCs of the two

studies. However, blinking statistics for multiple, independent NCs—the closest approximate

to NCs with significantly reduced energy transfer—are rarely reported, and pursuing an

explanation for such discrepancies is outside the scope of this work. Furthermore, the model

selection of truncated power-law over power-law is not as powerful for the high-duration

distributions in Figure 2.9 as the on-duration distributions measured earlier for single NCs

(Figure 2.5). This suggests additional long rates may be present in clusters and that a

broader distribution of individual truncation times from the constituent NCs presents a

more strictly power-law behavior.

2.4. Energy Transfer

Most higher-order structures of NCs present the conditions for energy transfer to occur.

While dependent on the type of transfer mechanism, the properties that are most relevant to
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efficient ET between NCs are proximity and energy level overlap/accessibility. ET can refer

to the migration of the individual charge-carriers independent of one another, as is necessary

for photo-voltaic applications which aim to collect the separated charges, or the transfer

of an entire exciton to neighboring NCs. The former is charge transfer and is typically an

engineered process whereby electric fields, either intrinsic or external, drive the transfer, and

the charge-carriers diffuse independently. Exciton transfer is the transfer of an electron-hole

pair to another NC resulting in an excited state of the acceptor. While both processes can

potentially occur in the NC clusters of this work, we focus on the exciton transfer.

Initially reported by Kagan et al.[88, 89] in the CdSe system, close packed solids of

NCs demonstrated two strong signatures of ET. The emission spectra of monodisperse NC

solids were redshifted, indicating emission from the smaller band gap NCs of the sample

size distribution. Furthermore, in mixed solids the lifetime and fluorescence of the smaller

NCs were quenched while those of the larger NCs were enhanced. Rapid ET in the few

nanosecond range was later measured by Crooker et al.[90] in gradient layers of mixed-size

NCs. Achermann et al.[12] further identified three unique lifetime components in monolayers

of 4.4 nm diameter CdSe NCs, attributing them to ET to three shells of the nearest- and

next nearest-neighboring NCs in the film, and implying that long-range ET can occur.

Förster resonant energy transfer (FRET) is the dominant ET theory applied to NCs[91].

It is fundamentally a dipole-dipole interaction coupling the relaxation of a donor to the

excitation of an acceptor in the near-field (exchange of a virtual photon). While not com-

monly attributed to ET between NCs, Dexter electron transfer (DET) is a similar mechanism

(and, in fact, an extension of Förster theory) that considers the effects of dipole-quadrupole

coupling[92] and is the exchange of charge-carriers between a donor and acceptor. Where

FRET is a singlet-singlet ET, Dexter involves triplet states and depends on the wave function
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Figure 2.10. Calculation of the orientation factor κ for FRET depends on
the the separation unit vector r̂, and the orientation of the donor and acceptor
dipoles, µ̂D and µ̂A.

overlap across the donor and acceptor particles, leading to a stronger distance dependence

than FRET.

ET rates for FRET and DET are functionally different, which is emphasized by the

distance dependencies of each. The FRET rate is given by

kFRET =

(

9ηPLκ
2

128π5n4

)

1

τDr6

∫

λ4fD (λ) ǫA (λ) dλ

where ηPL is the QY of the donor, n is the index of refraction of the surrounding media, τD

is the lifetime of the donor, fD is the normalized donor emission spectrum, ǫA is the acceptor

extinction coefficient, and κ is a factor defining the strength of dipole coupling based on the

relative orientations of the emission/excitation dipoles:

κ = µ̂D · µ̂A − 3 (µ̂D · r̂) (µ̂A · r̂)

In this second equation µ̂i is the transition dipole moment of each particle and r̂ is the unit

vector defining the the separation of the donor and acceptor. Figure 2.10 depicts the com-

ponents of the orientation factor schematically for a donor/acceptor NC pair. Typically the
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orientation factor κ2 is averaged over all orientations and the value of 2/3 is assumed for ran-

domly oriented dipoles in bulk measurements. However, this assumption is not valid in single-

molecule measurements, such as individual NC clusters, which have unique donor/acceptor

orientations. FRET rates have a 1/r6 scaling, which, for the CdSe/ZnS NC system of this

work, quickly become negligible at 8–10 nm compared to the fluorescence decay rate.

The DET rate has the functional form

kDET = Ke−2r/r◦
∫

λ4fD (λ) σA (λ) dλ

where r◦ is the sum of the Van der Waals radii for the donor and acceptor,K is a constant that

depends on the orbital interactions (typically experimentally determined for each system),

and σA is the absorption cross section of the acceptor. Note that the integral is similar to

that of FRET except FRET involves convolution of the extinction coefficient while DET

involves the absorption coefficient. The DET rate has a more rapid falloff because of the

dependence on wave function overlap, which is typically limited to a couple nanometers.

A great deal of attention and support is given to FRET in many publications for ET

between NCs. NC-NC coupling using the dipole approximation has been shown to be very

accurate for 3.9 nm diameter CdSe NCs compared to full density function theory (DFT)

calculations and for different orientations of the NCs[93]. However, the recent work of Mork

et al.[94] measured a discrepancy assuming FRET-only ET theory for exciton diffusion in

NC thin-films, and suggested higher-order corrections could reconcile the differences. An

experimental investigation comparing the two ET models by Hoffman et al.[95] found that

in larger core-only CdSe NCs (> 3 nm diameter) FRET was accurate, while DET was

dominant for smaller NCs. Hence, Dexter electron transfer may yet have a place in some

NC systems.

30



Both FRET and DET theories were derived for general molecular systems. In addition

to the general ET theories that are non-specific to semiconductor NCs, other works have

attempted to describe ET effects particular to NC systems[96–98, 93, 99]. From early on

it has been known that the fine-structure of the 1S3/2–1Se exciton band edge is eight-fold

degenerate—three dark states, one linearly polarized bright state (spin 0), and four circularly

polarized bright states (doubly-degenerate spin ±1)—that are obscured by inhomogeneous

line broadening[100, 101]. The spin ±1 states represent a 2D transition plane, oriented

perpendicular to the c-axis of a cubic or hexagonal lattice crystal, and the spin 0 state

presents an additional 1D transition aligned along the c-axis. Captured in the orientation

factor κ of FRET is the assumption that the donor and acceptor are 1D dipoles with defined

orientations. The orbital interaction factor K performs an analogous function in DET.

Scholes and Andrews[96] developed a quantum electrodynamical treatment of the coupling

for two NCs in the dipole approximation with the aim of accounting for the selection rules

of NCs, effectively accommodating the 2D + 1D nature of the transition dipole (the 1D

transition associated with the spin 0 state has been observed and can contribute depending on

the excitation conditions[102]). The resulting ET rate equations are similar to the expression

above for FRET and the specific form of the orientation factor becomes:

κ = ˆ̄µ0α
i

(

δij − 3R̂iR̂j

)

µ̂β0
j

where α and β refer to the spin state of the donor and acceptor, respectively, and the

dipole transition moments are potentially complex—such as the case for transitions involving

the circularly polarized states with ~µ± = (µx ± iµy) /
√
2. The authors point out that a

particularly daunting challenge to single-molecule measurements of ET rates is obtaining
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the correct spectral overlap integral as this parameter is subject to substantial variability for

even the narrowest dispersion of NCs.

Although they are substantially different systems, inter-connected films of NCs used for

carrier mobility studies[103] provide insight into the collective effects of clusters beyond the

basic donor/acceptor ET perspective. A recent publication by Li et al.[104] reported on DFT

simulations of linked NC dimers in the context of carrier mobility in inter-connected films.

Bridging, where ligands function as linker molecules between NCs, was found to introduce

traps due to hybridization of the ligand/NC orbitals and a dipole-induced potential drop.

Necking—or fusing—puts the crystal facets of NCs in direct physical contact and did not

introduce trap states, leading to higher carrier mobility. Therefore, collective behaviors from

NC clusters could benefit from the consideration of carrier-mobility approaches and not solely

discrete energy transfer schemes.
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CHAPTER 3

Electron Microscopy

Material scientists have a wide range of tools to probe systems of interest. Among them,

the electron microscope (EM) images samples with magnifications unapproachable by con-

ventional optical microscopes. The scanning electron microscope (SEM) and transmission

electron microscope (TEM), while categorically similar, provide different measurement ca-

pabilities for imaging nanoscale structures like NCs. The ability to image objects just a

few nanometers in size with high resolution makes EMs ideal characterization tools for NC

clusters.

This chapter broadly summarizes the capabilities of SEMs and TEMs, and their modes of

operations that are useful for semiconductor NC studies. Section 3.1 outlines the operating

principles of the SEM which is used for the correlated studies of Chapter 6. Section 3.2

describes the TEM along with the variety of measurement capabilities that are useful for

general characterization of NCs. Finally, Section 3.3 presents specific EM characterization

of the samples prepared for this work.

3.1. Scanning Electron Microscope

Of the two types of EMs, SEM is simpler conceptually and in practice. Figure 3.1 depicts

the major components: an electron source, a focusing element, the sample, and a detector.

The electron gun and lens produce a focused beam of high energy electrons that interact

with the sample, producing secondary electrons which are then detected by some rate device

such as a scintillator-photomultiplier detector. High resolution images are obtained by raster

scanning the 0.5–5 nm diameter focused electron beam across the sample and the intensity of

the scattered secondary electrons are mapped to the position of the scanning beam, providing

33



Figure 3.1. Principles of operation of STEM-in-SEM.

topographical information. In standard SEM operation, the depth of the interaction volume

is small and secondary electrons are detected from the same side of the surface that the

primary beam impinges on the sample. Scanning transmission electron microscopy (STEM)

is a variant that can be applied to SEM where a thin sample permits the primary electrons

to pass through the sample to be detected. This mode of operation can produce high-

contrast images for small features if the sample supports transmission. Because the samples

must be thinner, the interaction volume is even smaller than in conventional SEM, resulting

in improved resolutions. Using the primary electron beam means that the signal-to-noise

ratio (SNR) is typically better and Z-contrast images can be obtained in some samples.

Semiconductor NCs are ideal samples to image with the STEM-in-SEM technique because

they are composed of high-Z materials and the small particles settle into thin layers that

support transmission—particularly NC clusters which deposit into single layers with little

3D stacking.
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3.2. Transmission Electron Microscope

A more complex and sophisticated system, the TEM uses a higher energy electron beam

than SEM in an imaging configuration: lenses focus and image the beam much like a conven-

tional optical microscope. Focusing and imaging requires a greater degree of precise control

and manipulation of the electron beam and the number of elements in such instruments is

significantly more than its SEM cousin. The necessary transmission configuration of the in-

strument places restrictions on the types of samples that can be imaged. Figure 3.2A depicts

the basic components of high resolution TEM (HR-TEM). Rather than raster scanning the

electron beam, HR-TEM uses an imaging device like a camera, phosphorus screen, or film

to produce a map.

HR-TEMs can register interference effects due to the wave properties of the high en-

ergy electrons of the probe beam (however, this is not unique to HR-TEM operation only).

Samples with crystalline regions can, therefore, exhibit interference effects—fringes—that

provide additional information about the lattice including orientation and structure. This

can be particularly informative in NC systems to diagnose crystal defects or disorder.

A STEM mode similar to that described for the SEM is also compatible with the TEM.

However, other detection schemes can be implemented that provide more scattering informa-

tion. Figure 3.2B depicts the configuration of STEM-in-TEM. High angle annular dark-field

(HAADF) imaging places detectors in anuli around the primary beam. High angle scattering

rates are extremely sensitive to the atomic number of the scattering material and this method

produces detailed Z-contrast maps. Because the center beam is not blocked, both the dark-

field and bright-field can be imaged simultaneously, obtaining Z-contrast, topographical, and

diffraction information in a single measurement. If a camera is used in place of the typical
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(A) HR-TEM (B) STEM-in-TEM

Figure 3.2. Modes of operation of HR-TEM and STEM-in-TEM.

STEM rate detector, interference of the primary beam can be imaged and provide detailed

diffraction patterns at specific points within a sample with exceptionally high resolution.

While most applications of TEM to NCs concern batch characterization to validate syn-

thesis approaches, a few studies have appeared that draw correlations between structure and

single-molecule fluorescence. The work of Koberling et al.[17] first reported high QYs do not

require achieving high-quality crystalline structure and NCs that exhibit polycrystallinity

or stacking faults have strong fluorescence. Later correlated studies with polarization spec-

troscopy by the same group demonstrated that even spherical NCs and polycrystalline NCs

emit elliptically polarized light, indicating orientation may not necessarily be predicted from

fluorescence measurements alone[18]. Orfield et al.[19] investigated NCs with poor shell cov-

erage in the context of blinking behavior. Larger numbers of Cd surface sites were identified
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as contributing to trap states, resulting in an enhancement of the non-radiative recombi-

nation pathway. The group later used correlated TEM experiments to study the structural

effects on giant, non-blinking NCs where trap states are moved farther away from the core[20].

However, few works have turned the power of EM imaging towards investigating clusters of

NCs where interaction between NCs may occur.

3.3. Characterization of Nanocrystals and Clusters

NC clusters synthesized according to the rapid method detailed in Appendix A were

imaged by TEM to identify characteristics resulting from the clustering process. Figure 3.3

shows a HR-TEM image of a trimer from the middle segment of an ultra-centrifuged batch

with each of the constituent NCs circled in white for identification. 2D Fourier transforms of

fringe patterns from HR-TEM images provide information about the lattice that scattered

the electron beam. The Fourier transforms of the fringe patterns from each NC are shown in

the same figure. It is clear that each NC has a different diffraction pattern which is reflected

in the Fourier analysis of the fringes. None of the clusters imaged by HR-TEM exhibited

correlation among the diffraction patterns of the constituent NCs. Furthermore, clusters did

not appear to form chains nor follow any obvious super-lattice patterns.

Defining the extents of such small NCs in HR-TEM can be difficult and another imaging

mode can provide improved feature recognition. Figure 3.4 shows the HAADF image and

bright-field scattering of a different trimer from the same clustered batch. The trimer is made

up of three NCs that are very different: their size, shape, and Z-distributions indicate that

the NC building blocks were not homogeneous and suffered from a high degree of variability.

As commercially synthesized NCs, this is not unexpected as the preparation methods are

often aimed to produce the highest batch QYs. The Z-distribution subtly indicates that
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Figure 3.3. NC cluster imaged with HR-TEM. The 2D Fourier transforms
of the image sub-regions corresponding to each NC are shown at the bottom.
Each NC of the cluster has a unique diffraction pattern.

the higher-Z core material (CdSe) can be located off-center inside irregular shells. Hence,

core separation distances (i.e. for ET calculations) do not follow directly from center-to-

center measurements, particularly for synthesis batches that are not well characterized. The

STEM-in-TEM measurement also corroborates what the HR-TEM fringe analysis indicates:

the diffraction pattern of the bright-field beam is different for each NC in the cluster. To

place this observation of uncorrelated diffraction patterns into context of NC structure, the

clustering process, ET coupling, and, ultimately, the fluorescent properties of clusters, we

must recognize the role the crystal lattice has among these various NC properties.

Oriented attachment can produce order in two ways: in the geometric arrangement of

the NCs, as observed by some hexogonal close packed (hcp) super-lattices[3], and in the

relative crystal lattice orientations between neighboring NCs[105]. The mechanism for both is

commonly attributed to the interaction of the permanent dipole moments of the NCs. Dipole

strengths are proportional to the NC size, ranging from 40 Debye for 3 nm diameter CdSe

NCs to 100 Debye for 6 nm NCs[106]. ZnS scales similarly but is slightly weaker. Hence, the

thin- and thick-shell CdSe/ZnS NCs in this work are expected to posses relatively significant
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Figure 3.4. HAADF imaging of a NC cluster with the associated bright-
field scattering from each NC. Some degree of Z-contrast relief discern between
core and shell material.

dipole moments due to their size. Screening by the passivating ligand layer has been shown

to have minimal effect on the dipole strength[107]. However, the origin of the NC dipole

moment is still not completely understood and two explanations dominate the conversation.

In one explanation, the dipole moment is fixed to a particular crystal axis (i.e. the c-axis in

wurtzite) due to the lattice type[107, 108]. Such a fixed dipole moment would result in every

NC having the same relationship between dipole moment and lattice, which can result in the

correlation of lattice orientations among NCs in close proximity. A second explanation for the

source of the dipole moment is the configuration in which particular crystal facets terminate.

Shim et al.[106] suggests that the facets of NCs are decorated with surface charges due to

the finite lattice extent and the terminating atomic species gives rise to a dipole moment not

specifically oriented along a particular axis nor common to all NCs of the same type. While

this mechanism can form higher-order structures where lattice orientations are correlated

from high-quality NCs[3], in general lattices may be uncorrelated if there is sufficient surface

irregularity, such as the thick, non-spherical NCs in Figure 3.4. The environment and time-

scale during which clustering proceeds may also render the dipole-dipole forces insignificant

enough for orientation into the lowest energy configuration to occur.
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The crystal lattice has a more deterministic role for the emission dipole, uniquely spec-

ifying the orientations of the 1D spin 0 transitions and the 2D plane for spin 1 transitions.

This is particularly important when considering ET. Although a simple observation, the

seemingly random lattice orientations suggests ET coupling for the clusters characterized

above will not be at the maximum efficiency. The ET theory from Scholes and Andrews[96]

indicates the orientation factor peaks when the c-axis of NCs are aligned parallel or anti-

parallel for both the circularly polarized states and the linearly polarized state. Furthermore,

in the parallel and anti-parallel orientations, the spin state is either maintained or flipped

during transfer for the circularly polarized states. As a function of the relative angles of

the donor/acceptor NCs and the vector between them, the ET rate can vary by as much as

an order of magnitude; however, the κ factor does not approach zero for any orientation.

Figure 3.5 illustrates the implications of the energy transfer efficiency variations in terms of

κ for two NCs involving circularly polarized states as a function of the azimuthal angle φ

between the NCs.

While EM diffraction imaging is a powerful tool for characterizing NCs, particularly for

high-quality NCs, polycrystallinity and polytypism complicate the determination of orien-

tations and the energy level landscape enough that specific ET coupling predictions cannot

be made for the NCs used in this study. Polycrystallinity was measured in HR-TEM images

of many NCs, especially the thick-shell NCs. Furthermore, the core CdSe material and shell

ZnS material are both polymorphic and can form wurtzite (hexagonal) or zinc-blende (cubic)

crystalline structures, requiring sophisticated and difficult EM imaging methods to sort out

at single particle resolutions.

Comparing groups of unattached NCs to clusters is informative about how NCs settle

on a substrate. Figure 3.6 shows the STEM-in-TEM imaging of two different samples:
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Figure 3.5. The orientation factor for ET between spin 1 states as a function
of the azimuthal angle φ for one of the NCs, the other fixed at φ = π/2. The
polar angles of each NC are fixed at θ = π/2. Angles are measured relative to
the c-axes of the NCs and the separation vector ~r.

(1) unclustered thin-shell NCs deposited as singles (Figure 3.6A), and (2) a large cluster

of thick-shell NCs formed by rapid MeOH treatment (Figure 3.6B). Several observations

are worth discussion. First, the inter-particle separation distances (gap size between NCs)

are significantly different between unclustered single NCs and attached NC clusters. The

size of the gap between single NCs is primarily set by the ligand length—octadecylamine

in this case. Clusters, however, have either entangled ligands or direct physical contact,

which is clearly indicated by EM imaging by the smaller gaps. Second, even single NCs

from the less than high-quality batches studied here appear to easily self assemble into

super-lattices with long range hcp structure. Several studies have also observed this[8, 9].

This is likely a combination of the solvent drying process being slow enough that order

can be established, driven by dipole interactions, and the freedom of motion the ligands

provide, acting like a surfactant during the process. In contrast, clusters do not demonstrate
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this level of collective ordering and appear to form irregular arrays of NCs, which was

alluded to earlier. That NCs form faceted attachments during clustering is not supported

by the diffraction imaging which indicates random lattice orientations for such clusters.

Furthermore, clusters always appeared as flat, 2D structures in EM imaging, indicating a

malleability upon deposition where clusters can reshape yet remain large units. Little is

understood about the malleability of clusters after attachment: ligands are known to diffuse,

which could enable NC settling into aligned configurations that reduce the energy of the

system, but faceted physical attachment of the NCs may suppress reordering or limit the

configurations that can occur. These observations suggest that the rapid MeOH clustering

treatment does not produce oriented attachments and, despite the flexibility for clusters to

reshape, the forces between dipole moments are not strong enough to create hcp lattices

once NCs are attached.

Concentrated batches of NC clusters imaged with EM at relatively low magnification,

such as Figure 2.6, provide meaningful statistics about size, shape, and inter-particle sepa-

ration distances. Shown in Figure 3.7 are the distributions of gap sizes, particle diameters,

and nearest-neighbor separation distances for thin-shell single NCs and thick-shell clusters.

Analysis of the hundreds of NCs and clusters was done with ilastik[109], a feature classifica-

tion software package. For simplicity, the particle diameter is reported despite the irregularly

shaped NCs that were used. Thin-shell NCs clearly have smaller diameters and a narrower

distribution compared to the thick-shell NCs. The distributions of gap sizes, determined

by the difference between nearest-neighbor and particle diameter measurements, shows that

un-clustered, single NCs naturally space farther apart than clusters—the octadecylamine

covering ligand has a length of ∼ 1.4 nm. Thus, attachment in the rapidly formed clusters

results in spacing shorter than ligand buffering would produce, which suggests the form of
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(A) Thin-shell NCs as singles (B) Thick-shell NC cluster

Figure 3.6. TEM images of thin-shell NCs before clustering (Figure 3.6A)
and thick-shell NCs after clustering (Figure 3.6B). Both images are at the
same magnification. Separation gaps due to the ligands are visible in the pre-
clustered sample while the clustered sample shows close-contact separation.

(A) Thin-shell NCs (B) Thick-shell NCs

Figure 3.7. Size and spacing distributions for thick- and thin-shell NCs.

attachment could be due to unsaturated surface covering ligands producing patches that

enable closer contact, or even direct contact. Summarized in Table 3.1 are the mean NC

diameters, nearest-neighbor distances, and gap sizes from the distributions in Figure 3.7.

43



Table 3.1. Distribution summary of particle diameter, nearest-neighbor
center-to-center spacing, and gap size for thin-shell single NCs and thick-shell
clusters.

NC diameter [nm] nearest-neighbor [nm] gap size [nm]

singles (thin-shell) 5.7(1.6) 8.0(1.2) 2.4(1.6)

clusters (thick-shell) 8.5(1.9) 9.6(1.1) 1.3(1.4)
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CHAPTER 4

Single-molecule Fluorescence Microscopy

Single molecule spectroscopy is a collection techniques and methods that aim to measure

the properties and behaviors unique to specific, individual molecules. Bulk measurements

sample many identical molecules simultaneously and benefit from a strong signal to which

multiple particles contribute, but such measurements can also obscure the details of how

individual particles behave. The blinking phenomenon of semiconductor nanocrystals, for

example, is not apparent from bulk excitation of the particles. Although NC clusters contain

multiple particles, the fluorescence emitted by them can still be treated like a single-molecule

signal for sufficiently small clusters. Blinking actually enables the application of single mol-

ecule techniques to clusters because only a few emitters may be active in a cluster at a time

and individual on/off transitions are not overwhelmed by large photon statistics from the

group. A wide variety of variations and configurations can be used to make single-molecule

measurements using conventional microscopes. Two instruments were used for fluorescence

measurements in this work: a confocal microscope and a wide field microscope configured

for total internal reflection fluorescence (TIRF) illumination.

This chapter describes the experimental components of the two microscopes used in

this work. Section 4.1 details the confocal microscope that is used to obtain lifetime and

spectral measurements in Chapter 5. Section 4.2 provides an introduction to the field of

super-resolution microscopy with emphasis on the approaches put forth in the literature

to perform fitting and analysis. Finally, Section 4.3 relates efforts by this author to apply

multiple-emitter approaches to resolve the emitters at the short separation distances found

in NC clusters with suggestions for moving forward.
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4.1. Confocal Microscopy

A confocal microscope, such as the configuration depicted in Figure 4.1A, is an instrument

that improves the SNR of measurements by collecting light from only a small, single-point

focal volume. Light from outside a fixed focal volume is rejected by placing a pinhole at an

intermediate imaging plane. The excitation light is likewise only concentrated to the same

focal volume as the detection—hence the term confocal. Alignment of a confocal system

is simplified if an infinity corrected objective is used. Working in the infinity space of the

objective, a collimated laser source focuses to the same depth as the detection arm and in-

plane adjustments of the pinhole at an intermediate imaging plane co-localizes the detection

and excitation volumes. Scattered light is minimized because the excitation volume is limited

to a single diffraction-limited region and the detection volume rejects any photons originating

from outside the same volume. Because photons from only a small volume are collected at a

time, the sample must be positioned such that a fluorescent particle of interest is inside the

confocal region, which typically involves scanning a sample around the focus. The confocal

microscope used in this work paired a 100 µm diameter pinhole with a Zeiss Fluar 1.3 NA,

40× infinity-corrected objective lens.

4.1.1. Time-tagged Time-resolved Measurements. Particular excitation and de-

tection configurations of fluorescence microscopes provide accurate measurements of the

lifetime of a fluorescent molecule. A pulsed laser source may be used to excite a fluorescent

molecule within a short and finite interval. Because the excitation is momentary, the excited

state of the single-molecule evolves without the influence of external fields, decays according

to the mechanics of the molecule, and the individual excitation/emission events from the

molecule can be recorded. Detecting the photon or photons from a single excitation event
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(A) Confocal microscope (B) TIRF microscope

Figure 4.1. Diagrams of the excitation and detection beam paths in a confo-
cal microscope (Figure 4.1A) and a wide field TIRF microscope (Figure 4.1B).

is efficiently done with avalanche photodiodes (APDs) that produce an electronic pulse for

every photon detection event. Pulses are registered by counting hardware in reference to the

timing signal when the excitation pulse occurred, and each photon event is recorded with the

information about the absolute timing of the event within the duration of the measurement

and the timing of the event relative to the excitation. This dual-timing information is called

a time-tagged time-resolved record, schematically represented in Figure 4.2, and is the basis

of the paired single-molecule lifetime measurement with emission intensity fluctuations.

The confocal experiment in this work used two PicoQuant τ -SPAD APDs with the Pico-

Quant TimeHarp 200 counting hardware, which, together, are capable of measuring timing

resolutions down 144 ps at detection rates as high as 1 MHz. A PicoQuant LDH-P-C-450B

453 nm pulsed laser source with 68 ps FWHM pulse width was used for excitation. The

beam profile from the diode laser was cleaned by coupling to a fiber and recollimated before

passing the beam into the confocal microscope. While the source is specified to have > 90%

linearly polarized emission, the fiber coupling does not preserve the polarization. A 450 nm
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Figure 4.2. Concept of time-tagged time-resolved measurements. Excita-
tion pulses may produce a detected photon event. When a photon is detected,
information about the absolute timing of the event, Ti, and the relative timing
in relation to the excitation, τi, are recorded. A measurement is the collection
of all photon events that occurred with both of these pieces of information.

dichroic beam splitter separated the excitation and detection beam paths. An additional

525 nm long pass filter was placed before the detection beam splitter to further filter out

scattered excitation light and a laser line clean up filter was placed before the microscope to

remove the infrared emission common from diode lasers.

4.1.2. Spectral Measurements. Single-molecule spectral measurements provide an-

other level of information that can inform about the dynamics of a system. Measurements

from a spectrometer typically require a trade-off when investigating single-molecule sources:

a detailed spectra requires integrating over time to collect enough photons for the measure-

ment, but integration reduces the temporal resolution and will obscure the spectral dynamics

of the system. Furthermore, simultaneous time-tagged time-resolved measurements are not

compatible with integrating sensors such as a camera that are necessary for spectrometers.

While there is fine structure to the emission spectrum of a single NC, at room temperature
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the emission profile of the 1S3/2–1Se transition is well characterized by a Gaussian profile.

Placing a dichroic beam splitter in the detection path of a confocal microscope splits the

photon stream into a blue- and red-channel[110]. Therefore, by matching the transition

wavelength of the dichroic to the peak emission wavelength of the molecule of interest, a dy-

namic measurement of the central wavelength can be acquired simultaneously with lifetime

dynamics by comparing the relative blue- and red-channel detection rates. The ratio

r =
IR − IT
IR + IT

where IR is the intensity of the detector on the reflected arm (blue-channel) and IT is

the intensity of the detector on the transmitted arm (red-channel), is used to calculate

the emission wavelength center. The binned trajectory of each detector channel is used to

calculate the ratio r, from which a wavelength is assigned to each bin based on a calibration

curve. The confocal measurements in this work used a 565 nm dichroic beam splitter to send

the photon stream to two APDs. Convolving the transmission and reflection curves of the

dichroic with a Gaussian profile yields a calibration curve for each detector and the ratio

above defines how the measured detector rates are related to the wavelength. Figure 4.3

shows the calibration curve for the dichroic used.

4.2. Super-resolution Microscopy

Wide field microscopes image the spatial distribution of the point spread function (PSF)

from a fluorescent molecule. While confocal instruments provide high temporal resolution,

they do so at the expense of obtaining spatial information. Super-resolution (SR) microscopy

is a broad term that encompasses instrumentation advances, measurement approaches, sam-

ple preparations, and analysis methods to obtain single-molecule localization below the
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Figure 4.3. Spectral calibration curve for confocal measurements. The
transmission and reflection curves of a 565 nm dichroic beam splitter are con-
volved with a 15 nm FWHM Gaussian profile (determined from the bulk single
NC spectral profile at room temperature).

diffraction limit. Traditional microscopy is limited to identifying features no smaller than

a few hundred nanometers due to the resolving power set by the diffraction limit of light.

In a seminal paper, Yildiz et al.[111] measured the individual steps of the hand-over-hand

movement that myosin V traverses actin filaments. The approach was a combination of

single-molecule labeling, high SNR imaging devices and instrumentation, and the recogni-

tion that the center of a PSF can be numerically calculated to arbitrarily high precision with

a sufficient number of photons[112]. Spatial localization with resolutions of ∼ 1.5 nm are

now routinely obtained and the methodologies Yildiz et al. introduced heralded the era of

super-resolution microscopy.

Later biological imaging by Betzig et al.[113] built upon these methods and demon-

strated structural reconstructions of—among several inter-cellular structures—the actin fil-

aments with spatial resolution of ∼ 2 nm in a technique termed photoactivated localiza-

tion microscopy (PALM) Simultaneously, Rust et al.[114] demonstrated a similar technique,

stochastic optical reconstruction microscopy (STORM) and the two methods are now the
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standard-bearers of SR imaging for biological applications. The on/off switching of fluo-

rescent molecules utilized in PALM is the basis of many SR approaches and draws obvious

parallel to NCs blinking—a point that underscores the ideal pairing of SR microscopy with

NC cluster studies. Even as the field of SR microscopy has matured, many new applications

of the general methodologies are continually introduced[115, 116]. It is the contents of this

work that expands microscopy into a new direction by investigating structure of NC clusters

at the length scales accessible with SR microscopy.

To obtain SR measurements, the setup depicted in Figure 4.1B was used. The simplicity

of the system betrays the power of such a microscope configuration. A central component to

obtain quality images for SR localization is achieving a high SNR. Bright semiconductor NCs

have an intrinsic advantage over many dimmer organic fluorophores due to their high QY.

A total internal reflection microscope (TIRF) further improves the SNR. Using an infinity

corrected objective and focusing an excitation source at the back imaging plane results in a

collimated beam exiting the objective. Careful engineering of the beam profile can produce a

nearly homogeneous excitation flux across the field of view and provide the same excitation

conditions for all fluorescent molecules in the field of view. In TIRF, the angle of the focusing

excitation beam is adjusted to satisfy the optical criteria for total internal reflection at the

objective/sample (glass/air) interface and the evanescent wave travels only ∼ 100 nm into

the sample. Similar to a confocal microscope, the excitation region is limited to a small

volume to reduce the amount signal from scattering; however, instead of a small spot, TIRF

produces a thin plane of excitation at the interface.

On the detection side, an electron multiplying charge coupled device (EMCCD) images

the sample with single-photon efficiency and produces high SNR images at high frame rates.

The SR in this work used a custom built TIRF microscope with an Olympus Apo N 1.49 NA,
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60× oil immersion objective and a Princeton Instruments ProEM 512B EMCCD[117]. The

excitation and emission beam paths were separated with a Semrock FF500/646 dual-edge

dichroic beam splitter and the emission was further cleaned by a Semrock FF01-562/40 band

pass filter. A quarter-wave plate could be inserted into the excitation path of the 488 nm

Coherent sapphire source to produce circularly polarized excitation. The magnification of

a microscope to be used for SR imaging requires the PSF be spread across enough of the

camera pixels that enough information about the PSF shape can be obtained. However,

too high a magnification and the individual pixels received too few photons to overcome the

intrinsic detector noise. At 150× magnification, the TIRF microscope had an effective pixel

size of 106 nm, near optimal condition for SR measurements.

4.2.1. Point Spread Function Models. The localization improvement of SR mi-

croscopy stems from making full use of the information contained in the intensity distribu-

tion of the PSF to estimate the center of a single-molecule spot with higher precision than

the apparent maximum intensity pixel location would imply. In particular, low intensity

rings contribute significantly to the estimation if given proper weight. However, selecting

an appropriate model PSF to fit the image data to is not a trivial task. Particularly when

multiple spots must be fit, as in the case for PALM and similar imaging modalities, model

PSFs that require minimal computation time during the fitting process have been favored

over more precise models. A discussion about the most prominent models emphasizes these

issues.

The simplest and most recognizable model PSFs in SR microscopy are the 2D versions

of the Airy disc and the Gaussian function. Derived from a simple scalar optics approach of

the diffraction pattern produced by a circular aperture, the Airy disc has a firm basis in the
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physical origin of the PSF:

q(x, y, {θ}) = 1

θ2σ
·
J 2

1

(

θσ

√

(x− θx)
2 + (y − θy)

2

)

(x− θx)
2 + (y − θy)

2

where θi are the fit parameters (θσ has a specific relationship to the optical parameters of

the imaging system, but is often left as a fit parameter) and J1 is the Bessel function of the

first kind of order one. The low intensity rings produced by diffraction are represented in

the Airy function. However, the Gaussian function is a good approximation to the center

region of the Airy function:

q(x, y, {θ}) = 1

2πθ2σ
exp

(

−(x− θx)
2 + (y − θy)

2

2θ2σ

)

Figure 4.4 illustrates the accuracy of this approximation. The intensity in the rings is small

compared to the central region and is generally considered insignificant. Both functions

represent similar computational demands in the above forms. However, the next level of

model sophistication is the incorporation of pixelation effects due to the imaging sensor.

This is done by integrating the PSF over the pixel size

µk({θ}) = θI

∫

Ak

q(x, y, {θ})dxdy + θbg

where µk is the intensity of the PSF at pixel k and Ak is the area of the pixel and depend.

Smith et al.[118] published an algorithm that makes use of the relatively simple form of

the pixel-integrated Gaussian and the closed form of its derivatives that is commonly used

for SR analysis. While a more precise description of the PSF, the Airy disc does not have

such a tractable pixel-integrated form and fitting requires either additional approximations

or numerical integration, a computationally intensive task.
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Figure 4.4. Lineout of the PSF produced by a 2D dipole emitter with the
optical configuration used in the TIRF experiments (1.49 NA, 106 nm pixels,
565 nm emission wavelength). Fits to the dipole PSF using a Gaussian function
and an Airy disc show strong deviations outside the central 400 nm spot.

Recently, developments into models that consider the PSF produced by a dipole emitter

have gained attention in the SR field[119–121]. Single dipole emitters produce an anisotropic

PSF that will bias SR localizations if symmetric PSF models are used[122, 123]. Dipole mod-

els treat the image produced by high-NA objectives with a field-vector framework that is

able to capture the subtleties of real dipole emission effects[124]. Furthermore, fitting such

models retrieves orientation information of the emitter. These model PSFs can incorporate

additional parameters that characterize the optical system in greater detail and the devia-

tions thereof, including the index of refraction of the various embedding media, the effective

focus of the imaging system, and the contributions of large collection angles introduced by

high-NA objectives. Figure 4.4 shows the calculation of a 2D dipole emitter and the least-

squares best fit of the Gaussian and Airy models to the dipole model. Although the Airy

function is appreciated for its inclusion of the low intensity rings caused by diffraction, it

is clear that the higher intensity central region will dominate fitting routines and results in

poor matches for the rings when compared to dipole models. This is particularly problematic
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for 2D dipole emitters where the central peak is broadened independently of the diffraction

rings.

Because of the complexity of dipole models, the equations describing the PSFs typically

require slow numerical evaluations even when approximations are used[121]. This has hin-

dered the application of such models to SR microscopy, where high throughput is desired

for biological imaging and the fit bias of symmetric model PSFs is often not an issue. Auget

et al.[119, 120] recognized the orientation components and the position components of the

full representation can be factored and presented a computationally improved approach to

SR dipole fitting using steerable filters. However, dipole models are still typically only used

when single-molecule orientation angles are the primary parameters of interest.

A final method that provides models for SR fitting is to characterize the PSF produced

by the instrument experimentally and use a deconvolution approach to obtain the SR local-

izations. The astronomy software DAOPHOT II[125] takes this approach for star fields and

the DAOSTORM adaptation implements the tools for SR microscopy[126]. Because the in-

strument response function (IRF) of a microscope can introduce additional aberrations that

cannot be easily addressed by a theoretical model, the experimentally characterized PSF

algorithms can accommodate distortions unique to a particular instrument or measurement.

While dipole effects can, in theory, be corrected with careful PSF characterization, in prac-

tice this may not be possible as individual molecules with different dipole orientations within

the field of view or with non-static orientations will not result in a single characterization

that applies to all emitters across all times. The rotational freedom of some labels or emitters

often negates these issues and, therefore, such characterization-based approaches are widely

used. Appendix D details several artifacts of both the PSF characterization method and

model-based approaches[127].
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4.2.2. Fitting Methods and Noise Models. With an appropriate model PSF se-

lection, fitting proceeds by maximizing (or minimizing) a function that compares the image

data to the model. Many algorithms exist that perform the optimization task with or without

parameter bounds or knowledge of the derivative of the comparison function which stabilize

solution searches and improve computation time. Least-squares and weighted least-squares

are simple comparison functions that provide rudimentary fitting and are largely ignored

in SR analysis due to their inaccuracy with small signals. Maximum likelihood estimation

(MLE)[128], favored by the SR community, defines a likelihood function L(θ|sk) that is the

joint probability function of a particular model parameter selection θ, given the measured

pixel intensity values on the camera sk

L(θ|sk) =
∏

k

psk(θ)

Often the logarithm of the likelihood function is calculated when the intensity values are

large.

There are several choices for the marginal probability function in MLE, depending on

the noise model that is appropriate to the SR measurements. Since photon emission is a

Poisson process, a basic marginal probability function that considers only the variation of

the number of photons reaching the detector is[118]

psk(θ) =
µskk e−µk

sk!

where the explicit dependence of the model on the model parameters has been suppressed.

In this form, the background parameter θbg is included as a Poisson noise source and has the

physical meaning of a real background photon rate such as a uniform scattering.
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SR localization can be improved by considering noise models that capture some of the

detection characteristics of the instrument. This is particularly important for giving signifi-

cance to pixels with count rates on the order of the noise level. Because the EMCCD is an

electron multiplying device, amplification is a stochastic geometric process initiated by the

Poisson detection process quoted above[129]. For SR microscopes equipped with an EM-

CCD, the gain g and the statistics it introduces can be included in the marginal probability

function[121, 130, 131]

psk(θ) = e−µk · δ(sk) +
1

sk

√

µksk
g

e−sk/g−µk · I1
(

2

√

µksk
g

)

where δ is the Dirac delta function and I1 is the modified Bessel function of the first kind

of order one. The measured signal is further convolved with a Gaussian distribution arising

from detector readout noise[130]. Because readout noise can result in negative count values,

a constant factory offset of 500–1000 counts is programmed into such detectors. Identifying

and subtracting this offset is necessary to convert the acquired signal to the true raw signal

which is properly represented by the Poisson and exponential statistics of the noise models.

The readout noise is often small and the analysis implementations in this work did not

incorporate this convolution step in favor of reliable solution convergence.

Many SR fitting packages, although powerful and fast, adopt varying degrees of model

complexity, particularly for noise models. It is up to the researcher to identify when more

sophisticated methods are necessary and perform due diligence benchmarking the selected

algorithms for a particular application. Often a custom implementation is necessary to

perform fitting that a mainstream package cannot accommodate. The fundamentals of SR

fitting outlined above are meant to be a starting point for constructing custom algorithms

and the references within are excellent sources to do so. Three SR algorithms were used
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for the NC cluster studies presented in the following chapters and each chapter outlines the

arguments behind each choice.

4.3. The Multiple Emitters Problem

A major issue of SR fitting is the treatment of overlapping PSFs. The Rayleigh criterion

for epifluorescence microscopes (both confocal and TIRF are in this category) represents the

minimum resolvable distance between two point sources where the overlap is sufficiently great

that conventional microscopy cannot determine the independent positions of the sources:

R =
0.61λ

NA

where λ is the wavelength of the light and NA is the numerical aperture of the imaging

objective. Already SR microscopy breaks this convention for resolving power; however,

overlapping emitter PSFs require special considerations and, in general, the accuracy of

such measurements is significantly lower than the case of widely separated emitters.

The multi-emitter problem is often framed in the context of biological imaging where

there is a trade-off between the number of frames that need to be acquired to build up a SR

image and the density of the fluorescent labels. However, higher densities of labels result in

the higher probability that PSFs will overlap. Even high density images contain valuable

information if a method to sort out overlapping emitters is used. A common solution to

the issue of multi-emitters in SR analysis is to apply an iterative approach where a single

emitter is found and then the residuals are used to guide subsequent iterations that attempt

to fit additional PSFs to the region[132, 126, 133, 134]. In the spirit of PALM and STORM,

approaches that utilize the temporal fluctuations of emitters between frames in combination

with SR fitting have been successful deconvolving dense fields of emitters[135–139].
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NC clusters also present the situation where multiple emitters may be contributing to

the imaged spot. Because ET may be inefficient enough that the individual blinking events

of the NCs in a cluster produce a fluctuating emission origin or large clusters may have

only limited ET distances resulting in several acceptors within the cluster, multiple PSFs

separated by ∼ 10 nm may contribute to the signal. However, most of the blind multi-

emitter algorithms cannot accurately distinguish signals from emitters separated less than

100–200 nm. We investigate the viability of two alternative approaches through simulation

of achievable experimental conditions: a fixed-model fit based on a priori knowledge of the

emitter locations and an independent component analysis.

4.3.1. Multiple Model Functions. Motivated by the recognition that EM imaging

of NC clusters can provide information about the specific arrangement of the NCs within the

cluster, we investigate if a patterned PSF approach is capable of identifying the true emitting

configuration of a cluster. Even clusters with efficient ET will produce emission from each

of the NCs—ET and fluorescence are competing rates—and the resulting imaged spot will

be the combination of multiple PSFs centered on slightly different positions. Consider the

simple case with three NCs in closest-contact (a pyramid), separated by the distance d,

and each NC in a cluster has the same intensity. The five unique emitting configurations

are illustrated in Figure 4.5. These configurations were simulated with the combination of

Poisson photon noise and Gaussian readout noise to produce images that had signal and noise

characteristics matching the experimental conditions of (1) the correlated SEM experiments

of Chapter 6 and (2) the best case TIRF imaging obtained by the instrument (NCs directly

on glass coverslip). Each configuration was simulated at inter-particle separation distances
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(A) Monomer (B) Dimer #1 (C) Dimer #2 (D) Dimer #3 (E) Trimer

Figure 4.5. Configurations for model function-based super-resolution fitting.

d spanning 5–500 nm with 10,000 images to each configuration/distance pair. The pixel-

integrated Gaussian model was used to generate the individual PSFs as no particular model

selection should inherently result in better fitting so long as the fit model matches the source.

A modified implementation of the Smith et al. algorithm[118] was used to fit the sim-

ulated data that could accommodate multiple emitters at pre-specified and fixed relative

positions. Every image of a particular separation distance was analyzed by a PSF model

patterned after each of the configurations in Figure 4.5 at the given separation distance. The

same pixel-integrated Gaussian function was used as the model PSF; however, for speed and

simplicity, only a Poisson noise model was applied for the likelihood function definition. In

addition to the final parameter estimations (θI , θx,y, and θbg), the value of the likelihood

function was recorded for each fit. Parameter estimations were always accurate to within

the expected variance as calculated from the Fisher information matrix.

To evaluate the accuracy of using a patterned fit model that knew of the true emitter

positions, we calculate the Bayesian information criterion

BIC = −2 · lnL+Nθ · lnNk

where L is the likelihood function evaluated at the maximized parameter values, Nθ is the

number of estimated parameters in the model function (three for each PSF used plus one

for the background), and Nk is the number of data points (number of pixels). Because
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(A) Monomer (B) Dimer confiuration #1 (C) Trimer

Figure 4.6. Model selection for SR under TEM correlation conditions. The
bold line shows the mean of 10,000 fits and the shaded region represents the
standard deviation of the BIC around those mean values.

additional PSFs increase the number of free parameters, the value of the likelihood function

alone should not be used to compare different models.

Figure 4.6 shows the accuracy of the models in terms of the BIC as a function of inter-

particle separation distance. The smaller the BIC value, the more likely the model is valid.

In the case of a one emitter, Figure 4.6A shows that a PSF of only a single emitter (monomer)

will always be the best model of choice—a relieving result. The cases of a dimer or trimer,

Figure 4.6B and Figure 4.6C, respectively, show more interesting behavior. In both cases,

the true model function only becomes the most likely for separation distances larger than

∼ 200–250 nm, and the single PSF model is the best choice for smaller distances. A similar

behavior also results from direct likelihood comparisons.

The signal and noise levels are the primary experimental characteristics that can be im-

proved to produce more accurate fits. Because the fluorescence measurements for correlated

SEM experiments had inferior SNR than the TIRF instrument was, in theory, capable of

achieving, a study replicating the best achievable conditions demonstrates if such methods

are useful for disentangling the fluorescence signals from SR measurements of NC clusters.

Figure 4.7 shows the model selection results from simulated ideal TIRF conditions. Because

of the improved SNR, the correct model selections occur at smaller separation distances,
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(A) Monomer (B) Dimer configuration #1 (C) Trimer

Figure 4.7. Model selection for SR under best case scenario TIRF conditions.

which is most significant for the dimer. Hence, the patterned PSF approach, even under

the best experimental conditions, will not be able to identify the correct model for the sep-

aration distances necessary for NC cluster studies. Most blind multi-emitter deconvolution

algorithms are based on similar operating principles and it is clear from these simulations

that they cannot achieve the ∼ 10 nm feature identification required for analysis of small

NC clusters.

4.3.2. Independent Component Analysis. From signal processing comes an alter-

native approach to isolating the PSFs of the individual emitters. Independent component

analysis (ICA) is a method of sorting out multiple signal sources provided there are multi-

ple measurements of the signal that are correlated in time and corrupted by some mixing

matrix. Conceptually, ICA is often described by the cocktail party metaphor. Imagine a

cocktail party where there are multiple groups of people, each having their own conversa-

tion. It would be difficult to follow any one particular conversation if you stood in one place.

However, if you recorded the entire scene from multiple vantage points and compared the

signals, the individual conversations would be present as common fluctuations within each

recording at different volume levels. Applying this concept to SR imaging, the individual

blinking behavior of the NCs are the time fluctuations of each conversation, the multiple
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recordings are the individual pixels that make up the image, and the various volume levels

are represented as the intensity modulations of the PSFs.

Mathematically, ICA solves the problem of determining the mixing matrix A in the equa-

tion x = As where x is the time-series of the observations, s is the time-series of the sources,

and A is the mixing matrix that encodes information about the strength of the signals at

each observation point and the system noise. Only the observations are known. After de-

convolution, the mixing matrix A will contain the spatial distributions of the PSFs for each

emitter and s the time trace of the blinking events for each emitter. ICA approaches the de-

convolution by maximizing the measure of the non-Gaussianity of the sources. This requires

the individual signals not be Gaussian distributed. Binary NC blinking satisfies this require-

ment as the fluctuations of each source are between two intensities (two Poisson distributed

states, one the on-state, the other the off-state, or noise), not a Gaussian distribution of

intensities. Details of the ICA algorithm can be found in the works of Hyvarinen[140] and

Lidke et al.[141].

The multi-emitter problem using ICA has been studied before in the context of local-

izing NCs[141, 142]. However, no EM imaging was available to verify the analyses against

experimental data. In these approaches, the resulting mixing matrix A obtained by examin-

ing movies of blinking NCs in close proximity was used to extract the PSFs from each NC,

followed by SR fitting to determine the location of the unmixed source PSFs individually.

Accuracies down to ∼ 25 mn were reported for non-interacting NCs—within the range of

the inter-particle spacing of some medium-sized NC clusters. In the study by Lidke et al.

blinking was simulated by sampling a uniform distribution. In an effort to see the applica-

bility of these analysis method to NC clusters, we simulated the conditions for the TIRF

experiments and incorporated the power-law blinking distributions to further validate the
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Figure 4.8. ICA localization accuracy with simulated data. Simulated data
was based on a background of 10 photons and 1,000 photons in the PSF. A
relative localization error of 1 indicates the deviation of the fits from the true
positions was equal to the magnitude of the separation distance.

ICA method in the context of real NCs. To compare results, the relative localization error

of two emitters was calculated according to
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determined by SR fitting.

Figure 4.8 shows the results from simulations done in a similar manner as the patterned

PSF simulations above. Only two NC were simulated in the blinking movies. A benefit of

ICA is that it removes the noise components in the separation process and the effects of

noise models in SR analysis are less significant. ICA is able to effectively separate signals at

distances down to 50 nm without any appreciable localization error—a significant improve-

ment over the patterned model PSFs method. Relatively good localization down to ∼ 25 nm

can be obtained with this method.
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Examination of the individual PSFs at small separation distances shows that the source

of the localization error increase is deformation of the PSFs when there is sufficient over-

lap. The deviations from ideal PSFs are primarily in the gap region between the emitters.

There is an apparent minimal distance within the range of 25–50 nm that, as the sepa-

ration distances decrease, the overlapping regions of the PSFs cannot be isolated to one

emitter or the other and the effect is that the signal is not correctly assigned to either emit-

ter and may appear in the noise terms of the mixing matrix. An alternative SR fitting

model may improve localization accuracy if it considers the degree of distortion that ICA

generates at small distances among all extracted PSFs. Because noise is largely removed

with ICA, PSFs match surprisingly well to the ideal model functions (the pixel-integrated

Gaussian, in these simulations) and the deviations are clear. Additional work with ICA

of this sort could improve the resolvable distances. Furthermore, because NC clusters can

include multiple acceptor regions separated by more than a single NC diameter (discussed

in detail in Chapter 6), ICA could provide information in medium- and large-sized clusters.

Particularly for experiments where EM correlation cannot be obtained, ICA provides the

potential for supplementing such measurements. Another approach similar to ICA is the

iterative non-negative matrix factorization (iNMF) of Mandula et al.[143, 144]. iNMF and

other fluctuation-based algorithms[135, 145, 139] are worth exploring as alternatives to pure

SR fitting.
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CHAPTER 5

Lifetime and Spectral Studies of Nanocrystal

Clusters

As a preliminary study of the NC clusters that have been clustered in various ways, and to

gain insight from the spectral measurement techniques, clusters of thick- and thin-shell NCs

were examined with the confocal fluorescence microscope described in Section 4.1. Details of

the cluster synthesis method and the sample preparation can be found in Appendix A. Time-

resolved lifetime measurements in conjunction with measurements of the spectral dynamics

of the clusters reveals several features of ET and collective behavior that have not been

previously reported. The approximate size and type of the clusters have to be inferred

based on their preparation method and source solution because no independent structural

verification was done for these measurements. However, the EM characterization studies

detailed in Section 3.3 apply to the batches that served as samples for this chapter and the

physical manifestation should be considered in view of the EM studies. Section 5.1 presents

lifetime data in line with previous works[21, 22] and Section 5.2 expands our understanding

of NCs and NC clusters by introducing new data that examines the spectral signatures of

the samples.

The experimental work was carried out by myself and Dr. Roy Geiss, and Dr. Alan Van

Orden and Dr. Martin Gelfand directed the work and provided theoretical considerations.

This preliminary work is currently unpublished.
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5.1. Lifetime-intensity Observations

A common measurement for fluorescent molecules is to examine the lifetime characteris-

tics of individual emitters. With time-resolved measurements, histograms of the decay times

can be compiled and fit to a single decay function or to multiple decay functions. Because

the lifetimes of NCs are tens of nanoseconds and ET rates can be an order of magnitude

faster, the decay histograms must be deconvolved with an IRF which could otherwise intro-

duce artifacts involving short lifetime components and several methods of to do so have been

published[146, 147]. The entire measurement involving all photon events may be analyzed to

obtain the principle lifetime components. However, a more informative measurement breaks

the photon stream into bins of fixed duration (typically 1–100 ms) and examines the time-

resolved records of only the photons within that bin. When combined with the total photon

count for the bin, these measurements form the basis of the fluorescence lifetime-intensity

distribution (FLID). Because the bins contain significantly fewer photons to fit a decay life-

time to and fluorescence decay is a Poisson process for which there is a simple likelihood

function, MLE fitting results in accurate parameter estimates. In previous studies of NC

clusters, the effect of ET was manifest as a short lifetime component in addition to the

intrinsic fluorescence lifetime[84, 21, 148]. To capture such dynamics and avoid over-fitting,

bi-exponential decay functions were used to calculate FLIDs. In a commonly used analysis

method, the average lifetime of the two exponentials was used to generate FLIDs and the

amplitude fit parameters weight the contribution of each time-bin to the FLID histogram.

In this presentation, the projection of a FLID onto the intensity axis does not necessarily

match the simple intensity distribution. Other FLID formation approaches may highlight

other aspects of the lifetime-intensity relationship, but all generally present the same infor-

mation.
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Figure 5.1 depicts several types of FLIDs that can occur. A single NC, such as the one

shown in Figure 5.1A, has a well-defined lifetime at a well-defined intensity level. Both the

thick- and thin-shell NCs had fluorescence lifetimes of ∼ 30 ns, which is expected because

fluorescence lifetime is, most generally, an intrinsic property of the material and the cores are

the same (size and material) for both NC types. Detection events during off-durations are

mostly noise, which is randomly distributed. Because they are not fit well by an exponential

decay, such bins with insufficient photons to overcome the SNR are not plotted. Hence, only

a single feature appears in the FLID of this NC representing the on-state. When multiple,

non-clustered and non-interacting NCs are in the single-molecule detection volume, this

single feature is broadened in intensity, but not in lifetime, as shown in Figure 5.1B. Hence,

the lifetime is independent of the intensity. Examples of single NCs that demonstrate the

distribution of lifetime features are given in Figure C.1. The CdSe/ZnS NCs used in this

study had a distribution of lifetimes between 20–30 ns.

Grey states, described initially in Section 2.2, can appear in FLIDs of single NCs as

additional well-defined features similar to the intrinsic lifetime/intensity feature. A charged

NC is responsible for grey states and they manifest in FLIDs as additional low-intensity,

short-lifetime features. The work of Galland et al.[78] demonstrates the representation of

these features, where access to the grey states was electrochemically controlled. Excitation

power studies by Yoshikawa et al.[83] show the relative intensities of the on state and the grey

states are fixed for a given NC, but the probability of accessing the grey states is strongly

dependent on the excitation power, essentially dependent on the average occupancy of the

excited state. As shown in Figure 2.3 for excitation at 450 nm, grey states were observed in

these NCs, although they do not occur as frequently as the on- or off-intensities of binary

blinking. The low occurrence of grey states in these time-resolved measurements is due to
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(A) Single NC (B) Independent NCs

(C) Cluster of thick-shell NCs (D) Cluster of thin-shell NCs

Figure 5.1. FlIDs of different sample types. The cluster from thick-shell
NCs was from the rapid clustering procedure and UC separation while the
cluster from thin-shell NCs was the result of slow MeOH clustering. Each FLID
was calculated from 50 ms binned photon streams and fit to a bi-exponential
decay. 1,000 seconds of data were used for each measurement. The histograms
were smoothed by a 2 bin Gaussian kernel for display.

the low excitation flux: the probability of generating an exciton during these measurements

was 〈N〉450 nm = 1.7× 10−3 excitons/pulse (see Appendix B).

FLIDs from NC clusters can signify that ET processes are present. The FLID for a

thick-shell NC cluster is shown in Figure 5.1C. As opposed to the multiple non-interacting

NCs case, the cluster exhibits a feature where lower intensities are correlated with shorter
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lifetimes than the intrinsic lifetime of NCs. There is a dependence of the lifetime on the

intensity. This effect is even more pronounced for the thin-shell NC cluster in Figure 5.1D.

Such correlations have been identified as indicators of ET in the work by Shepherd et al.[84].

Because ET and fluorescence decay are competing processes for excitons, a donor NC in a

cluster may emit a photon instead of transferring the exciton to an acceptor NC. Emission

from donor NCs occurs with lower yield than the intrinsic QY of the particles and lifetimes

are quenched because of the competing non-radiative rate. Donor emission is most prominent

when acceptor NCs are in their off-states and do not overwhelm the decay curve with the

intrinsic lifetime. Minor intensity fluctuations or blinking in donors convolved with those of

acceptors result in the distribution of lifetimes and intensities that appear in FLIDs of NC

clusters. These signatures of ET are different from those that are produced by grey states.

A grey state is a feature with well-defined yield and lifetime and ET is a distribution that

has a positive correlation between the lifetime and intensity.

The difference between the FLIDs of thick-shell clusters and thin-shell clusters can be

understood in the context of ET. ET is very sensitive to the inter-particle separation dis-

tances: FRET has a 1/r6 dependence and DET is an exponential decay. The range for

FRET reported by Mork et al.[94] is ∼ 8–9 nm, aligning perfectly with the characterized

nearest-neighbor separation resulting from thick-shell clusters (see Table 3.1). Therefore,

the thick-shell samples produce clusters with less efficient ET. Clusters containing thin-shell

NCs have shorter separation distances and will exhibit more efficient ET. The ET features

for thin-shell NCs deviate more significantly from the multiple non-interacting situation be-

cause of the difference of ET efficiency. Figure C.3 illustrates the variety of unique FLIDs

that can be measured from NC clusters.
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Another factor of the clustering process that can affect the ET efficiency is the relative

orientations of the NCs. As observed in the TEM characterization of rapidly clustered NCs,

the orientation between particles is random for that preparation method. Where the thick-

shell cluster of Figure 5.1C was from a rapidly clustered UC batch, the thin-shell cluster

in Figure 5.1D is the result of the slow clustering procedure for which there is no TEM

characterization of the orientation correlations. The degree to which spacing or orientation

has a greater effect on ET efficiency within clusters cannot be distilled from this preliminary

study of different samples and preparation methods, and remains a direction for future work.

These time-resolved measurements further support the ET behavior of clusters that has been

proposed in previous works.

5.2. Spectral Behavior

Previous single-molecule spectral measurements of individual NCs revealed the emis-

sion spectrum to be dynamic and not static[32, 149–151]. Spectral shifts of 10 meV (∼

2.5 nm for the emission range of the 565 nm NCs) have been observed in low temper-

ature measurements[32] and at room temperature shifts as large as 100 meV have been

reported[151]. Figure 5.2 illustrates the spectral diffusion of a single thick-sell NC obtained

by monitoring the relative detector rates split by a dichroic beam splitter in the confocal

setup. The spectral motion can occur following a blinking event, as a sudden and discrete

change, or as a drift over time, and this NC exhibits all types of motion during the trace.

While some studies have observed a prolonged unidirectional spectral drift as measurements

progress[34]—a blueing attributed to the oxidation of the CdSe core—the spectral trajectory

of the thick-shell NCs in this study did not exhibit any long term drifts. Spectral motion is

attributed to the redistribution of charges in the local environment[152], internal reordering,
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Figure 5.2. Time traces of intensity and spectra for single thick-shell NC.
Some spectral jumps are correlated with blinking events; however, not all
spectral motion is correlated with an intensity change.

and NC charging[153]. Light-induced spectral diffusion has been suggested as a source of

the spectral broadening at low temperatures[154]. Of particular note is that some blinking

theories rely on spectral diffusion to explain the distributions of on- and off-durations[76].

Spectral diffusion can present differently for a NC cluster. Figure 5.3 shows the fluores-

cence intensity and spectral time traces for the thick-shell NC cluster of Figure 5.1C. The

traces are well correlated in time and the random fluctuations observed in the single NC

appear suppressed. It should be noted that these traces represent highly correlated spectral

and intensity features and many clusters studied did not exhibit such substantial correlation.

However, in general, spectral traces from NC clusters showed higher degrees of correlation

with intensity than single NCs.

Theories used to explain the spectral fluctuations in single NCs may also suggest an

explanation for the reduced fluctuations in NC clusters. Türck et al.[152] indicated that
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Figure 5.3. Time traces of intensity and spectra for a thick-shell NC cluster.
Spectral motion is highly correlated with intensity fluctuations.

random field fluctuations due to the embedding environment are responsible for the spectral

diffusion in CdSe NCs. A quantum-confined Stark effect can be induced in NCs by external

electric fields[155] and exciton polarization from a constantly changing environment results in

spectral diffusion[156]. NC clusters represent a different local environment where neighboring

NCs may provide stability to the random environmental fluctuations. Since individual thick-

shell NCs consistently demonstrate strong spectral diffusion, the thick-shells protecting the

core from random fluctuations in the local electrostatic environment cannot explain the

suppression in clusters. However, occupying a fraction of the surface through attachment,

neighboring NCs may suppress spectral diffusion by shielding the embedding environment.

Unfortunately, these experiments do not directly give information about the mechanism.

Another informative way of examining the intensity and spectral relationship is to con-

struct spectral-intensity distributions (SIDs). Analogously with FLIDs, SIDs are generated

from binned trajectories of the spectral and fluorescence intensity information. Presenting
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them as scatter plots instead of histograms also aids recognizing subtle features. Figure 5.4

shows SIDs for the same NCs represented in Figure 5.1. The SID for a single NC, Fig-

ure 5.4A, is as simple as its FLID counterpart: primarily a single feature that corresponds

to a well-defined intensity and central wavelength. Although the batch of NCs is ideally

monodisperse, spectral variation between NCs was observed with individual NCs exhibiting

emission wavelengths spanning 550–570 nm. Figure C.2 provides additional examples of

single NCs with unique spectral signatures.

Multiple non-interacting NCs produce more complicated SIDs, but they can be easily

understood. In Figure 5.4B the spectral signatures of multiple NCs as they appear in a SID

are apparent. Where the FLID provides no explicit indication of the number of independent

NCs measured, the SID suggests two NCs were present in the focal volume: one with emission

centered around 567 nm and the other with emission centered around 555 nm. A grey state

is likely observed for the 555 nm particle. That the SID suggests there are probably two

NCs is because two well-defined features of approximately the same intensity are present

(the QYs for single NCs from this batch were relatively homogeneous). The grey state of the

shorter wavelength NC has the same center wavelength, a characteristic observed in other

single NCs with clear grey states. Each NC produces its own feature when the other NC is

in its off-state. Finally, a feature broadly distributed in intensity at ∼ 561 nm is the product

of both NCs emitting and the spectral position is the average of the two. A lower intensity

side-lobe at ∼ 563 nm is likely due to the spectral averaging involving the grey state of

the shorter wavelength NC. These features are broader in intensity than the features of the

individual NCs because they are the sum of two independently distributed signals. While

this example suggests two NCs, in general, such explicit counting of the number of particles

can be difficult, particularly when there is more substantial spectral overlap.
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(A) Single NC (B) Independent NCs (C) Cluster of thick-shell NCs

Figure 5.4. SIDs of the same NCs whose FLIDs are shown in Figure 5.1. ET
features appear in the cluster SID while the multiple non-interacting NCs do
not, which display an averaged feature. The intensity distributions appear dif-
ferent from their counterparts in the FLIDs because SIDs were generated from
the raw photon rate data and the histograms of FLIDs are compiled from dis-
tributions weighted by the fit parameters. Additional examples demonstrating
the variety of unique spectral signatures from NCs and NC clusters exhibiting
ET can be found in Figure C.2 and Figure C.4, respectively.

ET from NC clusters produce clear features in SIDs. Figure 5.4C shows the SID of the

thick-shell cluster. While strikingly similar to the two NC SID discussed previously, the

cluster SID is clearly missing the longer wavelength feature that would have an intensity

comparable to the QYs of individual NCs. The longest wavelength feature corresponds to

the brightest intensities emitted by the cluster and is comparable to the that of multiple NCs

contributing to the signal. This long wavelength feature is the emission from the acceptor

NC in the cluster. Because ET drives excitons to the smallest band gap NC, the majority

of the emission will emanate from the longest wavelength NC—the acceptor. Furthermore,

the intensity of the acceptor is enhanced by the contributions from donor NCs, resulting

in a distribution of higher intensities than a single NC would typically produce. When the

acceptor NC is in an off-state, the spectral features of the donor NCs at shorter wavelengths

are apparent. These SID features are different from the multiple NC case because of the

distinct lack of a low intensity, long wavelength feature. The higher intensity features in

Figure 5.4B are the result of emission from multiple sources averaged together. However, no
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long wavelength features are present to be averaged in the cluster example except for the

enhanced emission at the longest wavelength.

An interesting consideration for examining the fluorescence lifetimes in a split detector

arrangement concerns rise-times and ET. With the split detector arrangement, correlated

time-resolved and spectral measurements are obtained simultaneously. However, samples

that exhibit ET produce a rise-time in the red-channel detector. This is because excitons

arrive at an acceptor at delayed times as the transfer process requires a finite amount of

time to occur. As a result, careful fitting and lifetime analysis must be done when extracting

decay curves from the separate red- and blue-channels. This artifact is also the primary

source of the different appearances of the intensity components between FLIDs and SIDs of

the same NC. FLIDs are constructed from fitted parameters and the rise-times of the red-

channel produce exponential decays with negative amplitudes, affecting the weighting in the

histogram. A third exponential is sometimes necessary to accommodate the rise-time which

must be factored into the analysis approach. However, extracting both lifetime and spectral

measurements can be useful, particularly because correlations between lifetime changes and

spectral jumps have been reported[157] and may be of interest for future NC cluster studies.

The simultaneous measurements of lifetime and spectral signatures differentiate single

NCs from NC clusters in ways not previously observed. In particular, the spectral diffusion

of single NCs is suppressed in clusters. While further studies may reveal the details of the

mechanisms involved, this experiment is the first observation to indicate such behavior and

suggests that NCs in clusters exist in a more stable electrostatic environment than NCs in

isolation. Spectral measurements also produce signatures that validate the ET model of

donor/acceptor relationships. While a short lifetime component has previously been the sole

indicator of ET in clusters, the spectral features show clear relationships between intensity
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and emission wavelength in agreement with ET: the highest intensity emission in clusters is a

longer wavelength than the lower intensity emission, a consequence of ET to smaller band gap

NCs. Furthermore, suppressed spectral dynamics and clear spectral-intensity relationships

suggest donor/acceptor roles are fixed in clusters despite the magnitude of spectral diffusion

in single NCs.
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CHAPTER 6

Correlated SEM and Super-resolution Microscopy

of Nanoscrystal Clusters

To better understand the connections between the fluorescence behavior of NC clusters

and their physical structure, independent measurements of each must be made. Up until this

point, the form of the clusters studied had to be implied from fluorescence measurements

alone. The variety of geometries, orientations, and inter-particle separation distances means

that clusters may have very efficient ET, in which case donor NCs may hardly present a signal

above the dominant acceptor, or ET may be inefficient resulting in signals from individual

NCs that are effectively isolated giving the appearance of multiple unattached NCs. Previous

work utilizing correlated fluorescence microscopy with atomic force microscopy could identify

large clusters and indicate if multiple NCs were present in the focal volume, but not provide

the resolution necessary to determine exact geometries[21, 22].

Studies combining EM imaging with fluorescence microscopy primarily utilize the fluo-

rescence measurements to determine QY in correlation with defects and identify anomalous

blinking behavior in single emitters[17–20]. Linking the fluorescence behavior of aggregates

spanning dimers to hundreds of nanoparticles with verified by TEM imaging was reported

by Wang et al.[158, 159]; however, these studies concerned general intensity fluctuations and

were not well-resolved spatially. The work of Weber et al.[160] reported on the correlated

surface-enhanced Raman scattering with SEM imaging of large aggregated silver colloids,

and was among the first applications of correlated SR and EM measurements on clusters

of nano-sized particles. However, the size of the silver colloids were an order a magnitude
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larger than the NCs of this work and the measurements were looking for surface activity

over length scales larger than the small clusters studied here.

In this chapter, we present the results from correlated super-resolution microscopy and

SEM imaging on NCs and NC clusters. This work represents the first such combined measure-

ments for NC clusters and introduces new approaches to studying ET with single-molecule

methods. The experiental work was carried out by myself, Dr. Peter Goodwin, and Chris

Sheehan at the Center of Integrated Nanotechnologies (CINT) at Los Alamos National Lab-

oratory, with Dr. Alan Van Orden and Dr. Martin Gelfand directing the project and theo-

retical work. A published initial report of the findings appeared in Proceedings of SPIE[161]

and a more extensive manuscript is currently under review.

6.1. Experimental Design

The primary difficulties in obtaining correlated measurements with two significantly dif-

ferent imaging modalities are (1) preparing samples that can be imaged in both instruments,

and (2) to identify the same features of interest between the two measurements. It is, there-

fore, necessary to perform SR measurements on a sample substrate that can be imaged in the

SEM and generate fluorescence maps in order to facilitate finding the NCs in the SEM. Ideal

substrates for fluorescence microscopy are glass coverslips and for EM imaging copper grids.

However, copper grids (or any material that promotes ET to the substrate) can quench flu-

orescence needed for SR localization and glass coverslips do not enable high-resolution EM

imaging because of surface charging. These requirements limited the available sample sub-

strates to thin windowed grids of silicon nitride (see Appendix A). Once a set of fluorescence

measurements is completed, the sample substrate is unmounted from the TIRF microscope

and transferred to an SEM for electron imaging.
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Figure 6.1. Correlation scheme. Fluorescence measurements on the TIRF
microscope are performed first. Emission centers of interest are identified and
a table of the locations are compiled referencing the NC coordinates to the
edges of the SiN grid windows. Finally, the coordinates are used to locate the
NCs in an SEM where the structure and geometry are measured.

Figure 6.1 illustrates the method used to obtain correlated measurements. Samples of

NCs or NC clusters are deposited onto windowed SiN TEM grids. The substate is placed

with the exposed surface of deposition facing the top of the TIRF microscope on top of a

mounted coverslip. In this arrangement there is a small gap of air between the glass coverslip

and the surface of the SiN. This gap alters the TIRF conditions at the coverslip interface.

While lower SNRs measurements were achieved in these correlated experiments utilizing the

SiN grid, it is not clear if the air gap affecting the TIRF condition, reflection at the air-

SiN interface, or autofluorescence from within the SiN itself contributed most significantly

to the reduced SNRs. However, fluorescence signals were strong enough for SR imaging.

Movies with dozens of fluorescing NCs in the field of view were obtained under 488 nm CW

illumination at 185 W/cm2 and the EMCCD imaged with an exposure of 100 ms/frame.

10,000 frames were collected for each measurement in order to sample as many blinking

transitions as is feasible.

Location maps of the NCs positions were compiled after fluorescence measurements where

the particle locations were referenced relative to the hard edges of the SiN windows. Because
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of the small size of the NCs studied here, SEM imaging only clearly indicates a particle at

high magnifications and the location maps needed to be accurate to within a couple hundred

nanometers. Over the course of EM imaging, non-emissive NCs were sometimes found where

no fluorescence appeared in the maps, underscoring the need to accurately label the locations

of interest in correlated measurements so that NCs were not misidentified. Some studies have

used marked substrates where particles could be located relative to large structures such as

printed electrodes or large polystyrene beads. The approach taken here was sufficient for

SEM correlation because many SEM instruments have sophisticated position indexing that

track absolute locations of the sample across large distances and magnifications. However,

TEM imaging is difficult to use here because fields of views as large as 40 µm and sparsely

populated NCs with feature sizes as small as 5–10 nm make finding the particles difficult.

Position indexing for TEM instruments is implemented differently than most SEMs because

they are imaging devices and precise calibration between high- and low-magnification can be

tricky. For this experiment STEM-in-SEM measurements were done using a Magellan 400

XHR-SEM operating at 30 kV and 0.2 nA.

6.2. Analysis

Because the localization accuracy required for these correlated experiments is near the

limit of what can be obtained from SR methods, multiple analysis approaches were compared

for verification. Two algorithms were primarily used because they each represent a different

approach to localization. ThunderSTORM[162] is an ImageJ plugin that uses MLE to fit

a variety of analytical PSFs to image data. For this data set the pixel-integrated Gaussian

was used as a PSF model. It should be noted that ThunderSTORM does not consider the

EMCCD gain in the noise model. While it is a parameter, the algorithm only makes use
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of it to convert raw image data into photon counts and in the calculation of uncertainty

for which there is an additional factor from excess noise introduced by EMCCD cameras.

As an alternative SR algorithm, DAOSTORM[126] was also used to analyze the image

data from the correlated experiment. DAOSTORM uses an experimentally characterized

PSF derived from image data as a model to accommodate the deviations from an ideal

Gaussian PSF. The gain from EMCCDs is not considered in the DAOSTORM algorithm

either. Both ThunderSTORM and DAOSTORM have methods to automatically treat closely

spaced emitters. However, Section 4.3 demonstrates model-based approaches to the multiple

emitter problem cannot resolve the individual NCs for separation distances found in the

NC clusters and the emitter densities were otherwise sparse enough that emission from

neighboring NCs were well separated and did not bias localizations from adjacent emitters.

The results from both algorithms were further processed to remove stage drift using the

ThunderSTORM fiducial-based drift correction feature. Drifts of ∼ 1.5 pixels (150 nm) over

the duration of a measurement were typical. Examining the position trajectories of known

single NCs within the field of view verifies the accuracy of the drift correction and addresses

concerns about bias introduced through position jumps from NC clusters that were used as

fiducial markers for the correction.

As discussed by Engelhardt et al.[123], dipole effects can result in inaccurate SR localiza-

tions. While a dipole-based SR method could be applied to the data set from the correlated

experiments, it was found that such models were not necessary and likely were not accurate

representations of the PSFs produced by the imaging system. Defocused imaging of the cor-

related samples showed symmetric diffraction patterns, which is not expected from emitters

known to have such strong dipole effects[163–166]. Furthermore, examination of the PSF

residuals from the DAOSTORM analysis indicated general symmetry that was not present
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for NCs or NC clusters deposited directly onto glass coverslips (see Figure D.1). Because

these observations only occur for samples deposited on SiN grids, it is suspected that the

unconventional substrate arrangement renders dipole effects irrelevant for these measure-

ments. The presence of the air gap placing the NCs several hundred nanometers above the

ideal coverslip-air imaging interface and the two SiN surfaces from which reflection occurs

(the grid windows were 10 nm thick and semitransparent in the optical range) are possi-

ble contributors to the symmetry effect. Near-field reflected emission superimposed on the

regular emission is likely the most dominating effect. As additional verification that dipole

emission does not introduce localization bias, some spots from the correlated measurements

were analyzed with a custom implementation of a dipole orientation algorithm. The re-

sulting orientation angles from a single NC and a NC cluster were uniformly distributed,

reflecting no dominant dipole effect and that noise primarily contributes to the variability of

orientation fitting in these data sets. Furthermore, no significant between ThunderSTORM,

DAOSTORM, and the dipole analysis was observed in the SR localizations: all methods

resulted in similar position measurements. The SR results presented in this chapter are

from the DAOSTORM algorithm as a matter of preference. See Appendix D for detailed

discussions of dipole effects in SR imaging as observed under these experimental conditions.

6.3. Intensity Scaling

From SEM imaging, the number of particles in each NC cluster can be correlated with

the fluorescence properties of the cluster. One would expect that as the number of particles

in a cluster increases, so would the rates of exciton generation and fluorescence. Because

of blinking events, a NC cluster typically does not spend a significant amount of time in

a configuration that produces the highest intensity (all NCs in their on-states). However,
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Figure 6.2. Intensity scaling of thick-shell clusters as a function of the
number of NCs in the cluster. The standard deviations are indicated by
solid black marks and the minimum/maximum intensities of the set by a grey
line. The dashed line indicates the projection of a simple linear scaling where
I(N) = I1N and the grey shaded region represents the range such a scaling
would produce given the distribution of single NC intensities measured. Fit-
ting the measured scaling to the linear function I(N) = I1 + (N − 1)α yields
the parameters I1 = 2590 and α = 370, where I1 represents the average in-
tensity of a single NC and α the intensity increment an additional NC to a
cluster would contribute.

intensity bursts are indicators of the maximum intensity that a cluster is able to achieve and

the brightest intensity burst from a fluorescence trajectory was used as the best approxima-

tion of highest achievable yield from a cluster. Figure 6.2 presents the intensity scaling of

thick-shell NC clusters as a function of the number of constituent particles. While clusters

larger than a dimer have the additional complexity of geometry and shape that could impact

overall yield, the intensity scaling was compiled considering the number of particles. Also

plotted is the expected scaling if the maximum intensity of a NC cluster is simply propor-

tional to the number of particles and the region of one standard deviation (based on the

distribution of single NC intensities found in the same sample).

The intensity scaling deviates significantly from the projected simple linear dependence

that would be anticipated if intensity is just the superposition of individual emitters. A linear
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fit of the data suggests that every additional NC in a cluster contributes only ∼ 14% of a

single particle QY, resulting in large clusters that appear to have suppressed fluorescence

despite the greater number of NCs to absorb and emit. It should be recognized that a

dark fraction—a population of NCs that are never emissive—may contribute to the scaling

observed. Depending on the synthesis quality, dark fractions of 2–50% have been reported.

During formation, dark particles may be incorporated into clusters. However, the standard

deviation of the intensities would be larger for clusters if a substantial dark population were

being incorporated into clusters, and this is not the case. Recall that only emissive single

NCs were used to determine the statistics of monomers in the scaling plot. Therefore, dark

particles would produce broader distributions of maximum intensities in any cluster. In fact,

the magnitude of the standard deviations does not appear to correlate with cluster size.

Similar scaling behavior is observed for measurements with slowly clustered thin-shell

NCs. Figure 6.3 shows the intensity scaling for thin-shell NCs and the yield does not increase

with a direct linear scaling to the number of NCs; rather, dimers and trimers produce lower

yields than such scaling would imply. Interestingly, the slow clustering method produces a

narrower distribution of cluster sizes for the process duration used (17.5 mins). Monomers,

dimers, and trimers made up the majority of the cluster sizes for this preparation method.

The distribution of single NC intensity, I1, and the intensity increment per additional NC,

α, were consistent with those of the thick-shells. However, the slowly clustered thin-shell

NCs spent a significantly larger proportion of the time in their on-states: an average of 69%

of the time for thin-shell clusters compared to an average of 7.3% of the time for thick-shell

clusters. This behavior indicates that a thin-shell NC cluster was likely to have transitioned

to the most emissive configuration and that it would be observed at some point over the

course of a measurement. Because the scaling is similar between the two sample types, it
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Figure 6.3. Intensity scaling of thin-shell clusters as a function of the num-
ber of NCs in the cluster. Fitting to the linear function I(N) = I1 + (N − 1)α
yields the parameters I1 = 2650 and α = 400.

would appear that this behavior is not the primary reason for the intensity suppression for

larger clusters.

6.4. Single Nanocrystals

Initially focusing on the SR analyses of single NCs provides a foundation of how to later

interpret results from NC clusters. Figure 6.4 depicts the drift-corrected SR results of a

single thick-shell NC along with the SEM verification. The SR localizations are displayed as

a scatter plot with a point for each frame of the movie sequence in which the emission level

was above a threshold value (marking the NC in an emitting on-state). Each localization is

also color coded to the value of the intensity parameter from the SR fit. The scatter plot of a

single NC is dominated by higher-intensity fits (green), which appear as a distribution about

a single well-defined central location. This type of feature would seem obvious because the

single NCs in this work exhibited primarily binary blinking behavior. The NC depicted in

Figure 6.4 is representative of all single NCs correlated in these experiments.
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Figure 6.4. Super-resolution localizations of a single thick-shell NC corre-
lated with SEM. The SR image and SEM image have the same distance scaling
for direct comparison (SEM scale bar 20 nm). Color coding of the SR scatter
plot indicates the intensity fit parameter corresponding to the particular local-
ization. The standard deviations of the x- and y-coordinates are σx = 11.2 nm
and σy = 10.0 nm, or σavg = 10.6 nm.

Because the off-states do not produce informative SR localizations, not every frame in the

movie sequence is represented in SR results. For the specific NC in Figure 6.4, the fraction

of time the NC was emitting was ∼ 9% of the measurement corresponding to ∼ 900 frames.

Statistics from all thick-shell single NCs indicate these particles were in their on-states for

7.3% of the time on average. However, the samples studied using thin-shell NCs showed the

particles emitting for significantly higher fractions of time. Thin-shell NCs were on average

in their on-states for 69% of the time.

Displayed next to the SR results is the SEM image of the NC with the same distance

scaling. The SR localizations are distributed more broadly than the physical size of the

NC with a standard deviation of σavg = 10.6 nm. This is primarily a function of the

SNR achieved for these measurements but it is also near the limits that SR microscopy can

produce. Clearly distinguishing between multiple NCs will, therefore, be difficult because

the standard deviation of the position distributions is larger than the NC size.
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Figure 6.5. Wavelet denoising of an individual position coordinate for a sin-
gle NC (top) and a cluster (bottom). The raw SR signals (black) are smoothed
using wavelet denoising (red). Gaps due to blinking events have been removed
for visualization.

A close examination of the position trajectories suggests a path to improve our ability

to distinguish individual NCs within a cluster given the magnitude of the scatter obtained

in experiments. Figure 6.5 plots the trajectory (black) of a single coordinate from a single

NC and a NC cluster. Blinking events that would produce gaps in the traces have been

omitted to illustrate continuous position trajectories. The single NC trace (top) appears to

be random fluctuations about a constant mean. The NC cluster position trace (bottom)

displays strikingly different behavior. Discrete and random jumps occur. This signal is

not the result of fluctuations about a single mean value but is represented by fluctuations

about multiple mean values with sudden transitions between them. A cluster of NCs can

be described by its configuration—the on/off states of the constituent NCs—and a discrete

transition of one of the NCs to a different state would result in a corresponding discrete step

in the localization center as the configuration changes. In this picture, multiple levels that are

associated with specific configurations represent different mean values with noise fluctuations

around the means. Exploiting this interpretation we can improve the raw position traces.
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A post-processing step which smooths raw coordinate trajectories can be performed to

reduce the noise contribution and clarify the multiple discrete mean positions. Applying

the approach of Taylor et al.[167, 168] to improve noisy single-molecule FRET trajectories,

the position traces from SR fitting were smoothed using wavelet denoising. This involves

applying a wavelet transformation to each position time trajectory. A threshold is applied

to the transform of each trace to eliminate the high frequency signals and the resulting

signals are then processed through the inverse wavelet transform to produce the denoised

signal. The results of using a discrete Meyer wavelet basis with soft thresholding are shown

in Figure 6.5 in red. The soft thresholding approach is commonly called wavelet shrinkage

and differs from typical wavelet thresholding by applying an adaptive scaling of the wavelet

coefficients that weights the coefficients according to their proximity to the threshold value.

It was found that this approach resulted in effective denoising without introducing artifacts.

However, other denoising methods aside from wavelet shrinkage can be used to reduce the

noise of position trajectories. SR reconstructions presented in the remainder of the chapter

will be plotted from wavelet denoised traces.

6.5. Nanocrystals Clusters

Where SR results from single NCs are straightforward, the results from NC clusters ex-

hibit more complexity and subtleties that can indicate some of the underlying fluorescence

dynamics. In particular, the pairing of the intensity distribution and the position distribu-

tions can indicate unique features within NC clusters that are not present in single NCs. We

present an interpretation scheme where emission is categorized into high intensity (green),
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medium intensity (red), and low intensity (blue). SR scatter plots are then grouped into re-

gions based on their intensity characteristics which, when combined with the true structures

from SEM imaging, can indicate the roles of individual particles.

6.5.1. Small Clusters. Dimers and trimers are the simplest clusters to interpret be-

cause the number of different emission configurations is limited and, in general, there are no

ambiguous configurations that may be interpreted in multiple ways. Figure 6.6 presents the

denoised SR results of several small thick-shell NC clusters and the correlated SEM imaging.

Where the highest intensity (green) localizes in small clusters is an indication of which NCs

are primarily responsible for emission. The SR image of Figure 6.6A clearly indicates the

highest intensity localizing to the upper region of the cluster. The correlated SEM image

shows a dimer in such an orientation that one of the NCs is positioned in the same region as

the highest intensity localizations. Lower intensity emission is distributed across the entire

area of the cluster. This dimer demonstrates the case of efficient ET where the upper NC

is the acceptor and the lower NC is the donor. Only low intensity emission localizes in the

region of the lower NC. The fluorescence trajectory of this dimer corroborates the indication

of strong ET because it exhibits enhanced blinking. Another possible interpretation for the

distribution of the intensity levels is that the upper NC has a high QY compared to that of

the lower NC. This is unlikely because the low intensity corresponds to an emission rate just

above background noise whereas the distribution of QYs for single thick-shell NCs (see Fig-

ure 6.2) is well above background rates and such a low QY NC would be a rare occurrence.

The low intensity in the lower region of the dimer is due to the reduced emission rate of the

lower NC which competes with ET. When the acceptor NC is in an off-state, this smaller

emission rate can be observed.
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(A) (B) (C) (D)

Figure 6.6. Correlation of small thick-shell NC clusters. There is good
agreement between the SR results and the SEM images. Figure 6.6A shows
a dimer with strong ET signatures while Figure 6.6B shows a dimer without.
The trimers in Figure 6.6C and Figure 6.6D illustrate cases where ET occurs
but the geometry dictates specific donor/acceptor relationships: the linear
case isolates one of the NCs while the pyramid example represents the most
compact geometry which identifies a single acceptor. The SR and SEM images
are scaled to match and the scale bars in the SEM images are all 20 nm.

In contrast to the efficient ET cluster, Figure 6.6B depicts a situation where there are

no strong indications of ET from a dimer. This dimer exhibits a linear shape with the same

orientation as the SEM image and the distribution of SR localizations, ignoring the intensity

information, matches the SEM image. However, the highest intensity emission localizes to

the region in between the two NCs, while both medium and low intensities are distributed

across the entire extent of the cluster. This is the situation where ET is not an efficient

process and the two NCs emit essentially independently. The highest intensity occurs when

the both NCs are emitting simultaneously and the resulting SR fit is the geometric average

of the positions. Medium and low intensities occur when at least one of the NCs is not in

its on-state. One NC in its off-state produces a localization analogous to the single NC and

should be positioned over the one emitting NC. However, grey states present configurations

where there is a reduced contribution from one of the NCs, resulting in a weighted position

at some location between the two NCs. It should be observed that, even in this simplest
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of cases of a dimer, there is no indication from SEM imaging alone that would identify one

NC as a donor and the other as an acceptor (from structural information), nor if ET is an

efficient process (from distance information).

The SEM image of the linear trimer in Figure 6.6C is clearly reproduced in the SR

image. Trimers are the smallest type of cluster where geometry must be considered for ET

implications. This geometry represents a cluster where the spacing is large enough that at

least two of the NCs are farther apart than the ∼ 10 nm localization standard deviation

of a single NC. Individual NCs can also be identified from one another because a trimer,

unlike larger clusters, still has a relatively small set of emission configurations to complicate

the interpretation. The highest intensity localizes to the bottom-most NC and the upper-

most NC appears to present as an isolated particle—the emission from the upper region is

distributed across a circular region separate from the rest of the trimer. This trimer likely

exhibits strong ET from the middle NC to the bottom-most NC and the upper-most NC

behaves independently. While ET between the upper and middle NCs may occur, it is likely

inefficient because the donor/acceptor signatures for those NCs that would arise when the

bottom NC is off do not appear to be present. The final trimer in Figure 6.6D has a pyramid

geometry which produces the highest probability for ET coupling because every NC is in

closest contact with every other NC. Indeed, this trimer exhibits a strong ET signature as

the highest intensity region is localized at the upper-left position. Emission originating from

the positions of the other NCs is limited to the lowest intensity level.

6.5.2. Large Clusters. Where a limited number of ET pathways are available in

small clusters, large clusters a can quickly become complex with the inclusion of only a

few additional NCs. The variety of geometries that form produce arrangements where some

NCs may be isolated while others may be participating in strong collective effects, and both
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(A) (B) (C) (D)

Figure 6.7. SR of large thick-shell clusters with their true geometry from
SEM imaging. Figure 6.7A and Figure 6.7C show clear high intensity features
that do not localize over the geometric center position of the cluster which
is an indication of ET. However, the clusters in Figure 6.7B and Figure 6.7D
do not exhibit such off-center localization and likely do not have strong ET
coupling. For larger NC clusters, the presence of each NC is not necessarily
clearly indicated, unlike the simpler dimer and trimer cluster types.

contribute signals to the overall localization of the emission center. The tasks turns from

determining individual ET relationships to identifying regions of fluorescence activity. Each

change in emission configuration results in an emission center shift that provides information

about the roles of the constituent NCs. Figure 6.7 illustrates a variety of large clusters

types with their true geometries determined by SEM imaging. These clusters are large

enough that their sizes exceed the ∼ 10 nm precision of SR localization and unique shapes

emerge from the SR reconstructions. ET beyond nearest-neighbor and multiple ET events

become important considerations for these large clusters. Furthermore, the finite range of ET

mechanisms manifests as breaking long range collective effects into regions of activity. These

more substantial structures serve as surrogates for studying the local collective behaviors

that occur in higher-order NC system such as films.

The intensity distributions of large clusters are particularly descriptive in reference to

their geometries. As with the small clusters, the large clusters in Figure 6.7 demonstrate
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excellent agreement between the true physical structures and the SR images. However, the

activity centers in the tetramer and pentamer (Figure 6.7A and Figure 6.7C, respectively)

localize to regions of the clusters that are not the simple geometric mean of the structures.

These clusters indicate hot spots of activity centered on particular regions offset within the

clusters. In contrast, the high intensity regions of the hexamer and heptamer (Figure 6.7B

and Figure 6.7D, respectively) are localized on the apparent geometric centers of the clusters.

Among these large clusters, the tatramer and pentamer exhibit strong ET signatures while

the hexamer and heptamer do not. There are no identifiable features in the SEM images of

these clusters that would indicate the degree of ET efficiency within each specific cluster. As

discussed previously, EM imaging that can resolve the NC core from the shell could provide

more precise measurements of the inter-particle spacing, and possibly indicate the degree of

ET efficiency that should be observed in the fluorescence measurements. However, the SEM

imaging in this study could not resolve such details.

The interpretations of high, medium, and low emission intensities (green, red, and blue

in the color coding scheme) from NC clusters take on the following meanings. The high

intensity regions are typically associated with the emission from an acceptor within the NC or

emission from the geometric mean where independent NCs are emitting simultaneously and

the location is the average of the signals. Medium intensity regions are generally interpreted

as the emission from acceptors without the enhancement from a donor (as in the case when

the donor transitions to an off-state), or as the single emitters when ET is inefficient. The

low intensity regions are produced by donor emission when the acceptor is in an off-state or

from a combination involving grey states. Therefore, distilling the roles of individual NCs

within a cluster involves interpreting the intensity information in the context of the structure

determined by SEM imaging.
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6.6. Discussion of Correlated Experiment

6.6.1. Intensity Scaling. Because many bulk applications attempt to multiply the

benefits of single NCs by packing large numbers of particles into small areas, often in direct

physical contact, the intensity scaling observed earlier in this chapter poses concern. On

the large scale, it would be exceedingly unlikely to achieve the maximum possible device

efficiency as the random and independent blinking imposes a limit on the fraction of NCs

that may be simultaneously contributing to a desired signal. However, the deviations be-

ginning at the dimer and trimer level—where there is a high probability of observing the

configuration with all NCs in their on-state—indicate a more fundamental efficiency limi-

tation. That both rapidly formed thick-shell NC clusters and slowly formed thin-shell NC

clusters exhibited reduced intensity scaling suggests the effect is less specific to the details of

attachment process than to the interactions and group dynamics in their final form. While

the present measurements do not identify any particular source being primarily responsible

for the scaling, several considerations are worth addressing.

Distribution of single NC intensities: Indicated in both Figure 6.2 and Figure 6.3

is the projected scaling if cluster intensity is the simple sum of individual NCs given the

average intensity of single NCs. The distribution of single NC intensities was obtained from

the same measurements as the clusters and all NCs from a measurement were exposed to

the same environments. Therefore, any degradation of fluorescence from time, the process-

ing steps, deposition, or experimental conditions would have be experienced by singles and

clusters alike. The distribution of single NC intensities is projected in the plots and, despite

the variations, do not account for the reduced intensity of clusters. However, these distribu-

tions were compiled from correlated NCs which includes an inherent selection bias as their

fluorescence signal had to be observed in order to be correlated and, hence, confirmed as
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single NCs. Under-representing the number of single NCs in a measurement by missing low

intensity NCs was minimized as best possible by scrutinizing the movies. The correlation

map was generated by constructing a frame that represented the magnitude of the standard

deviations of individual pixels, which is a higher contrast method to identify emission spots.

Effort was made to find every spot identified in this frame during the SEM correlation step.

Hence, only the lowest of intensity would be missed. This effect of mischaracterizing single

NC intensities is related to a second possible explanation for the observed scaling.

Dark fraction: Discussed briefly ealier, a substantial dark population could exist

during cluster formation where the final clusters, despite containing a certain number of

NCs, contain fewer particles that fluoresce. This would also apply to extremely low intensity

NCs where their presence could be missed by selection bias. Characterizing the dark fraction

of a batch of NCs is a difficult task, further complicated by the idea that the clustering process

and sample deposition, possibly being a violent events for the particles, may increase the

population of dark NCs. However, a few observations suggest the dark fraction of the

samples, even after clustering, storage, and deposition, is relatively small.

Dimers present a limited number of emission configurations and SR imaging of such

clusters easily identifies the roles of the individual NCs for both efficient ET coupling and

inefficient ET. The ET dimer in Figure 6.6A exhibits a fluorescence signal originating from

the bottom NC and the dimer is recognized as containing two emitting NCs. Even clearer

is the dimer in Figure 6.6B where both NCs have strong fluorescence signals. Thus, by

examining all of the correlated dimers in the sample for the presence in the SR image of two

emitters, an estimation of the dark fraction can be obtained. For the thick-shell NC clusters,

nine dimers were correlated and in only one was there an absence of one of the fluorescence

signals. This places the dark fraction estimation as low as 6%. It should be noted that
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dimers with two dark NCs are also possible. With the existence of such dimers, this approach

underestimates the dark fraction. However, the probability a cluster containing two dark

NC is small given the first-order approximation of the dark fraction, and such clusters do

not significantly alter this estimate.

Multiple excitations: The presence of multiple excitons within a NC cluster would

have a quenching effect on the overall fluorescence yield. Because of the greater number of ab-

sorbing NCs in clusters, multiple excitons can be generate nearly-simultaneously at different

NC sites and, with efficient ET, transfer to the same acceptor NC where the Auger non-

radiative recombination process would quench the fluorescence[169, 170]. The probability

of multiple excitons is characterized by the average single-particle excited state occupancy,

〈N〉, which is dependent on excitation conditions and the absorption cross-section of the

NCs. Appendix B details the calculation for the 185 W/cm2 CW excitation of these cor-

related measurements. While excitation conditions were set primarily to obtain reasonable

SNRs that would result in high SR localization precision, the conditions also resulted in a

small average occupancy probability where 〈N〉488 nm = 0.055. In this range, NCs are dom-

inated by single exciton generation[171]. However, the average occupancy probability for a

cluster containing multiple NCs, assuming excitations are independent events, is given by

〈N〉cluster = n · 〈N〉single and, for sufficiently large clusters, may result in the situation where

multiple excitons are present. Maintaining 〈N〉cluster ≪ 1 is necessary to avoid quenching.

While the excitation conditions for these correlated measurements satisfied this condition,

lower power levels may result in different scaling behavior. A detailed power study could ad-

dress more explicitly if multiple excitons are a major factor of the intenstiy scaling observed.

However, the conditions applied here do not imply such quenching should have been strong.
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Enhancement of loss mechanisms: The argument behind the expected fluorescence

yield of a NC cluster is that every NC in a cluster contributes its individual intensity to

the overall yield of the cluster. It is not expected that the absorption process is affected

by the presence of additional NCs, although experiments to test this assumption have not

been reported and may be difficult to address. Hence, the mechanism of the reduced yield

must be due to processes that occur after excitation. Already several mechanisms have been

identified as sources for reducing the QY (such as blinking, trap sites, Auger recombination,

and non-radiative recombination sites) within an individual NC. However, when NCs are in

close proximity, some of these mechanisms could also influence the dynamics of a neighboring

NC, such as trapped surface charges at the interface between NCs, access to additional local

trap sites, polarization of the exciton by the dipole moment of neighboring NCs, or effects

due to charge transport where hot electrons may delocalize across the entire cluster[104].

Furthermore, when ET is efficient, the yield from a single exciton can be reduced as the

exciton interacts with new non-radiative recombination processes at each NC along a chain

of transfer events. Hence, a single absorption event may experience an amplification of loss

mechanisms. Without suggesting a particular mechanism for the enhancement of loss mech-

anisms, we do propose that such sources are more significant contributors to the observed

intensity scaling than the other sources discussed. The dynamics associated with additional

loss mechanisms may also be responsible for the enhanced blinking features of NC clusters.

6.6.2. Position-Intensity Distributions. While the high intensity locations within

SR images inform about the possible roles of NCs, particularly the dominant roles of acceptor

NCs, the intermediate intensity levels also contain a great deal of information about the

dynamics of NC clusters. The medium intensity level, for example, can be due to a single

NC emitting without the mixing of other sources which would otherwise produce an averaged
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(A) Single NC (B) Dimer (C) Tetramer

Figure 6.8. PID lineouts of a single NC, a dimer, and a tetramer (same
NCs as Figure 6.4, Figure 6.6A, and Figure 6.7A, respectively). Each lineout
was smoothed by a Gaussian kernel with 1.4 nm FWHM.

position. Furthermore, low intensity regions can be attributed to donor emission or grey state

emission. The scatter plot visualizations of Figure 6.6 and Figure 6.7 are presented with

the position data sorted according to their corresponding intensity: high intensity markers

are plotted over low intensity markers, obscuring the lower markers. While this scheme

categorizes emission naturally into the respective intensity levels, the distributions of the

low and medium intensity levels below the high intensity regions are less obvious.

Another approach is to present SR results as the distribution of the individual coordinates

for various intensity levels. 2D histograms of position, either the x- or y-coordinate, and

intensity are compiled from SR fits in what we term position-intensity distributions (PIDs).

Presented in Figure 6.8 are PID lineouts from a selection of the previously discussed NCs.

A single coordinate of the SR results is shown for each example. Each intensity bin is

plotted and color coded on the same graph for comparison against other intensity levels. In

these visualizations, the distirbutions of the low and medium intensity levels clearly show

underlying structure not obvious from the scatter plot representations. By virtue of being

constructed from histograms, these representations also indicate the number of occurrences

of the relative intensity levels.
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Basic interpretations of single NCs and small clusters from scatter plots are equally

evident in the PID lineouts, although some nuance can be seen. The single NC in Figure 6.8A

reflects observations already made: the high intensity (green) is dominant and localizes over

a single location. Less frequent middle intensity levels (red) are also localized to the same

region as the high intensity and very little low intensity (blue) is present. Not obvious from

the scatter visualization of the NC is that a relatively significant grey state, represented by

the medium intensity level, is observed. However, the various dimer intensity levels localize

to different positions within the cluster in Figure 6.8B. The low intensity is centered to one

side of the distribution and the medium intensity is centered to the other side. These are the

features due to donor emission and acceptor emission that is not enhanced by ET (when the

donor is in an off-state). Both of these intensity levels produce unique features that are well-

separated spatially. Furthermore, the high intensity is not centered at the midpoint between

the two other intensity features, but is weighted toward the medium intensity side. The

high intensity feature can be understood as the emission configuration with both the donor

and acceptor in on-states and the location of the signal is an averaged position of the two

emission sources. The smaller fluorescence yield from the donor results in a weighting that

favors the acceptor location and, hence, the high intensity localizes nearer to the medium

intensity region.

Examining PIDs is more illuminating for larger and more complex clusters than the

scatter plots. Figure 6.8C shows the PID lineout for the x-coordinate of the tetramer depicted

in Figure 6.7A. The simple low/medium/high nomenclature is not as cleanly delineated, but

it is clear that the different intensity levels have unique features and localize to difference

regions accordingly. The medium intensity regions, in particular, contain multiple peaks.

These intensity levels are likely due to fluorescence configurations involving single non-donor
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NCs. This can include individual acceptors (with or without enhancement by ET) or non-ET

NCs that fluoresce largely independently. The high intensities would then be due to donors

being active and/or multiple acceptors emitting simultaneously. While the medium intensity

localizes to the right side of the cluster, the low intensities distribute on the opposite side.

Examining the SEM image for this cluster, the true structure is two rows of two NCs each,

offset by half a NC spacing (in a close-packed structure). From the correlation a couple

interpretations about NC roles are possible. The offset of the low and medium intensity

levels may be due to the top row acting primarily as donors to the bottom row. This is also

suggested by the scatter plot and the y-coordinate PID (not shown) where the high intensity

clearly localizes to the bottom row. While the scatter plot might imply a single acceptor

because the hot spot is small and localized, examination of the PID reveals two distinct

peaks of medium intensity, suggesting multiple acceptors may be present in this cluster and

act independently of one another.

Given the complexity of the arguments necessary for the simple tetramer, it is apparent

that interpreting particle roles in larger clusters quickly becomes a daunting task. Every NC

cluster needs to be scrutinized carefully in attempts to identify the roles of individual NCs.

The approach utilized here also relies on two assumptions: (1) the cluster has transitioned to

enough—if not all—emission configurations and multiple unique emission patterns have been

observed, and (2) there was enough dwell time in each configuration to obtain a sufficient

number of localizations that provide some weight to the significance of the features they

produce. From an analysis perspective, there is also a great deal of information in the time

traces of the localizations as the transitions between configurations are typically sudden and

discrete events. However, visualizing such tracking can be difficult.
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6.7. Conclusions

By preparing clusters from thick-shell NCs or thin-shell NCs, and imaging the fluorescence

as the particles blink, SR images with distinctly different features from single NCs were

obtained. Regions of low, medium, and high intensity are observed and are typically located

at positions that are clearly off-center from the emission region as a whole. With correlated

SEM imaging the SR results could be compared against the true geometries of the clusters

and interpretations of individual NC roles could be implied in the context of ET. Small NC

clusters, such as dimers and trimer, contain relatively few unique emission configurations and

the individual NCs roles can be determined with good confidence. Large clusters can contain

multiple emitting regions and only through the cycling of the various emission configurations

can those hot spots be identified. In general, identifying NC roles in large clusters becomes

significantly more complicated with the addition of only a couple NCs. Furthermore, with

the SEM verification of the NC number in a cluster, intensity scaling curves were measured.

It is clear that the intensity from clusters is suppressed for both thick-shell and thin-shell

NCs as the numbers of particles in the clusters increases. The discrepancy between the

overall cluster yield and number of NCs is likely due to the amplification of loss mechanisms

that also scale with cluster size, and not due to other sources, such as dark populations, that

appear to have minimal presence in these samples. These measurements represent the first

application of SR imaging with EM verification on NC clusters and are a direct observation

of ET. Mapping hot spots to such small distances has not been previously reported in higher-

order NC structures.
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CHAPTER 7

Orientation Super-resolution Microscopy of

Nanocrystal Clusters

Using two different and relatively simple super-resolution fitting algorithms that make

no assumptions about the emission properties of the emitters, Chapter 6 examined the

SR imaging of NC clusters. A framework for interpreting SR results in the context of

clustered NCs—with ET considerations and the incorporation of intensity information into

the analysis—was established and validated for samples that were not strictly single-molecule

systems, but where the true structure could be verified with SEM imaging. The unique

emission characteristics of semiconductor NCs provide an ideal system for applying advanced

super-resolution methods that extract information describing additional degrees of freedom

of the particles: their orientation. Orientations of the transition dipole can be obtained

from fluorescence imaging using model functions that appropriately describe the generally

asymmetric PSFs of dipole emitters. The analysis framework presented in the previous

chapter provides a foundation for studying the additional orientation information from SR

imaging.

This chapter presents unpublished results applying orientation SR microscopy to NCs

and NC clusters. While a preliminary study, the results advance the understanding of

the collective dynamics in NC clusters and connect several observations made in previous

chapters as well as reveal additional features. The experimental work was carried out by

myself and Dr. Peter Goodwin of the Center for Integrated Nanotechnologies at Los Alamos

National Laboratory under the guidance of Dr. Alan Van Orden and Dr. Marin Gelfand of

Colorado State University.
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7.1. Motivation for Particle Orientation Measurements

Clusters of NCs exhibit a variety of group dynamics that have been systematically de-

scribed in previous chapters. From the physical structure of clusters, to spectral and lifetime

characteristics, to blinking behavior, signatures of inter-particle interactions are present in

multiple different single-molecule measurement methods. Cluster formation was shown in

Section 3.3 to produce clusters that lacked a common alignment between NCs. Identified in

Chapter 5 were collective effects in NC clusters that appear to inhibit the spectral diffusion

typically observed in single NCs and lifetime measurements exhibiting signatures of ET.

And direct observations of the motion of emission centers within NC clusters from Chap-

ter 6 indicated donor/acceptor relationships. Several of the suggests mechanisms for such

observations—namely, electrostatic influence from neighboring NCs and ET coupling—would

also affect the dipole emission characteristics of such clusters.

The term dipole characteristics or dipole effects of NCs used throughout this chapter

refers to the emission produced by a dipole. Specifically, a dipole emitter produces a unique

emission pattern that is not isotropic. Intrinsic in the term dipole is an orientation axis

that specifies a reference orientation. Hence, the angle between the orientation of a dipole

and the direction from which it is viewed or imaged describes the unique emission pattern.

The emission from NCs can be formed by super-imposing three orthogonal dipole emission

patterns of different strengths: two that represent the degenerate 2D emission plane and

one that represents the 1D emission. In well-formed NCs, the 1D emission dipole is oriented

along the c-axis of the crystal and the 2D plane is perpendicular to the c-axis. For these

experiments, the 2D emission profile dominates the final emission pattern, meaning the 1D

dipole emission contributes negligible intensity compared to the 2D emission. The sum of
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these signals produces the unique emission patterns which carry information about the ori-

entation of the emission planes relative to the observer. However, the emission or transition

dipoles should not be confused with the permanent electrostatic dipole moment that NCs

also poses. While electrostatic dipole moments play a role in orienting NCs during clustering

and may produce Stark effects on neighboring NCs, our discussions will not be concerned

with the electrostatic dipole moments of NCs.

Dipole effects produce interesting behavior in individual NCs. Chen et al.[166] and

then later Li et al.[172] observed spontaneous rotations of the emission planes in CdSe/ZnS

NCs and attributed them to environmental influences and surface conditions. However,

these studies did not spatially resolve NCs nor provide verification of single-emitters in the

measurement volume. While the crystalline structure and orientation is fixed, such studies

suggest there are mechanisms that allow a dynamic emission plane that changes, weakening

the connection between fluorescence behavior and crystal orientation. With neighboring NCs

modifying the local environment, NC clusters may exhibit such dynamic dipole effects in a

manifestation of collective behavior. Furthermore, ET, strongly dependent on the dipole

orientation, would be affected by such spontaneous rotations.

To study the dipole dynamics in NC clusters, a different approach to modeling the

PSF is necessary. Enderlein[173] developed a theoretical framework that considers dipole

emission imaged by a high NA objective with a vector-optics based approach, providing

detailed PSF models for dipole systems. Initially, the framework for dipole emitters was

applied to defocused imaging where PSFs deviate dramatically from the Gaussian or Airy

disc models[174, 175]. The 2D emission nature of NCs has been verified[163–165, 18] and

2D+1D emission behavior was observed by Cyphersmith et al.[102], demonstrating emission

from the various spin states including the spin 0 state. While the effects of dipole emission
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Figure 7.1. Orientation conventions for 1D linear dipoles and 2D dipole
planes. For 1D dipole emission, θ is the polar angle and φ is the azimuthal
angle defining a single vector representing the dipole (red, left). 2D transitions
constitute a degenerate plane of dipoles (red, right). A vector perpendicular
to the emission plane is used in this work to index the orientations for 2D
emission and the angles θ and φ refer to this vector normal to the plane.

are particularly strong in defocused experiments and such images yield uniquely character-

istics PSFs, defocused measurements cannot be used for SR localization because the spatial

information is too diffuse. On- or near-focus imaging provides the conditions necessary for

effective SR localizations, and applications of dipole emission model PSFs have only recently

gained popularity.

7.2. Methods and Analysis

Applying dipole PSFs to SR imaging enables the mapping of orientation and emission

dynamics from NC clusters, an extension to the SR approach used to understand NC clusters

in Chapter 6. The orientation conventions for 1D dipoles and 2D dipole planes are shown in

Figure 7.1. While the polar angle θ and azimuthal angle φ define the orientation of a vector

corresponding to a 1D dipole, we use these angles to define, for the 2D case, the plane that

is normal to the vector. Emission from a 2D dipole emitter is generated by any orientation

of 1D dipoles within this plane.
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Construction of a 2D dipole PSF is done by superimposing the images of two orthogonal

1D dipoles that lie within the plane normal to the specified angles[164]. While it seems

counter-intuitive that such superposition would correctly describe emission from all subsets

of 1D dipole orientations within the plane, it was verified that this approach produces the

correct PSFs. Figure 7.2 illustrates the on-focus PSFs for 1D emitters (top) and 2D emit-

ters (bottom). Shown are over-sampled images that would then be integrated over pixel

areas to produce the image a camera would observe. Contained in the asymmetry of these

PSFs is information about the orientation that is obtained simultaneously with SR position.

Examining lineouts from these PSFs, Figure 7.3, demonstrates how dipole effects can bias

SR localizations. The center peak, which carries significant weight in most fitting methods,

can be located off-center by tens of nanometers. A symmetric model PSF, such as a Gauss-

ian or Airy disc, would produce a fit that attempts to maintain the symmetry despite not

corresponding to the center location.

To measure the orientation dynamics of NC clusters, we have implemented a SR al-

gorithm to fit dipole PSFs. Most strategies to accommodate 2D dipoles, particularly in

defocused imaging, fix the orientations of two 1D PSFs relative to one another, ensuring

they are linearly independent and orthogonal. However, by using a model function with two

independent 1D PSFs constrained to the same origin, but not the orientations, ellipticity

and deviations from an ideal circular 2D plane can be accommodated, as well as introduce

the flexibility of modeling a system that may not necessarily maintain a strict 2D dipole

because of interactions or broken degeneracy. Such an approach only introduces one ad-

ditional degree of freedom compared to a fixed approach which would need two additional

parameters to model eccentricity and the rotation of the axis of eccentricity. Finally, the
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(A) 1D PSFs

(B) 2D PSFs

Figure 7.2. Model PSFs for 1D dipoles and 2D dipole planes calculated on
focus at several different polar angles (φ = 0). The unique distributions enable
the extraction of orientation information from the image data even on focus.
Here, the z-axis of Figure 7.1 is aligned with the optical axis.

(A) 1D PSF (B) 2D PSF

Figure 7.3. Lineouts of 1D dipole PSFs and 2D dipole plane PSFs for
several different polar angles. The SR localization bias that is introduced by
symmetric PSFs (such as a Gaussian model) can be understood from the peak
shifts in both the 1D and 2D cases. Information in the tails of the PSFs is
symmetric; however, the peaks are dependent on the polar angle.
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implementation also applies a noise model that considers EMCCD gain in the calculation of

the likelihood function and accounts for pixelation.

Thick-shell NC clusters produced by slow clustering were prepared to study orientation

dynamics. To obtain images that contain dipole information, the simple imaging configura-

tion with NCs deposited directly onto glass coverslips was used. Glass substrates are not, in

general, compatible with EM imaging without additional sample treatment because charging

of the surface results in poor identification of small features. While coating samples for the

SEM with Au is a common approach, this method was not successful as a post-treatment

step after fluorescence measurements because no NCs could be found with the SEM. Circu-

larly polarized excitation is typically used to study orientation effects in NCs and placement

of a quarter-wave plate into the excitation beam path produced such conditions for these

measurements. Because excitation is far above the band gap, circularly polarized light does

not specifically select excitation into the 2D dipole plane over the 1D dipole state as phonon-

assisted energy loss into the 1Se state can alter the spin state.

Figure 7.4 compares the dipole SR implementation against the ThunderSTORM and

DAOSTORM algorithms. The custom algorithm produces comparable localization accuracy.

For the example NC cluster depicted, ThunderSTORM produces very similar results to

the dipole algorithm. However, DAOSTORM introduces artifacts because of transitions

between different asymmetric PSFs generated by NCs with unique orientations within the

cluster. Because DAOSTORM uses a fixed PSF that has some measure of dipole effects,

transitions between differing patterns results in large errors. A halo feature appears around

DAOSTORM objects when changes to the PSF occur, as illustrated in the large field of

view in Figure 7.4D. See Appendix D for a detailed discussion about the halo features in
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(A) 2D dipole (B) ThunderSTORM (C) DAOSTORM (D) DAOSTORM halo

Figure 7.4. Comparison of SR results using various fitting methods. Thun-
derSTORM, using a symmetric Gaussian PSF, does better to match results
of data from 2D emitters than DAOSTORM, where asymmetric PSFs create
halo features.

DAOSTORM. The effects of orientation changes in ThunderSTORM analyses are manifested

as smaller biases because the algorithm uses a symmetric Gaussian PSF.

The independent superposition approach to fitting emitters with 2D transition planes pro-

duces two vectors, each corresponding to a 1D dipole within the transition plane. Because

their orientation to one another is not fixed in this approach, the vectors are not guaranteed

to be linearly independent. It should be noted that only orthogonal combinations of the two

1D dipoles in the emission plane correctly reconstruct circular 2D emission patterns. Fur-

thermore, one of the dipoles may dominant and unequal magnitudes can emulate emission

from an elliptical transition plane. A measure of the combined effects is described by the

magnitude of the normal vector. The orientation of the normal vector represents the orien-

tation as defined in Figure 7.1. The magnitude contains information about the eccentricity

and orthogonality, calculated according to the cross product

ε =

(

I1
I1 + I2

)

µ̂1 ×
(

I2
I1 + I2

)

µ̂2

where Ii is the intensity associated with the ith 1D dipole oriented along the unit vector µ̂i.

Figure 7.5 shows the eccentricity for a single NC and a NC cluster. The histrograms show

the distribution of eccentricity values over all frames fit during the measurement for the given
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(A) Single NC (B) NC cluster

Figure 7.5. Ellipticity of the 2D dipole plane can be measured by fitting two
1D dipoles. Weighting by the relative magnitude of the two orientations and
calculating the cross product of the vectors gives a measure of the combined
ellipticity and linear dependence of the 1D dipoles. A value of ε = 0 refers to
the case where the data was fit by a nearly 1D dipole, whereas a value of ε =
0.25 would represent a perfectly circular 2D dipole plane. The distributions
are generally confined to the upper range with 0.20 < ε < 0.25 and there are
very few occurrences with ε < 0.20.

particles. From the definition above, emission from a circular plane that is best deconvolved

into two orthogonal vectors produces the maximum value of ε = 0.25. A value of ε = 0

represents emission that is nearly 1D—either linearly dependent or a negligible magnitude

for the second dipole. The distribution of ε for a single NC is grouped primarily near the

maximum value, indicating single NCs are best described by a 2D dipole. This particular

NC emitted primarily from a circular plane. Other reports of single NCs measured sample

distributions of ellipticity ranging from strongly elliptical to perfectly circular[165] and of

the identified single NCs in this study, similar distributions of ε as Figure 7.5A were found,

indicating the samples were relatively homogeneous.

Eccentricity measurements of a NC cluster, Figure 7.5B, shows a broad distribution of

ε. Such a characteristic distribution exceeds the variations of single NCs from the same

measurement and similar distributions were observed for other clusters. While such a distri-

bution may suggest that clusters posses more elliptical emission planes than their constituent

NCs—and that interaction among the NCs is the source of the different behavior—it should
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be recognized that for clusters with multiple emission centers (inefficient ET or large clus-

ters), fitting two 1D dipoles may preferentially identify the dominant components of each

of the multiple emitters. The random orientations of the individual transition planes would

result in a broadening of the distribution. Sorting out such sources requires the additional

consideration of the orientation distributions.

As noted before, the magnitude of the normal vector is affected by orthogonality and

eccentricity. The individual contributions can be separated by examining the distributions

that are derived from the simple cross product, µ̂1 × µ̂2, which indicates only orthogonality.

Comparing such distributions to those in Figure 7.5 suggests that both effects are simulta-

neously present and that there is no one single source for broader magnitude distributions.

7.3. Results from Orientation Fitting

Gaining appreciation for the results of single NCs provides perspective to interpret the

more complex cases of NC clusters. Figure 7.6 depicts three single NCs that exhibit different

orientation features. To present the orientation information (bottom row), the polar angle

θ and azimuthal angle φ of the vector normal to the 2D emission plane are plotted for each

frame as polar scatter plots, color coded according to the total intensity I = I1 + I2. No

denoising has been applied to the SR localization scatter plots (top row). With a dipole model

PSF, SR localization images of single NCs look similar to the correlated results detailed in

Chapter 6. Of the single NCs identified in these measurements, most exhibited a high on-time

fraction. This was also observed in thin-shell samples and suggest the slow clustering method

better preserves the fluorescence stability of NCs compared to the harsh environmental

treatment of the rapidly clustered thick-shell NCs.
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(A) (B) (C)

Figure 7.6. Types of dipole orientation features observed from single NCs.
The top row shows the SR localizations of three NCs and the bottom row shows
their emission orientations. The orientation plots depict the angles that define
the orientation of the dipole emission and not the emission pattern itself (see
Figure 7.2). A NC may exhibit a single well-defined orientation (Figure 7.6A),
a distribution of azimuthal angles (Figure 7.6B), or multiple distributions (Fig-
ure 7.6C). While the NC with a single well-defined orientation did not emit
long enough to observe multiple intensity levels, the two NCs with distributed
features show clear signs of grey states.

Single NCs exhibit straightforward orientation distributions. The example in Figure 7.6A

has a well-defined orientation as illustrated by the small distribution of high intensity fits

around a single pair of angle coordinates. As another, and more common, example of single

NC orientation signatures, Figure 7.6B depicts a similar distribution of polar angles as the

previous NC, but with a broader distribution of azimuthal angles. Orientation features of

this type are generally the signatures of emission from single NCs with stable emission planes

and such examples are common.

A less frequently observed signature of some single NCs is depicted in Figure 7.6C. Two

features are prominent with similar azimuthal distributions, but distinctly different polar
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Figure 7.7. Time traces of the orientation angles for the single NC in Fig-
ure 7.6C. The multiple distributions evident in the scatter plot are shown to
be two distinct polar orientations with a single sudden transition from one to
the other. There are no discrete changes in trace of the azimuthal angle, indi-
cating the azimuthal orientation is distributed, not the product of transitions
between multiple discrete orientations. The blinking events have been removed
to show the angles as continuous traces. However, the discrete change of the
polar orientation occurred during a prolonged off-state, indicating a correlation
with blinking.

angles. Figure 7.7 shows the time-trace of the two angles for this NC. The two features with

distinct polar angles are the result of a sudden and discrete transition that occurs in the

middle of the measurement. No corresponding change occurs in the azimuthal coordinate

when the polar jump occurs. The blinking events were removed from the traces to provide

continuous stream to compare; however, the transition in the polar orientation occurred

during an off-event. This type of orientation change after a blinking event has been observed

in defocused imaging[166, 172].

The broad azimuthal distributions that are frequently observed for single NCs, though

seemingly uninformative, are also unexpected from NCs with static and fixed emission plane
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orientations. While examination of the spectral traces in Chapter 5 showed that those broad

distributions were the result of random but discrete changes and not from random fluctua-

tions, traces of the azimuthal coordinate show so such underlying dynamics, as illustrated in

Figure 7.7. The width of the distributions are determined exclusively by uncorrelated noise.

Furthermore, the orientation variations are not due to the finite variance from fitting (real-

ization of the Cramér-Rao bound from the information content of the estimator). The single

NC example in Figure 7.6A has a narrower distribution under nearly identical intensity con-

ditions and is more representative of the fundamental precision of the azimuthal parameter

estimation. Furthermore, simulations of fixed dipole orientations given the SNR conditions

achieved in these measurements produce an orientation feature identical to Figure 7.6A with

the similar distribution widths.

Previous studies that observed discrete orientation changes attributed such dynamics to

charge redistribution in the vicinity of the NCs—either from surfaces charges or from the en-

vironment. While sudden and discrete orientation changes, such as the polar angle transition

discussed above, may be due to dramatic charge redistribution, the variance of the azimuthal

angle may be due to smaller random fluctuations of the electrostatic environment of the NCs.

The NCs in this study were deposited directly onto glass coverslips and exposed to air on

the other side of the interface. Glass surfaces exhibit random charge fluctuations which may

contribute to the broader azimuthal distributions. NC properties such as polycrystallinity

may also play a role in some types of orientation dynamics.

Multiple non-interacting NCs produce features that need to be understood for context

when later discussing NC clusters. Figure 7.8 shows the SR and orientation signatures of two

NCs in close proximity. The medium intensity level (red) corresponds to the fluorescence

intensity of individual single NCs. Between the two NCs is the high intensity (green) which
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(A) ThunderSTORM (B) 2D dipole (C) 2D dipole orientations

Figure 7.8. Dipole results from multiple NCs compared with the results
from ThunderSTORM. While both methods produce similar SR localizations,
the additional orientation information from the dipole fitting illustrates the
features associated with multiple NCs having unique orientations.

represents the configuration where both NCs are in their on-states, resulting in an averaged

SR position. ThunderSTORM analysis corroborates and results in a nearly identical SR

image. That the two NCs have similar intensities is an example of the fact that the sample

has a narrow distribution of single NC QYs. The orientation distribution for these NCs,

Figure 7.8C, depicts the same features. Two medium intensity regions with different polar

and azimuthal angles appear and the high intensity orientations average the two features.

Because the individual orientations of two NCs are relatively close, the effects of dipole emis-

sion do not bias the ThunderSTORM analysis significantly, explaining the good agreement

of SR localizations between the two methods.

Orientation SR imaging of NC clusters yields the familiar results that were detailed in

Chapter 6. Small clusters of NCs are shown in Figure 7.9 along with their orientation plots

(bottom). The SR images (top) of these clusters show signs of ET. Localizations of the high

intensity to regions off-center are clear in each of the small clusters. Such features identify the

presence of acceptor NCs. As before, the low intensity regions localize to different positions

within the clusters and indicate the presence of donor NCs. The dissimilar intensities between

the regions is another indicator of ET. Non-interacting NCs would produce similar medium
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(A) (B) (C)

Figure 7.9. Dipole results from three examples of small clusters. SR lo-
calizations are depicted in the top row without denoising. The respective ori-
entation plots for each cluster are displayed in the bottom row. Each cluster
exhibits unique orientation features.

intensity levels at each NCs position due to the narrow distribution of QYs (as illustrated

in the multiple NC SR images) and this is not observed for the small clusters in Figure 7.9.

ET from donors reduces their intensity while enhancing the yield of the acceptors. These

thick-shell NC clusters exhibit an ET efficiency significant enough to produce the dissimilar

intensity levels between the donors and acceptors, but not so efficient that the donor emission

is relegated to only the lowest intensities.

Orientation features of small NC clusters follow the same logic as the SR localizations

with regards to donor/acceptor roles. The cluster in Figure 7.9A depicts two orientation

features corresponding to donor NCs and acceptor NCs that have different polar orientations.

The high intensity feature is the average of the individual orientations and represents the

configuration where both donors and acceptors are emitting simultaneously. Angle traces of

this cluster (not shown) also exhibit discrete changes of the polar angle between the various
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features corresponding to the random configuration changes between two values and not

simply a single broad distribution. Furthermore, there is a correlation of small azimuthal

angle changes with the polar angle changes; however, the different orientations are primarily

due to the polar angles.

Orientation features of a similar form—multiple unique polar orientations—were de-

scribed for the single NC example in Figure 7.6A. The intensity distributions differentiate

the rotations of individual NCs from multiple NCs with different orientations. Because of

ET, the emission intensity is different for the two polar orientations of the cluster. The

single NC maintained the same intensity between the two orientations. However, because

the multiple orientation single NC was a rare occurrence, it is difficult to ascertain if the lack

of an intensity change is a common feature. There is the possibility that such orientation

changes in single NCs may correlate with grey states, which were also a rare occurrence in

these measurements.

In contrast to the first NC cluster example, Figure 7.9B depicts a cluster where the

orientation changes occur primarily in the azimuthal angle. The same arguments identifying

donor and acceptor features apply, however, the transitions involve the azimuthal coordinate

instead of the polar coordinate, which is also reflected in the angle traces of this cluster (not

shown). Finally, where the first two small clusters were represented by multiple distinct

orientation features, the orientation plot of the cluster in Figure 7.9C does not indicate signs

of multiple features. Examination of the angle traces for this cluster indicates no discrete

orientation steps. However, the traces do show sudden changes between broad and narrow

distributions around the single orientation coordinates.

Described above were three different orientation behaviors that were observed for small

clusters. While the orientation features were different, no indication that they would be was
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given by the SR localizations alone. Indeed, the three clusters appear to exhibit similar ET

efficiencies. Because the clusters are small—although no size verification could determine the

true number of NCs in each—these examples likely represent the simplest types of clusters:

dimers and trimers. This is further supported by the correlated study of thin-shell NCs in

Chapter 6 that showed the slow clustering method, overwhelmingly resulted in monomers,

dimers, and trimers.

Briefly, we present the orientation results from large clusters to demonstrate the var-

ious features that may appear and the difficulties that arise with more complex systems.

Figure 7.10 depicts the SR localizations and orientation plots of several large clusters. Ex-

tending the arguments applied to orientation signatures of small clusters quickly becomes

difficult when additional NCs are involved due to the rapidly increasing number of possible

emission configurations, and the potential for multiple regions of the cluster to emit simul-

taneously. Orientation fitting is then complicated by multiple independent emitters that are

not represented by the two independent 1D component approach. Fitting the data to two

1D dipoles is not applicable as there are insufficient independent PSFs to describe the emis-

sion pattern produced by multiple 2D emitters. Furthermore, large clusters may produce

local environments through close proximity that may generate different representations of

emission planes due to interactions breaking the degeneracy of the 2D planes.

7.4. Conclusions and Future Work

Using dipole model PSFs in SR image analysis can uncover orientation dynamics from

interacting NC clusters. ET signatures in small clusters show straightforward mixing of the

orientations from the participating NCs. The orientations of donors and acceptors generally

produce unique and well-defined features that can be clearly identified. Discrete orientation
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(A) (B) (C)

Figure 7.10. The variety of orientation features (bottom row) from large
clusters (corresponding SR results shown in top row).

changes have been observed and are connected with emission configuration changes. Small

clusters retain the 2D dipole characteristics of the individual emitters and the resulting dipole

maps suggest simple mixing of the individual signals. Large clusters, in contrast, exhibit

orientation features that do not fall cleanly into the categories of orientation signatures

produced by single NCs.

While the dynamic orientation behavior could be measured, identifying the mechanisms

responsible requires further investigation. Among the small clusters analyzed, the orien-

tation features appear to be mixes of similar-type single NCs signatures: two azimuthally

distributed features mix in Figure 7.9A and two variance-limited features mix in Figure 7.9B.

A more comprehensive study of the orientation distributions from small clusters is necessary

to identify trends and, where trends do appear, to study if interactions are responsible for

the trends.
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It is interesting to note that the mixed features in small clusters are generally between

similar orientations. For example, the azimuthal difference between the two features in

Figure 7.9B differ by less than 45◦, and the polar features in Figure 7.9A by even less. An

unresolved question about the slowly formed clusters is the possibility of oriented attachment.

These orientation maps suggest small clusters may exhibit such correlation and correlated

TEM measurements, if a suitable method can be found, could provide explanations for such

trends.

Modified experimental and analysis approaches may help extract more accurate dynamics

of orientation behaviors and reveal additional behaviors. Because dipole SR imaging depends

on deviations from symmetric PSF patterns, deconvolving the microscope IRF may provide

accuracy improvements and reduce bias introduced by the instrument. An interesting study

could be done comparing the orientation distributions from linear and circularly polarized

excitation. Such excitations conditions could drive particular ET pathways and the imaged

PSF may have stronger contributions from 1D or 2D emission. Finally, splitting the image

on the EMCCD into red and blue channels could provide simultaneous measurements of

the spectral behavior, similar to the measurements in Chapter 5. Because it has been

suggested that orientation changes and spectral diffusion share underlying mechanisms, the

simultaneous measurements could reveal correlations.
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CHAPTER 8

Conclusions and Perspective

Previous works studying the fluorescence properties of NC clusters established the fun-

damental differences of cluster behavior when ET is present. The enhanced blinking in

NC clusters observed by Yu et al.[16] was attributed to electronic coupling. Shepherd et

al.[84, 21] expanded the understanding of altered fluorescence behavior to introduce an ET

model that effectively recreated the blinking and fluorescence lifetime signatures of similar

NC clusters. An assumption of the model is that NCs retain their individual fluorescence

and blinking properties in clusters and that ET serves to open alternative exciton relaxation

pathways. The work of Whitecomb et al.[87, 85, 22] made detailed single-molecule studies

to verify the assumptions of the model by establishing that blinking statistics are, indeed,

unaltered when NCs are clustered. Furthermore, anti-bunching experiments—a measure

of the independence of decay events—matched the expectations of the ET model without

additional considerations.

The conclusions of these studies were determined without specific knowledge of the form

or geometries of the NC clusters—vital pieces of information to describe the unique manifes-

tations of ET pathways and to explain the broad range of fluorescence behaviors observed—

nor place the fluorescence behavior in the context of individual NC characterization which

may affect coupling efficiency. This work expands the understanding of collective effects by

incorporating methods that determine cluster structure—either directly with EM imaging

or indirectly through SR. Independent TEM characterization studies identified properties of

NC clusters that affect ET which cannot be gleaned from fluorescence measurements. Specif-

ically, the distributions of inter-particle spacing from a particular sample, the observations
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concerning random NC orientations, and geometry types that clusters form are new pieces

of information which carry implication about how NCs interact.

The various single-molecule studies described in this work further the understanding of

the fluorescence behaviors of NC clusters in connection with their physical properties. Life-

time and spectral measurements of NC clusters (from clustered broadly batches characterized

by TEM) affirmed the ET model with direct observations that the highest intensity origi-

nates from smaller band gap emitters serving as acceptors within a cluster. These studies

also indicated spectral diffusion of individual NCs can be suppressed when the particles are

incorporated into clusters, resulting in spectral dynamics that are correlated with intensity

fluctuations.

As the first application of SR methods to NC clusters, the experiments in this work

demonstrated the power of such an approach. SR experiments that correlate localization

measurements with SEM information about the true structure of a NC cluster spatially

resolve donor and acceptor emission near the precision limit of SR microscopy and matched

the verified geometries. With an independent verification of the number of NCs within a

cluster, it was further observed that the fluorescence yield of clusters that interact does

not scale as expected with the number of absorbing particles, implicating an enhancement

of loss mechanisms due to NC interactions. Finally, measurements that simultaneously

provide orientation and SR localization information about single NCs and NC clusters open

up a new approach to studying behaviors. The basic orientation signatures of single NCs

were established using a custom implementation of a dipole SR algorithm. ET from small

clusters and their orientation features were observed. Additional orientation studies may

provide the means to identify if neighboring NCs produce local electronic environments that

affect the emission behavior of the other NCs. A framework with which to interpret SR
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results that incorporates position and intensity distributions was presented and applied to

identify individual donor/acceptor roles within clusters. Small clusters produce signatures

that can be easily interpreted; however, in general, large clusters contain too many emission

configurations to indicate specific roles even with SEM geometry verification. Analysis of

large clusters turns into the task of identifying hot-spots and regions of high fluorescence

activity.

This research could be extended with improvements to samples and sample preparation,

instrumentation and experimental considerations, and advanced analysis methods. Through

the characterization of the NCs and clusters, it is clear that variations of fluorescence behavior

due to random particle orientation can be obscured by broad distributions of other NC

properties. Shell thickness and irregular shell growth contribute significantly to observing

a broad distribution of ET rates. Using high-quality NCs could help narrow down the

number of additional considerations that could contribute to the observed behaviors. If

preparation methods were adopted that provided highly monodisperse cluster sizes, samples

of each cluster type could be independently studied in detail, drawing from large numbers

of examples of similar cluster types.

Instrumentation enables the types of measurements that can be obtained. Changes to the

SR measurement to provide simultaneous spectral information by splitting the image into

a red and blue channel has already been suggested. This approach mirrors the additional

information provided in the time-resolved confocal measurements of Chapter 5 by applying

the same principle to spatially resolved measurements. To enhance the correlated experi-

ment, a second fluorescence measurement of the same NCs on a time-resolved microscope

could be incorporated. The lifetime information, combined with the SR and EM results,

could match ET rates with specific geometries or provide another measure to sort out the
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various emission configurations from larger clusters. Finally, the correlation method could

be improved such that TEM correlation of the samples is possible. This would enable the

study of orientated attachment effects for both slowly clustered and rapidly clustered sam-

ples and relate additional structure properties such as polycrystallinity or polytypism back

to fluorescence behavior.

Analysis methods that eliminate selection bias or remove judgment-based interpretation

are gaining popularity in a variety of single-molecule fields. Statically rigorous approaches

are already making their way into NC blinking analysis[58, 43]. Unbiased intensity level se-

lection from CP analysis was applied in Section 2.2, yielding different blinking statistics than

traditional thresholding methods, and demonstrating what such approaches can contribute

to the study of NCs.

Single-molecule experiments provide a variety of measurements that can benefit from

alternative analysis tools. Binned data from time-resolved studies can produce fluorescence

intensity traces, lifetime traces, and spectral traces. SR measurements produce traces of each

position coordinate, intensity, and, when using dipole PSFs, orientation. Hidden Markov

models (HMMs) are natural approaches to further process multiple correlated signals from

SR analysis or time-resolved data of NC clusters. A Bayesian inference method based on

a HMM[60–62] could be constructed for correlated experiments where the positions of the

NCs are known and each emission configuration, including variants with and without ET, is

a representation of a unique Markov state. Although Markov chains do not by definition de-

scribe NC blinking, which are power-law distributed as opposed to exponentially distributed,

semi-Markov approaches such as Dewar et al.[63] that utilize explicit state-duration formal-

ism can accommodate such blinking mechanisms. Correct model selection may indicate

125



donor/acceptor roles where each position coordinate is drawn from a distribution of vari-

ance determined by the localization precision from single NCs, and centered at the known

position determined by SEM imaging. A more general inference implementation may not

require explicit knowledge of the positions a priori, which could be applied to measurements

from non-correlated experiments. With multiple measurements from each position coordi-

nate, the intensity, and the two orientation angles, HMMs have the potential to dramatically

improve interpretation of the various signatures from SR microscopy. The interpretation ap-

proach presented for SR results combined spatial distributions with intensity information.

With small clusters, these interpretations may be simple. However, large clusters are often

too complex to directly apply such logic and HMMs may yield relationships that cannot

otherwise be easily distilled by simple visual inspection of the distributions.
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[127] Erdélyi, M.; Sinkó, J.; Kákonyi, R.; Kelemen, A.; Rees, E.; Varga, D.; Szabó, G.
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[174] Böhmer, M.; Enderlein, J. Orientation imaging of single molecules by wide-field epiflu-

orescence microscopy. Journal of the Optical Society of America B 2003, 20, 554–559.

[175] Patra, D.; Gregor, I.; Enderlein, J. Image Analysis of Defocused Single-Molecule Im-

ages for Three-Dimensional Molecule Orientation Studies. The Journal of Physical

Chemistry A 2004, 108, 6836–6841.

147



[176] Goodwin, E. D.; Diroll, B. T.; Oh, S. J.; Paik, T.; Murray, C. B.; Kagan, C. R. Effects of

Post-Synthesis Processing on CdSe Nanocrystals and Their Solids: Correlation between

Surface Chemistry and Optoelectronic Properties. The Journal of Physical Chemistry

C 2014,

[177] Yu, W. W.; Qu, L.; Guo, W.; Peng, X. Experimental Determination of the Extinction

Coefficient of CdTe, CdSe, and CdS Nanocrystals. Chemistry of Materials 2003, 15,

2854–2860.

[178] Leatherdale, C. A.; Woo, W.-K.; Mikulec, F. V.; Bawendi, M. G. On the Absorption

Cross Section of CdSe Nanocrystal Quantum Dots. J. Phys. Chem. B 2002, 106,

7619–7622.

148



APPENDIX A

Sample Preparation Methods

For the studies detailed in this work, commercial NCs purchased from Ocean Nanotech

were used (thick shell NCs: QSR-560 lot #101813, thin shell NCs: QSP-560 lot #031713).

Many details about the synthesis process contribute to the fluorescence and ET properties

of any NC and proper diligence in characterizing the particles should be undertaken for

new batches of NCs. TEM characterization is ideal for identifying the basic distributions

of particle size and shell thickness for a given batch as well as identifying systemic growth

characteristics such as polycrystallinity and irregular shells.

A.1. Clustering Nanocrystals

There are a variety of methods to produce NC clusters from solutions of nominally

monodisperse NCs (polydisperse solutions of NCs, as if engineering a driven ET experiment,

are notoriously difficult to cluster as mixed species clusters due to the differing interaction

rates between NCs of dissimilar size). In one approach that parallels the washing step used

after synthesis, clustering is induced by adding a bad solvent to a solution of NCs. The

details of the attachment mechanism are somewhat unknown; however, the ligands play

a key role. It has been shown that the types of solvent and bad-solvent influence ligand

coverage[176]. NCs suspended in hexane exhibit more stable ligand attachment compared

to suspensions in toluene. Additionally, the bad solvent acetone is less effective at stripping

away ligands than MeOH. Different ligands will also respond in subtly different ways. While

clusters can be created with many combinations of good/bad solvent and ligand type, we

focus on NCs suspended in toluene with octadecylamine ligands and clustered with MeOH.
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The final state of attached NCs could potentially span from indirect attachment where

the ligands are entangled to direct attachment where NC shells are in physical contact.

The former is understandable if the bad solvent merely drives NCs into close proximity

with one another and the latter occurs if significant numbers of ligand are stripped away

by the bad solvent, leaving uncovered surfaces where attachment can occur. An evolution

from entanglement to direct contact is also possible as ligands are known to diffuse across

a NC surface, suggesting a cluster may “ripen” after formation. EM measurements could

potentially characterize the final form of attachment. However, no strong evidence for a

preferential attachment mode was found in the EM imaging of the cluster samples prepared

in this study.

In addition to the types of solvents used to induce clustering, the conditions in which

they are applied can affect the resulting clusters. Specifically, the NC concentration in the

solvent and the relative concentrations of the good/bad solvents are two factors explored

over the course of this work which produced similar clusters. Described in detail below are

two methods applied here and the implications they may have on the resulting structures.

Slow clustering at low concentration: 5–10 µL of MeOH is mixed with 1000 µL of

well-separated (single), nM concentrations of NCs in toluene for 15–20 mins. The relatively

small amount of bad solvent and low NC particle density means that ligands are stripped

away slowly (over several minutes) and/or the inter-particle interaction rate is small. Har-

vesting 50–100 µL of the in-process clustering solution and depositing onto a measurement

substrate (glass or SiN grid) halts the clustering by changing the environment from solution,

which contains the bad solvent, to a surface where the NCs become immobilized. Small clus-

ters, comprised of 2–4 NCs, are obtained via this simple method while single NCs remain

with good probability given these processing durations and MeOH concentrations. Clusters
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of stable size cannot be produced with this approach since the clustering process is ongoing.

Furthermore, because the starting concentrations must be in the nM range, EM imaging

for characterization is difficult. Typically, µM–mM concentrations are ideal in EM imaging

particles of this size because they are concentrated enough to easily locate within the limited

field of view of an EM at the magnification required to visualize such small objects. How-

ever, clustering at these higher concentrations was not effective. While not explored in great

detail, variations to this method at higher NC concentrations were found to either produce

no significant clustering even after long soaking durations or resulted in massive clusters too

large for single-molecule use.

Rapid clustering at high concentration: By using a high NC concentration solution

and a high relative concentration of bad solvent, rapid precipitation can produce clusters.

Because this approach actually precipitates the NCs out of solution, they can be dried

and resuspended at high concentrations as clusters of stable size. The resulting cluster

solutions have long shelf-lives (months) and can be easily imaged in EM without correlated

measurements, making cluster characterization possible.

Following a clustering procedure similar to Xu et al.[1], stable clusters were formed by

processing a batch of NCs through multiple crash cycles. Each crash cycle strips away an

increasing number of ligands that are not replenished and, as the NCs settle, permanent at-

tachments form. A crash cycle involves adding 800 µL of MeOH to 500 µL of NCs suspended

in toluene. This mixture immediately becomes turbid. The NCs are then separated from

the MeOH/toluene solvents by centrifuging the turbid mixture for 30 mins, removing the

top mixed liquid layer, and resuspending the NCs in 500 µL of pure toluene. This process is

done three times and, after a fourth and final cycle, the NCs—now fully formed clusters—

are suspended in 500 µL of cyclohexane instead of toluene in preparation for matching the
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top layer of the density gradient for ultra-centrifuge separation. 10 µL of a concentrated

ligand/toluene solution was added to the final suspension to provide the NCs a saturated

environment where ligands could reattach and passivate the surfaces depleted of covering

ligand by the clustering process. This was done with the aim of suppressing additional

clustering.

A.2. Ultra-centrifuge Separation

The rapid, high concentration clustering process produces a distribution of cluster sizes.

Each rapidly clustered batch was further purified using density gradient ultra-centrifugation.

This procedure involves setting up layers of variable density mixture in a centrifuge tube and

carefully topping the stack with the solution to be separated. Spun at very high speeds to

generate a large force on the suspended particles, the particles diffuse through the gradient

layers at different rates according to their size. For the clusters in this work, the gradient

layers were varying ratios of a cyclohexane/CCl4 mixture. In 1/2 in. diameter thick-walled

polyallomer centrifuge tubes, six 450 µL layers of cyclohexane/CCl4 mixtures were deposited

on top of one another. The gradient started at 90% CCl4 on the bottom and decreased

linearly to 40% CCl4 at the top (90%, 80%, 70%, 60%, 50%, and 40%). 200 µL of the NCs,

suspended in pure cyclohexane, would initially float on top of the denser gradient mixtures.

The centrifuge tubes were spun at 45, 000 rpm for 15 mins. at 15◦ C.

The results from ultra-centrifugation are shown in Figure 2.7. In Figure 2.7A the dis-

persion of NCs after one cycle shows no clearly grouped bands. To improve purification, a

second cycle was done by collecting 500 µL from the top (T), middle (M), and bottom (B) of

the centrifuge tube and dried under vacuum to remove the particles from the density layer

from which they were harvested. The NCs should not form larger clusters in dried form
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because of the excess ligand added to the suspension earlier. Each of the dried solids (T, M,

and B) were then separately resuspended in 250 µL of cyclohexane and the three solutions

centrifuged again. Figure 2.7B shows the dispersions of each solution after the second ultra-

centrifugation. While clearer separations appear to match the regions from which they were

drawn in the previous purification. A third cycle was done in attempt to obtain better pu-

rification by combining the tops, middles, and bottoms of each into three separate solutions.

Each solution was dried, resuspended, and centrifuged as before. The resulting dispersions,

shown in Figure 2.7C, do not indicate significant improvement, so no further purification

steps were done despite not achieving the clear banding demonstrated by other groups. To

examine the purify of the various regions in each centrifuge tube, 450 µL was collected from

the top of the top solution (TT), top of the middle solution (MT), middle of the middle

solution (MM), and bottom of the bottom solution (BB), and 250 µL from the middle of the

bottom solution (BM), this time keeping the solutions separate. These solutions were dried

a final time to remove them from the gradient mixtures and then suspended in toluene with

additional ligand to stabilize their fluorescence properties.

Each of the solutions (TT, MT, MM, BM, and BB) should consist of the same general

cluster sizes. When examined on the confocal microscope, the TT and MT solutions were

almost exclusively single NCs, as judged by their strict binary blinking, QYs consistent

with single NCs from the original batch, and mono-exponential decay histograms. The BB

solution was primarily very large clusters, similar to what is observed by letting the slow

clustering method run for a long time. The solutions MM and BM were the most valuable

because they consisted of small to moderate sized clusters. TEM characterization revealed

a broad distribution of cluster sizes and shapes, ranging from dimers to heptamers. This

indicates that while the centrifugation could separate medium sized clusters from singles
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and very large clusters, for the samples produced for this study, it was not as effective at

distilling dimers from trimers as was reported by Xu et al. The separation method likely

could be optimized to obtain better purified cluster sizes by adjusting the concentrations

and using more centrifuge cycles. Perhaps the clustering steps produced too broad an initial

distribution of cluster sizes and separating such highly mixed solutions cannot be done at the

high concentrations needed to visualize the bands under ultra-violet light after separation.

While variations to both the clustering and separation methods were tried, a more concerted

effort aiming at extracting purer sizes could produce samples of only dimers and trimers,

which could be used to perform a more statistically comprehensive study of each type of

cluster.

Figure A.1 shows the results after two ultra-centrifuge separation cycles on an acetone

clustered batch. The bands are much better defined and comparable to what is reported by

Xu et al. Because acetone removes fewer ligands than MeOH, smaller clusters are formed

and the distribution of cluster sizes is likely much narrower. Using acetone would be an

interesting approach to obtain high purity samples of dimers and trimers for future studies.

A.3. Fluorescence Microscopy Preparation

NCs were deposited onto two different substrates, depending on the type of measurement

that was done. Confocal time-resolved and dipole orientation super-resolution imaging used

untreated #1 glass coverslips. The correlated SEM/super-resolution measurements utilized

SiN windowed grids (TEMwindows, SN100-A10Q33).

Glass coverslips: A solution of NCs or NC clusters was diluted in toluene to nM

concentrations from a stock solution. Typically, this was ∼ 1 : 106 for single NCs and
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Figure A.1. Ultra-centrifuge separation of acetone clustered NCs after a
single crashing cycle. Clearer separation bands appear compared to the same
procedure in MeOH.

∼ 1 : 103 for the solutions from ultra-centrifugation. From a diluted solution, 100 µL was

spin coated by dripping the solution slowly over a coverslip spinning at 5, 000 rpm. The final

coverslip samples were dried and kept in a vacuum environment until ready for fluorescence

measurements.

SiN grids: NCs do not adhere well to bare SiN. To prepare the grids for NC deposition,

a grid was placed in a vacuum desiccator alongside a small glass cap containing 50 µL of

APTES and left under vacuum for at least two hours. Heating the glass slightly until the

APTES began to wick up the sides of the cap before sealing it in the desiccator helped start

the treatment process. NCs and NC clusters were diluted exactly as for the coverslip prepa-

ration and 100 µL of the final dilution was dripped onto a SiN grid spinning at 5, 000 rpm.

The grid was then dried and kept under vacuum until ready for measurement.

A blank #1 glass coverslip was first mounted on the fluorescence microscope and then the

SiN grid placed directly on top with the coated surface facing the coverslip. This introduces

a small air gap between the fluorescent NCs and the ideal imaging location at the surface
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of the coverslip. This arrangement reduces collection efficiency, but a comparable camera

integration time and excitation power as coverslip measurements could be used to obtain

adequate photon rates for super-resolution imaging.
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APPENDIX B

Exciton Generation Rate Calculations

The probability of generating an exciton in a NC is an important experimental condition

to have knowledge about for comparing against excitation other studies, particularly when

addressing charging, grey states, and multi-exciton generation. Many publications report this

calculation in lieu of the power measurement because pulsed excitation and CW excitation

result in different excitation conditions. Because both pulsed and CW sources were used in

these studies, direct comparison is best addressed using the average excited state occupancy

rate. The works of Yu et al.[177] and Leatherdale et al.[178] outline the procedure for

determining the excitation cross section σ(λ) for semiconductor NCs. Measurement of the

absorption spectrum gives the extinction coefficient for the NCs studied here. From Beer’s

law

ǫ(λ) =
A(λ)

cL

where A is the absorbance, c the concentration of the fluorophores associated with the

absorbance and L is the path length for the measurement. The single-molecule absorption

cross section (in cm2) for CdSe NCs is then given by[177]

σ(λ) =
2303 ǫ(λ)

NA

where NA is Avogadro’s number. From the cross section, the average excited state occupancy

rate is given by

kex = σ(λ) j =
σ(λ) I

E(λ)
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where I is the excitation intensity and E is the photon energy.

B.1. 488 nm CW Excitation

From the absorption data shown in Figure 2.2, the extinction coefficient at 488 nm is

ǫ488 nm =
0.0525

(3.32× 10−6 mol) (0.1 cm)
= 1.58× 105 mol−1 · cm−1

The absorption cross section at 488 nm follows as

σ488 nm =
2303×

(

1.58× 105 mol−1 · cm−1
)

6.022× 1023 mol−1 = 6.05× 10−16 cm2

Finally, the average excited state occupancy rate at the 488 nm CW excitation used for the

SR experiments is

kex =
(6.05× 10−16 cm2)

(

185 W/cm2)

4.07× 10−19 J
= 2.75× 106 s−1

In CW excitation, this is often compared against the fluorescence lifetime of the exciton to

determine the average excited state occupancy

〈N〉488 nm =
kex
krad

=
2.75× 106 s−1

5× 107 s−1
= 0.055

where the radiative lifetime of a cluster is the result of non-radiative and radiative decay

processes and estimated to be ∼ 20 ns given the FLID in Figure 5.1C. Hence, a NC cluster

does not have a high probability of multiple excitons being generated within the lifetime of

a single exciton given the excitation conditions of the SR experiments.
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B.2. 450 nm Pulsed Excitation

The extinction coefficient at 450 nm is

ǫ450 nm =
0.1077

(3.32× 10−6 mol) (0.1 cm)
= 3.24× 105 mol−1 · cm−1

The absorption cross section at 450 nm follows as

σ450 nm =
2303×

(

3.24× 105 mol−1 · cm−1
)

6.022× 1023 mol−1 = 1.24× 10−15 cm2

which leads to the average excited state occupancy rate at the 450 nm pulsed excitation used

for the time-resolved experiments

kex =
(1.24× 10−15 cm2)

(

5.89 W/cm2)

4.39× 10−19 J
= 1.67× 104 s−1

In pulsed excitation, the average excited state occupancy rate is typically compared against

the repetition rate of the laser to give an average number of excitons generated per pulse

〈N〉450 nm =
kex

rep. rate
=

1.67× 104 s−1

106 pulses/s
= 1.67× 10−3 excitons/pulse

This indicates that a single NC in a cluster will, on average, not be excited by a pulse

(〈N〉450 nm ≪ 1) and, thus, a cluster with multiple NCs will still have a low probability of

having multiple excitons given the excitation conditions of the time-resolved measurements,

provided the cluster is relatively small.
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APPENDIX C

Additional FLID and SID Examples

(A) Single NC #1 (B) Single NC #2

(C) Single NC #3 (D) Single NC #4

Figure C.1. Example FLIDs from several single NCs. Generally,individual
NCs have a single lifetime associated with a single intensity level that corre-
sponds to the on-state. The CdSe/ZnS NCs of this work typically had lifetimes
of 20–30 ns and these example NCs show the degree of lifetime variation within
a batch of NCs.
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(A) Single NC #1 (B) Single NC #2

(C) Single NC #3 (D) Single NC #4

Figure C.2. SIDs corresponding to the same single NCs depicted in Fig-
ure C.1. Single NC SIDs typically have a single feature corresponding to their
on-state intensity and center emission wavelength. Examples #1 and #2 ex-
hibit a significant amount of spectral drift which is evident by the broadness
of the single feature. NCs #3 and #4 were measured with a better micro-
scope alignment, which is the reason for the higher intensities. Furthermore,
they are the result of shorter measurement times compared to NCs #1 and
#2, which can explain the smaller degree of spectral drift observed during the
limited acquisition time. In #3 and #4, grey states clearly present additional
features of intermediate intensities.
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(A) Cluster #1 (B) Cluster #2

(C) Cluster #3 (D) Cluster #4

Figure C.3. Four example FLIDs demonstrating the variations observed
between different NC clusters. All exhibit a lifetime-intensity relationship
that indicates ET: shorter lifetime features corresponding to lower intensity
that are due to donor emission.
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(A) Cluster #1 (B) Cluster #2

(C) Cluster #3 (D) Cluster #4

Figure C.4. SIDs that correspond to the same NC clusters in Figure C.3.
From the FLIDs it is already known that these clusters demonstrate strong ET.
These observations are further supported given the spectral signatures that
show high intensity features corresponding to longer wavelength emission (from
acceptor NCs) and low intensity features corresponding to shorter wavelength
emission (from donors). The variation between SIDs indicates each NC cluster
has unique spectral and lifetime signatures, emphasizing the need to perform
single-molecule investigations.
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APPENDIX D

Super-resolution Artifacts

Beyond the conditions a set of measurements are taken with, maximizing the SR local-

ization accuracy is a factor of selecting an appropriate PSF model and noise model. The

former depends on the imaging system and sample emission characteristics and the latter is

determined primarily by the detection components. In the case of scientific CMOS cameras,

some forms of instrument bias can be accommodated because the noise and response of every

pixel is characterized independently (in CMOS detectors, each pixel has its own amplifica-

tion circuit with unique characteristics). EMCCDs read out the information of each pixel

through the same amplification register in a serial process and constructing a noise model

is largely characterizing the gain and various noise sources for the device as a whole, which

averages out senor defects or inhomogeneities. Hence, EMCCDs are less accommodating for

some types of instrument response biases than sCMOSs.

PSF modeling can rectify some of the non-noise related IRF issues. The method DAOS-

TORM takes to perform SR fitting—tabulating experimentally determined correction factors

to an analytical PSF—also provides a means to study the severity of dipole effects in the cor-

related experiment of Chapter 6 and justify the use of simpler SR tools that do not consider

such effects. In the process that DAOSTORM characterizes the deviations, the algorithm

compares PSFs of multiple stars in the field of view—to borrow the terminology of the as-

tronomy software DAOPHOT on which DAOSTORM is based. It is assumed that each star

in the field of view will share a common IRF effect (an assumption valid in astronomy) and

by comparing the deviations from a fundamental Gaussian model between several stars, the

shared IRF can be deconvolved from the image data with the influence of random noise
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largely removed. This pre-processing step to SR localization is typically performed on a

single representative frame. Because of dipole emission effects, each NC or NC cluster may

have a unique fundamental PSF and this approach will average out those discrepancies as

noise. Applying a set of residuals with these deviations averaged out to all stars in the field

of view may bias localizations. However, a synthetic image can be constructed from multiple

images of the same star over the duration of the experiment. Using this image as the source

for characterizing the PSF and applying it to only the source star that generated it can

accommodate unique dipole effects. It has been observed that NCs can undergo random

rotations of the dipole orientation[166, 172]. While such rotations can occur, resulting in a

different PSF shape, these rotations occupy small durations of the entire movie sequence and

it is likely that the images sampled come from the primary dipole orientation, particularly

when the PSFs appear similar by inspection.

Figure D.1 shows the residuals from two sample types: a single NC deposited onto

a glass coverslip and imaged in ideal TIRF conditions (Figure D.1A) and a single NC,

as determined through SEM imaging, that was deposited onto a SiN grid for correlation

(Figure D.1B). In the coverslip example, a clearly asymmetric pattern is present and there

are strong deviations from the Gaussian function that is the first approximation of the PSF.

However, the SiN grid example is essentailly flat across the area of the fit. The noise due

to the poorer imaging conditions for SiN grid samples is the primary source of deviations

from the Gaussian PSF and they are appear random. If strong dipole effects were present

in the correlated experiments that made use of SiN grids, these residuals would indicate so;

no such effect is observed.

To further demonstrate the type of bias that can be brought about through dipole effects,

we examine one type of artifact that presents in SR measurements done on glass coverslips.
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(A) Glass coverslip (B) SiN TEM grid

Figure D.1. Gaussian PSF residuals for NC on glass and on a TEM grid.
DAOSTORM was used to compile the residuals from a single image that con-
tained multiple images of the same NC from different times during the mea-
surements.

Figure D.2 illustrates the halo effect that was observed for some particles. Halo features only

appeared in DAOSTORM analyzed data sets because ThunderSTORM applies a symmetric

analytical PSF, which introduces a different manifestation of the bias. The halo occurs for

lower intensity frames where the SNR is small (blue circles in the scatter plot). Five regions

are indicated by dashed boxes. Using frames from only one of the regions at a time, the

residuals were determined from a synthetic image (as outlined above). Residuals from each

of the five regions are shown next to the SR image. It is clear that residuals from regions (a)

and (e) match each other, but residuals from regions (b) and (d) form a different matching

pair. The former exhibit strong deviations in the upper left and lower right areas while the

latter exhibit deviations in only the lower left areas. Residuals compiled from only the center

region, (c), appear to be the sum of all the regions. These halo features are understood as

the spontaneous changing of the emission dipole orientation in the NC. This may be another

observation of the rotations Chen et al.[166] and Li et al.[172] reported (with the defocused

imaging technique); however, these orientation jumps occur more frequently in our data and

such artifacts are correlated with low intensity emission. Without SEM verification it is

difficult to assess the size of the cluster, but it is possible the two halo features represent two
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Figure D.2. DAOSTORM halo features. The residuals from regions (a)
and (e) match while (b) and (d) form a different matching pair. The mirror
symmetry of the residual pairs may be a result of the relative symmetry within
each pair.

primary emitters—multiple acceptors registered as hot-spots if from an efficient ET cluster,

or from two relatively non-interacting NCs—because of the number of unique residuals found

in the halo regions. While the halo features from DAOSTORM are large, the manifestation

of these artifacts in other SR algorithms can result in small features on the size of 5–25 nm,

comparable to the localization shifts that are necessary to elucidate individual NCs within

clusters, which is problematic if not recognized and addressed properly.

As a final verification that dipole effects are not present in the image data from the

correlated experiments, several of the NCs and NC clusters were analyzed with a custom

implementation of a dipole emission algorithm[120]. To fit image data from SiN grids, movies

were cropped down to a single spot and fit to two 1D dipoles located at the same origin.

Rather than impose a strict 2D formation pattern, treating each 1D dipole as a separate

emitter orientation provides more degrees of freedom. Figure D.3 depicts the results of

fitting a single NC and fitting a NC cluster. The representation of the results are explained

in detail in Chapter 7. To construct the angle that defines the 2D emission plane, the
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(A) Single NC (B) NC cluster

Figure D.3. Dipole orientation fitting of a single and cluster deposited on
a SiN TEM grid.

orientation of the cross product of the two orientation vectors, each from one of the fitted

1D dipole terms, is used. The magnitude of the cross product also describes the eccentricity

and degree of linear independence each dipole contributes. In all dipole fits of SiN grid data,

the vectors were consistently perpendicular, so the illustration in Figure 7.1 is an accurate

depiction of the constituent angles. In Figure D.3A, the dipole orientations present in the

single NC are uniformly distributed in a ring, representing one 1D dipole oriented along the

optical axis (θ = 0) and the other taking on all rotations within a plane perpendicular to the

imaging axis (θ = π/2). This pattern was observed for all single NCs analyzed with dipole

PSFs. Because all single NCs have the same presentation of orientation, none can be said

to produce a PSF containing unique orientation information and SR biases originating from

dipole effects are not expected. Furthermore, the orientations of a NC cluster, depicted in

Figure D.3B, exhibit the exact same pattern. It appears that no orientation information can

be obtained from data taken with SiN grids. The sources of localization bias that could be

introduced by the asymmetries of dipole PSFs are absent.
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List of Abbreviations

APD avalanche photodiode

CP change-point

CW continuous wave (laser)

DET Dexter energy transfer

EM electron microscopy

ET energy transfer

FLID fluorescence lifetime-intensity distribution

FRET Förster resonant energy transfer

FWHM full width at half maximum

HAADF high-angle annular dark-field imaging

hpc hexagonal close packed (crystal structure)

ICA independent component analysis

IRF instrument response function

MLE maximum likelihood estimation

NA numerical aperture

NC nanocrystal

PID position-intensity distribution

PSF point spread function

QD quantum dot

QY quantum yield

SEM scanning electron microscope

STEM scanning transmission electron microscopy
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SID spectral-intensity distribution

SNR signal-to-noise ratio

SR super-resolution

TEM transmission electron microscopy

TIRF total internal reflection microscopy

UC ultra-centrifuge
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