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AFIT/GSS/ENG/04-01 

Abstract 

The Australian Defence Force is investigating the development of a space 

surveillance system. While several dedicated facilities for space surveillance are in 

operation around the world, Australia’s Over-The-Horizon Radar (OTHR) network has 

some potential for this role.  

The OTHR operates in the HF band and is constrained by the propagation effects 

of the ionosphere. A spherically stratified ionospheric model and a model for a nominal 

OTHR antenna are developed that allow calculation of path propagation, power 

distribution, and clutter returns. A software-based radar receiver processing system is 

modeled to determine detection probabilities and the minimum detectable radar cross-

section of targets in typical low earth orbit (LEO) trajectories. The high clutter power 

levels, coupled with long target ranges and high velocities, mean that range-Doppler 

tradeoffs have a great impact on the resulting detection capabilities. 

While the system as modeled has the potential to provide some coverage for LEO 

targets, operational constraints mean the necessary conditions for detection of space 

targets would rarely be met while the system is involved in traditional OTHR tasking. 

Further, the long wavelengths and large antenna beams mean the accuracy of any 

positioning information is low. 
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AN ANALYSIS OF THE POTENTIAL FOR USING OVER-THE-HORIZON 
RADAR SYSTEMS FOR SPACE SURVEILLANCE 

 
 

1. Introduction I.

1.1 Background 

The Australian Defence Force is interested in developing a capability for space 

surveillance from the ground. While dedicated space surveillance facilities exist in other 

defense forces and similar systems would be suitable for Australia’s needs, the Royal 

Australian Air Force (RAAF) currently operates a network of over-the-horizon radars 

(OTHRs) that has potential for space surveillance.  

While OTHRs are not ideal for the space surveillance role and cannot provide the 

same level of performance as dedicated facilities, the use of existing systems would 

provide substantial cost savings and is worthy of investigation. 

There is also potential for international cooperation in space surveillance. The 

USAF Science Advisory Board report on the US Space Surveillance Network [16:8-9] 

recognizes deficiencies in the network’s coverage near Asia and in the southern 

hemisphere. A space surveillance system in Australia could partially fill this gap. 

1.2 Problem Statement 

This thesis examines the potential for using over-the-horizon radar in a space 

surveillance role and describes the performance of an OTHR in certain scenarios. 
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1.3 Research Objectives/Focus 

The research described in this thesis aims to determine whether an OTHR system, 

despite its inherent limitations, can provide enough capability for space surveillance to 

warrant further research. This research focuses on using computer simulations to estimate 

target sizes and trajectories that could be detected by an OTHR. 

Several important questions are addressed in determining the feasibility of using 

OTHR for the space surveillance role, including: 

What coverage area can be obtained from such radars? 

Within the coverage area, what types of targets can be detected? 

What are the limitations on target trajectories? 

How does ionospheric variation affect OTHR performance in this role? 

1.4 Methodology 

Quantitative analysis of the problem requires a model with four main 

components: the antenna arrays, the ionosphere and path propagation, the radar and its 

clutter environment, and the target. The antenna arrays, ionosphere and radar clutter are 

modeled in Matlab®, from which conclusions about target characteristics can be made. 

1.5 Assumptions and Limitations 

Several simplifications are necessary to limit the scope of the problem. The most 

significant is the simplified ionospheric model. The real ionosphere has a complicated 

structure with high variability in space and time. This structure alone is the subject of 

much continuing research. Operational OTHRs require extensive ionospheric sounding 
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systems to maintain sufficiently accurate models. The model used in this paper treats the 

ionosphere as spherically stratified—uniform layers of constant density at a given 

altitude. 

Another simplification is that most OTHR systems are bistatic, while this thesis 

uses a monostatic model. This change allows simplified path propagation and clutter 

geometry without having a major impact on the results. Path propagation effects are the 

major difference between the bistatic and monostatic cases; however, the simplifications 

made in the ionospheric model mean that target placement can account for this 

difference. 

A third major assumption is that the operating frequency spectrum of the OTHR 

is sufficient to allow operation in a channel that is relatively free of other transmitters. 

This assumption means system performance is limited by clutter whereas interfering 

transmitters can sometimes be a limiting factor in real operations. 

Lastly, most OTHR systems operate using frequency modulated, continuous wave 

(FM-CW) signals, to allow for greater transmission efficiency at the cost of requiring 

separate transmitter and receiver sites. This thesis is limited to a pulsed waveform, which 

allows a simplified detection model. Although the operating parameters of pulsed and 

FM-CW radars differ, parallels can be drawn between the two methods to allow 

comparison of results. 

1.6 Preview 

This research shows that an OTHR, while showing some potential for use in a 

space surveillance role, has significant limitations. The primary limitation is that an 
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OTHR can not simultaneously perform its ordinary surveillance tasks and space 

surveillance tasks. Further, the information derived about space targets is limited. 
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2. Background and Literature Review II. 

2.1 Chapter Overview 

Existing research into over-the-horizon radar (OTHR) draws from several fields 

including radar theory, High Frequency (HF) communications, ionospheric physics, 

remote sensing, and oceanography. This chapter describes the relevant research and its 

use in this thesis. 

2.2 Introduction to Over-The-Horizon Radar 

Military forces have used Radio Detection and Ranging (RADAR) for 

surveillance since WWII. Traditional radars are limited in coverage to the radio horizon, 

just beyond the visible horizon. Surveillance of large areas then requires multiple radars 

with operational and management overheads to combine the sensor data. 

Electronics technology limited early radar operations to the HF band. This band 

has many disadvantages for radar including large antennas, high ambient interference 

levels, and a narrow and often congested spectrum [20:1.15]. For these reasons, the HF 

band is no longer used for radar with one important exception: over-the-horizon radar 

(OTHR). 

OTHR was explored in the late 1940s and developed in the ensuing decades until 

several systems were fielded from the 1960’s onwards [5]. Like short-wave radio, OTHR 

takes advantage of ionospheric refraction properties, allowing the radar to ‘see’ far 

beyond the optical horizon. This advantage provides a workable range of approximately 

1500-3000 km for aircraft-sized targets and gives a means of observing large areas (such  
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Ionosphere

Target

Radar

Figure 1. Conceptual OTHR diagram, showing the refracted signal path to a target 
beyond visual range. 

as oceans) that would not be practical with conventional microwave radar. The basic 

concept of OTHR operation is illustrated in Figure 1. 

2.2.1 Current Roles of OTHR 

One main driver for early research into OTHR was detection of ICBM launches, 

although satellite-based systems have largely supplanted OTHRs in this role. Other 

applications include surveillance for aircraft or ships, as well as ionospheric sounding, 

ocean wave detection and remote sensing [3]. 

Australia’s Department of Defence uses the Jindalee Operational Radar Network 

(JORN) to monitor its northern maritime approaches. Similarly, the United States Drug 

Enforcement Agency uses the US Navy’s Relocatable OTHRs to monitor the Florida 

Keys and surrounding waters. The National Oceanic and Atmospheric Administration’s 

(NOAA) Environmental Technology Laboratory (ETL) also has occasional access to the 

USN Relocatable OTHRs for oceanographic monitoring. In Australia’s case, the 

population is concentrated along the eastern, southern and southwestern coastlines, while 
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the closest approaches from neighboring countries are from the north and north-west. 

OTHR is ideal as it allows monitoring of the entire northern region with only two 

facilities. 

Space surveillance of is one potential role that has seen little exploration. VHF, 

UHF and SHF systems are used in various locations for space surveillance, however HF, 

OTHR systems have not been examined for this role. 

2.3 OTHR Research 

Numerous papers and at least one text are devoted to various aspects of OTHR. A 

primary resource for much of the background of this thesis was Kolosov [13]. Kolosov 

describes the OTHR scenario from the very beginning, describing most aspects of the 

problem including transmitter and receiver equipment design, ionospheric transmission, 

target modeling, and passive and active interference. However, the book pre-dates many 

modern signal processing techniques, and so needs supplementation from modern radar 

research. Also, the book gives a mix of experimental, empirical and theoretical values for 

various parameters. 

The USAF has published several papers describing its AN/FPS-118 Over-The-

Horizon-Backscatter (OTH-B) systems, including the OTH Handbook [8] and Sales [19]. 

The ETL gives the relevant operating parameters for the OTH-B [17]. 

The prime contractor for the construction of the AN/FPS-118 OTH-B radars was 

Lockheed-Martin, the same company that completed the final stages of Australia’s 

JORN. Photos of the two systems in [2] and [17] show striking similarities. Because 
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Australia’s system is operational, detailed system parameters are classified, so this thesis 

uses the published parameters for the OTH-B. 

To improve operational performance of OTHR systems, target track association 

has generated much research. There are many methods of performing this task, but all are 

based on statistical association processes. This thesis is limited to the problem of 

detection, and does not consider track association further. 

In general, OTHR systems do not determine the height of a target. There are 

several proposed methods to estimate target height, mostly based on multipath 

association [18] but these methods rely on the target being near the ground and do not 

apply to space targets. 

Other research includes methods to correlate returns from multiple OTHRs, such 

as [23], [24] and [27], improving the detection of targets moving tangentially to one of 

the radars. This approach has potential for use in orbit determination, but is not 

considered in this thesis. 

2.4 The Ionosphere 

The strong dependence of the radio signal path on the ionosphere means that a 

detailed, accurate, and timely ionospheric model is required for accurate prediction of 

paths and, consequently, target positioning. 

A lot of research, such as [2], [4], [15] and [26], has gone into ionospheric 

modeling and the field is still evolving. High frequency (HF) communications systems 

are the drivers for much of this research; however, the same effects apply to OTHR. 
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While a complex model is required to operate an OTHR system, a simple, spherically-

stratified ionospheric model provides enough fidelity to give representative performance. 

2.4.1 Structure 

The ionosphere has an intricate structure, with electron density at a given time 

(and so refractive index) varying considerably laterally and with altitude. The variations 

in solar radiation, numerous chemical reactions, neutral atmosphere wind currents, and 

magnetic field interactions mean that the ionosphere has large, complex fluctuations over 

time. Some are periodic and predictable, while others are essentially random and cannot 

be modeled analytically. 

The ionosphere has identifiable layers, known as D, E, F1 and F2. These 

designations are historical, and bear no relation to the properties of each layer. The 

ionization in the D layer consists mainly of heavy ions, and has an absorptive effect on 

radio signals, while the ionization in the E, F1 and F2 layers is mainly free electrons, 

which primarily have refractive effects. 

2.4.2 Radio Propagation 

Tascione [22:113-117] and Collin [6:388-401] describe the effect of the 

ionosphere on radio signals. Tascione goes into detail about polarization effects and 

Faraday rotation of the signal, while Collin explores magnetic field interactions. 

However, these effects can be neglected without losing the representative system 

performance. 
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2.4.3 Ionospheric Motion 

The irregularities in the ionosphere are subject to convective currents on both 

large and small scales. The resultant motion causes Doppler broadening of radio signals 

and spreading of clutter returns. The magnitude of the effect depends on operating 

frequency, path length and trajectory, and on the state of the ionosphere itself. In OTHR 

situations, the broadening bandwidth is typically around ± 1 Hz [19:22].  

2.5 Antenna Arrays 

The antenna arrays used in OTHR are large but can be simply modeled using 

techniques described in [1], [6] and [14]. Most working parameters for the antennas are 

given by the ETL [17], but several lower level parameters for the electrical properties of 

the ground plane have been assumed, based on typical ranges. The resultant antenna 

pattern is most sensitive to the size and distance parameters with changes in ground plane 

electrical characteristics having a relatively small effect. The appropriate parameters are 

shown in Table 1. 

These parameters apply to the receive array. The transmit array is more complex 

to handle the high power levels but has the same gain and beamwidth as the receive 

antenna. For the purpose of modeling, the transmit and receive antennas are treated as 

identical. 
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Table 1. Antenna Parameters 

Parameter Name Value 

Element Separation 5.4 m 

Element Height 10 m 

Number of elements in array group 82 

Transmitted power 12 MW 

Height of bottom of element 0.1 m 

Ground permeability µ0

Ground conductivity 104 S/m 

Ground permittivity 102 F/m 

2.6 Radar Models 

Much of the current research into radars and radar modeling involves Space-Time 

Adaptive Processing (STAP). The principles of STAP are described in Klemm [12], and 

are used in Hale [10]. Although the model used in this thesis is not adaptive, it uses the 

same framework. 

2.7 Clutter Modeling 

The problems of clutter modeling and clutter rejection in OTHR are the subject of 

many papers, but given an assumption about its distribution, the clutter can be modeled 

using variations of standard techniques. The statistical distribution of OTHR clutter has 

variously been modeled as Gaussian/Rayleigh, Gamma, Weibull and K-distribution, and 

at different times is seen to approach each of these distributions [28]. This paper takes the 

clutter distribution as Gaussian. 
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2.8 Target Characteristics 

While most OTHR research is concerned with aircraft or ship targets, the same 

concepts apply to space-based targets. 

2.8.1 Trajectories 

The lower altitude limit for a space-based target is approximately 200 km, placing 

a lower limit on the range to the target. There is no theoretical upper limit on target 

altitude; however, this analysis is limited to low-earth-orbit (LEO) targets below 2000 km 

altitude. 

Within this range of altitudes, circular orbits have velocities ranging from 

approximately 6.9 to 7.8 km/s. The target’s orbit can have any orientation in relation to 

the radar; however, if the target trajectory passes directly along boresight of the radar 

antenna, this range of velocities gives the maximum Doppler frequency change. Elliptical 

and ballistic orbits can have velocities outside this range, but this velocity range is 

sufficient to analyze the system performance. 

For a target passing directly overhead, the Doppler frequency fd is given by 

0

cos2
λ

θυ t
df =  (1) 

where υt is the velocity of the target located at elevation θ, and λ0 is the signal 

wavelength. A radar has a certain Doppler frequency range that it can correctly 

determine, known as the Doppler space. The high target velocities mean the requirement 

for Doppler space is a major driver on the radar performance requirements. 
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2.8.2 Radar Cross-Section 

Due to the long wavelengths associated with OTHR operation, the radar cross-

section (RCS) for many targets is significantly different to that seen by UHF or SHF 

radar. This thesis will not model specific targets, but will use typical values of RCS for 

comparison. 

2.8.2.1 Rockets and Inter–Continental Ballistic Missiles 

Both the body and the exhaust trail contribute to the RCS of a rocket. The radio 

waves scatter from the metal body of the rocket and also off the partially ionized exhaust 

stream. Because the structure of the exhaust stream changes continuously during flight, 

the scattered electromagnetic field components are non-coherent [13:93]. As a result, the 

radar return from the exhaust flame is independent of the return from the rocket body, 

and the RCS may be calculated as in (2), where σb and σexh refer to the rocket body and 

exhaust plume, respectively. 

exhb σσσ +=  (2) 

A rocket or ICBM body is essentially a cylinder and its RCS σb may be estimated 

by 

⎥
⎦

⎤
⎢
⎣

⎡
= −

−

ψλπ
ψλπψ

λ
πσ

cos2
)cos2sin()sin(2

1

12

L
LRL

b  (3) 

where R is the radius of the missile body, L is its length, λ is the wavelength and ψ is the 

angle between the direction of the incident wave and the long axis of the missile  [13:93]. 
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With a missile body typically being ~10 to 20 m long and ~1 m wide, the RCS is 

typically from 5.0 to 50 m2, depending on wavelength and aspect. 

The exhaust stream of a rocket starts small and lightly ionized, with an 

insignificant RCS. As the altitude increases, the exhaust stream RCS grows until, at 

approximately 60 km altitude (after first stage separation), it dwarfs the body RCS. In this 

case, the exhaust may have an RCS greater than 10000 m2. As the rocket continues 

upwards, the exhaust RCS decreases as the atmosphere becomes thinner and the ambient 

ionization levels are higher [13:96-98]. 

2.8.2.2 Satellites and Spacecraft 

Although there are a vast number of different satellite designs and configurations, 

practical satellites have a maximum size comparable to the wavelengths at the top of the 

HF band. The largest dimension of such satellites is normally that of the solar panels, 

stabilizing protrudences, or possibly antennas. Other satellite dimensions are small so the 

RCS is similar to that of a dipole reflector [11:24.11] or a cylinder. 

Many satellites are smaller than the shortest HF wavelength, so the satellite shape 

becomes unimportant. These satellites have a response in the Rayleigh region and an 

RCS in the order of 0.1-1 m2 [21:50-51]. 
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3. Ionospheric Model III.

3.1 Chapter Overview 

The ionosphere refracts radio signals, with refraction varying depending on the 

signal frequency and on the state of the ionosphere. The refraction is important for an 

OTHR because it controls radar signal propagation. This chapter describes the effects of 

the ionosphere on high frequency signal propagation, its impact on OTHR operations, 

and how those effects are modeled in this research, as well as the simplifications 

necessary to allow analysis of the effects. 

3.2 General Considerations 

Completely describing the ionosphere and its effects on signal propagation 

requires an extremely complex model, which would overwhelm the other aspects of the 

OTHR scenario. Hence, this model takes a simple, spherically-stratified ionosphere with 

constituents that are typical under normal atmospheric conditions. The atmosphere also 

causes signal attenuation, but this effect is small and not included in the model. 

These simplifications mean this model does not accurately describe any specific 

real-world situation; however, the model does allow realistic analysis of potential 

performance, with the ability to hold the ionosphere as a constant to evaluate the effect of 

other radar parameters. 

3.3 Ionospheric Structure 

The ionosphere is a region of the earth’s atmosphere in which a significant 

proportion of the molecules are ionized. While there is no hard boundary to the region, it 
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is generally considered to lie from 90 to approximately 1000 km altitude, with the peak 

ionization lying near 300 km. 

The ionosphere is quantified by the density of free electrons, with the density at a 

given time varying considerably laterally and with altitude. This electron density is the 

basis of propagation calculations in the atmosphere. Although the densities have large 

variations, there are typical values that are representative of the structure of the 

ionosphere, and these provide a basis for this ionospheric model. 

The plot in Figure 2 shows the variation of the atmospheric electron density with 

altitude, using values typical for local daytime during a period of moderate solar activity 

(the middle of the 11-year sunspot cycle) [22:114-115]. The electron density values 

change when these factors change, but the general shape is similar. 

3.3.1 Radio Signal Propagation 

The propagation speed of a radio signal changes as the signal travels through the 

varying ionosphere, with higher ionization levels increasing the phase velocity but 

decreasing the group velocity. This velocity change has the effect of refracting the signal 

path. The refractive index n of the ionosphere depends on the free-electron concentration 

and the wavelength of the signal according to the relationship [22:114] 

2

5

2

2 101.811
f

N
fm

qNn ee
−×

−=−=
π

. (4) 

Here, Ne is the free electron density in cm-3, q is the magnitude of the charge on an 

electron in Coulombs, m is the electron mass in grams and f is the signal frequency in Hz 

(f in MHz for the far right-hand formula). 
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Figure 2. Electron density profile vs. altitude for daytime ionosphere under moderate 
solar activity. 

If the electron density is sufficiently high, the number in the square root in (4) can 

go to zero. For a vertically incident wave, this situation occurs when 

24
5

2

102.1
101.8

ffNec
−

−
×=

×
= . (5) 

If this situation occurs, the signal is reflected back toward the ground and the 

value of Ne is known as the critical density. Similarly, for a given electron density the 

critical frequency is that frequency below which the signal is reflected, also known as the 

plasma frequency 

17 



 

.109 3
ec Nf −×=  (6) 

When the signal is not vertically incident, the wave travels through more of the 

ionosphere at a given altitude and experiences more refraction. The critical frequency for 

a given Ne is lower than for a vertically incident wave. In this case, (5) and (6) must be 

modified to account for the angle of incidence α. Equation (5) becomes 

α224
5

2

cos102.1
101.8

ffN
ce

−
−

×=
×

=  (7) 

and (6) is now 

.
cos

109
2

3

ec Nf
α

−×
=  (8) 

 
So for an ionospheric layer i, with electron density Ne the refractive index is 

i

e
i

fN
n

α2

25

cos
/101.81 −×−

= . (9) 

With the ionosphere sliced into spherical layers of constant Ne, this equation is 

applied to a small section of the ionosphere at a time. Using this approach, Snell’s law of 

refraction 

.sinsin 2211 αα nn =  (10) 

gives the ray path from one ionospheric layer to the next until the electron density 

reaches the critical density. Here, ni is the refractive index of layer i, α1 is the angle of 
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incidence on the boundary between layers, and α2 is the angle of refraction at which the 

ray enters the next layer. 

Because of the spherical shape of the layers, the angle at which the ray path enters 

a layer is different to the angle of incidence on the next layer. The angles are related by 

( ) ( )
( ) ( )απα −

+
+

=′ sinsin
2

1

e

e

Ry
Ry

 (11) 

where Re is the radius of the earth and yi is the altitude of the bottom of layer i. These 

angles are depicted in Figure 3. 

Knowing the angles and layer thickness allows calculation of horizontal and 

vertical propagation distances. When this process is repeated for each layer of the 

ionosphere, the result is a curved path from the antenna. Depending on the frequency in 

use and the elevation angle on take-off, the ray may be returned to the ground or may 

escape into the upper atmosphere.  

 

α3

n3

n2α2' α2

n1

α1

Figure 3. Angles of incidence and refraction in spherical layers. The path is refracted at 
the layer boundary, and meets the next layer at a different incidence angle due to the 
curvature. 
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Figure 4 shows a sample set of paths for four elevation angles: 10°, 25°, 38° and 

45°, calculated at a frequency of 30 MHz. In comparison, the paths for the same angles at 

15 MHz are shown in Figure 5. 

 
Figure 4. Path profiles for 10°, 25°, 38° and 45° elevation angles at f = 30 MHz. The 
higher elevation angles penetrate the ionosphere. 

 
Figure 5. Path profiles for 10°, 25°, 38° and 45° elevation angles at f = 15 MHz. Here, all 
radiation is returned to earth. 
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3.3.2 Cutoff Angles 

Higher frequencies experience less refraction, and so are more likely to pass 

through the ionosphere. The structure of the ionosphere means that for a given frequency 

there is a cutoff angle below which all paths return to the ground. Figure 6 shows the 

complete set of paths for elevation angles from 1 to 90°, at 1° increments. For the 

electron density profile in Figure 2 and a frequency of 30 MHz, the cutoff angle is 35.4°. 

In this figure, the paths have some distortion as they are calculated over a spherical earth, 

while the plots are over a flat axis. 

This cutoff angle determines the radar’s space coverage region. Space targets 

below the cutoff angle are obscured by the ionosphere. Higher frequencies have a lower 

cutoff angle, so choosing a high frequency maximizes the coverage region. The 

maximum frequency for the JORN system is 32 MHz, and this model uses 30 MHz for 

all calculations. This frequency limit is a major limitation on the performance of an 

OTHR for space surveillance. 

3.3.3 Path Lengths to Ground 

Figure 6 also reveals the layered structure of the ionosphere, which is further 

visible in Figure 7. This plot breaks the paths up into groups, known as modes, which are  

returned to earth by the three principal ionospheric layers. The F2 layer mode group is 

notable because the ground patches illuminated are compressed more tightly than would 

be seen if the effect was a straight reflection from the ionosphere. This effect is important 

when considering the radar return from the ground. 
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Figure 6. Path profiles for elevation angles from 1-90°. 

The radar sees the ground as clutter—unwanted interference that can mask a target at the 

same range. The path lengths to the ground determine which part of the clutter the target 

must compete with. The strength of the clutter return is also dependent on the range, as 

will be explained in the next chapter. 

3.4 Summary 

The ionosphere restricts radar coverage for space surveillance to above a cutoff 

angle, dependent on ionospheric density and operating frequency. A higher frequency 

gives a lower cutoff angle and a larger coverage region, but OTHR systems are limited to 

the HF band and have an upper frequency limit of 28-32 MHz. 
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Figure 7. Path plots of E, F1 and F2 layer propagation modes. The layer modes 
correspond to refraction at the different ionospheric layers 

Knowing the path that a ray takes through the atmosphere allows calculation of its 

propagation distance, either to the ground, or to a target in the upper atmosphere. These 

propagation distances are necessary for consideration of the radar operations, as 

explained in Chapter 4. Another important factor is the distribution or spreading of power 
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as the signal propagates. The ionospheric model, along with a model of the antenna, 

accounts for this power distribution. 
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4. Radar Model IV.

4.1 Chapter Overview 

This chapter explains the model used to describe the radar, its antenna, and its 

processing and detection. There are two main radar model components: the antenna and 

the clutter environment. The antenna model, together with the ionospheric model from 

the previous chapter, describes the power spreading from the radar transmitter. The 

ionospheric model also gives the path length to the ground. The path lengths determine 

the sections of ground clutter, known as clutter rings, that compete with a target. 

The power spreading and path lengths are then used in the clutter model to 

calculate the levels of interference returned by the clutter. These clutter levels dictate 

minimum characteristics of a target to allow detection. 

4.2 General Considerations 

The large differences in path lengths for different elevation angles at the antenna 

mean that the choice of radar operating parameters is critical. The radar pulse repetition 

frequency (PRF) fp and the coherent integration period, or number of pulses integrated, 

have large effects on the radar performance. The impact of changes in these parameters is 

explained below. 

Several radar properties influence its performance. The most important of these 

for this thesis are the unambiguous range Ru, which is the longest target range the system 

can resolve, and the Doppler space, which is the extent of target Doppler frequencies the 

system can determine. The unambiguous range and the Doppler space are competing 
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requirements, requiring a tradeoff. Interpulse coding is a common technique for 

improving the available Doppler space without decreasing the unambiguous range. The 

target characteristics mean that the OTHR system requires interpulse coding to detect real 

targets. These properties are explained in more detail in this chapter. Interpulse coding is 

not modeled directly, but its potential effects are indicated. 

Although most OTHR systems are bistatic, with transmitters and receivers 

separated by tens of kilometers, the system is modeled as monostatic. The simplifications 

introduced in the ionospheric model mean this choice has little impact on the model 

performance, but greatly simplifies the problem geometry and calculations. 

4.3 Antenna Model 

Each OTHR antenna is a long array of monopoles above a large artificial ground 

plane with a reflecting screen to reduce radiation in the backward direction. 

Mathematically, an OTHR antenna array can be described as a finite-length monopole 

with a reflected component to account for the influence of the ground and an array factor 

to account for the directionality provided by the array. 

4.3.1 Dipole Pattern 

For a thin dipole of finite length l, the radiation pattern is given by [1:153] 
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where gd(α) is the power pattern in the direction of α, the declination from vertical, z0 is 

the impedance of free space, I0 is the reference intensity (or current for a power pattern), 

and λπ /2=k  is the wave number. Declination from vertical is more commonly used in 

antenna theory and so retained in these equations. The power pattern for a dipole is 

constant inφ , the azimuth angle. The thin wire approximation is valid for 

thicknesses ≤ λ/100 [14:177]. Given the operating wavelength is at least 10.0 m and the 

thickness of the OTHR antenna elements is approximately 5.0 cm, the approximation is 

valid. 

4.3.2 Monopole Pattern 

The antenna elements are actually monopoles above an imperfect ground plane. 

Image Theory allows a monopole element near a conducting surface to be treated as a 

dipole with a virtual source introduced to account for reflections. Figure 8 shows how the 

direct and reflected contributions combine. 

Although this is a reflection situation, the ground does not act as a specular 

reflector. Instead, a form of Snell’s law relates the incident and reflected angles for the 

reflected component, so that 

ri αγαγ sinsin 10 = . (13) 

Here, γ0 = jk0 is the propagation constant for free space (air), and k0 is the phase constant 

for free space, which is equal to 1. The propagation constant for the ground is γ1 = ς1 + 

jk1, where ς1 is the attenuation constant and k1 is the phase constant for the ground. As the 

ground approaches an ideal reflector, ς1 approaches 0 and k1 approaches –1. 
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Figure 8. Combination of direct and reflected rays. The reflected ray is equivalent to a ray 
from a virtual source or image of the real antenna. 

The ‘far–field’ or Fraunhofer region of an antenna begins at a distance such that 

the radiation pattern at a given angle is independent of distance. The angles αi and αr, for 

far–field observations, are shown in Figure 9. 

The dipole power pattern is multiplied by a reflectivity term to account for the 

ground reflection, giving the gain pattern for a monopole gm(α) [1:183] 

( ) ( )( )αααα coscos jkh
v

jkh
dm eRegg −+=  defined for 2/0 πα <≤ , (14) 

where h is the element base height above the ground and the reflectivity factor Rv is  
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Here, z0 and z1 are the impedance of free space and the ground, respectively, given by 

Virtual Source 

Reflected Ray 
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Figure 9. Angles of incident and reflected rays. The electrical properties of the ground 
means that it does not act as a specular reflector. The angles αi and αr are related by (13). 
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where ω is the angular frequency of the emitted signal, µ, ε and σ are permeability, 

permittivity and attenuation, respectively, and the subscript 0 denotes free space while 

subscript 1 denotes the ground. 

The resultant element gain pattern is shown in polar form in Figure 10, and in 

Cartesian form in Figure 11, where α is defined as 0° at vertical. Only the first quadrant is 

shown, although the pattern is constant in azimuth (about the vertical) and repeats in the 

second quadrant. Figure 12 shows more detail of the main beam and principal sidelobes. 
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r

r2 
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Figure 10. Polar view of element gain pattern, f = 30 MHz. The main lobe is visible at 
12° elevation, and the principal sidelobe is at 38°. 

The main beam is centered on 78° declination, or 12° elevation, and the principle side-

lobe is centered on 52° declination, or 38° elevation. 

4.3.3 Array Factor 

To obtain the radiation pattern for the whole array, the element pattern gm(θ) of 

(14) is multiplied by an array factor AF given by 

( ) ( )[ ] ( )
( ) ⎥⎦

⎤
⎢
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⎡
= −

2/sin
2/sin2/1

ϕ
ϕφ ϕ NeAF Nj , (18) 

 
where ( ) βφϕ += coskd  and N is the number of uniformly spaced antenna elements. 

Here, k=2π/λ is the wave number, d is the separation between array elements, φ  is the 

azimuth angle measured with respect to the array axis and β is the angular phase 

separation or delay between elements. For the model, β is assumed uniform and zero, 
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although for a real system this phase separation could be altered to steer the main beam 

and nulls in desired directions. 
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Figure 11. Monopole element pattern for f = 30MHz. The main lobe is at 78° declination.  
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Figure 12. Detail of monopole element pattern, f = 30 MHz. The main lobe peak is at 78° 
declination and the sidelobe peak is 52°. The null occurs at 60°.  
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Applying L’Hopital’s rule to (18), the array factor peak occurs at φ  = 90°, where 

the magnitude limits to N, the number of elements in the array. This peak is the maximum 

array factor value. For the antenna configuration considered, N = 82.  

The real antenna array consists of one row of active elements with a reflecting 

screen to reduce backlobes. This model simplifies this construction and scales the back 

lobes by 20 dB, using a scaling factor B defined as  

.360180
1800

,01.0
,1

≤≤
<<

⎩
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⎧

=
φ

φ
B  (19) 

Figure 13 shows the array factor in Cartesian coordinates with the backlobe attenuation 

applied. 

The main lobe height and the narrowness of the main beam and sidelobes obscure 

the sidelobe structure. Figure 14 shows this structure in more detail, from 70 to 110° 

azimuth. This figure shows the very narrow main beam and side lobes. As a result, the 

antenna pattern is strongly directional in azimuth. However, the one-dimensional antenna 

array has no effect on the pattern shape in elevation. 

4.3.4 Overall Antenna Pattern 

The complete array pattern G (α,φ ) is given by multiplying the element gain 

gm(α) by the array factor AF(φ ) and the backlobe attenuation: 

( ) ( )BAFgG m φαφα =),( . (20) 
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Figure 13. Array factor, f = 30 MHz. The backlobe attenuation is visible as a 20 dB drop 
in gain for azimuth greater than 180°. 

 
Figure 14. Main lobe of array factor, f = 30 MHz. Darker areas represent higher intensity. 
The main lobe is centered on 90° azimuth. 
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Figure 15 shows the resultant pattern for the entire antenna. Again, the sidelobes 

in azimuth are obscured, so Figure 16 shows the main lobe and surrounding details while 

Figure 17 shows a top view of the same region. The important features are the main beam 

with gain 26 dB centered on 12° elevation and 90° azimuth and the elevation sidelobe 

with gain 17 dB centered on 38° elevation and 90° azimuth. 

The elevation beamwidth is entirely dependent on the element length in relation to the 

operating wavelength, while the azimuth beamwidth depends primarily on the number of 

array elements. For the receive array of N = 82 elements, the beam is very narrow in 

azimuth, with a half-power beamwidth of 1.56°. Although the beam can be steered, the 

beam is centered on boresight for this model and the half-power points are at 89.22° and 

90.78° azimuth. In elevation, the half-power points of the main lobe are at 68.2° and 

 
Figure 15. Resultant antenna pattern, f = 30 MHz. Again, the pattern shows the 20 dB 
backlobe attenuation, with the main lobe centered at 90° azimuth. 
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Figure 16. Main lobe and principle sidelobes of antenna pattern, f = 30 MHz. The left 
hand figure shows the pattern in dB while the right hand figure shows the pattern in 
absolute numbers. 

 
Figure 17. Top view of main lobe showing zeros between lobes, f = 30 MHz, with the 
scale in azimuth magnified to show detail. Darker areas represent higher antenna gain. 
The main lobe is the dark area in the bottom-center (azimuth = 90°, elevation = 12°) and 
the elevation sidelobe is immediately above this (azimuth = 90°, elevation = 38°). 
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86.1° declination (21.8° and 3.9° elevation) at 30 MHz, giving a 17.9° beamwidth. These 

model results compare closely with published figures of 14° elevation and 1.25° azimuth 

beam widths, and 24 dB of peak antenna gain [9; 17]. These half-power points can be 

seen in the cross-sections in Figure 18 and Figure 19.  

The sidelobe in Figure 19 is of interest as this contains the energy that penetrates 

the ionosphere, and so will illuminate any space-based target. When combined with the 

path plots from the ionospheric model, the antenna model gives a useful illustration of the 

radiated power distribution as shown in Figure 20. The ionosphere passes radiation at 

35.5° or more elevation, while radiation at less than 35.5° elevation is refracted back to 

earth. This cut-off angle varies with operating frequency and ionospheric conditions but 

under the conditions modeled is in the elevation sidelobe. During night-time ionospheric 

 
Figure 18. Cross sectional view of main lobe for 12° elevation angle, at main lobe peak, 
for f = 30 MHz. 

36 



 

 
Figure 19. Cross sectional view of antenna pattern for 90° azimuth angle, at main lobe 
peak, for f = 30 MHz. 

 
Figure 20. Radiated power distribution with the antenna pattern superimposed. Darker 
colors represent higher power levels. The 35.5° cutoff angle is clearly visible. 
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conditions this cutoff angle is lower, giving lower clutter returns; however, the conditions 

modeled show typical performance. 

4.4 Thermal Noise 

Although thermal noise is present and provides an absolute upper limit on system 

performance, the high transmit power and large clutter patches overwhelm the noise in 

almost all situations. Still, the noise is modeled as a white Gaussian source with an 

average power σ2 given by 

σ2 = kTBn , (21) 

where k is Boltzmann’s constant, T is the system noise temperature and Bn is the receiver 

noise bandwidth. This work uses values of T = 300 K and Bn = 50 kHz, a conservative 

assumption. 

To allow statistical comparison, noise power is represented in a covariance matrix 

Rn given by 

Rn = kTBn IMNP, (22) 

where M is the number of radar pulses integrated, N and P are the number of elements in 

the N×P antenna array and IMNP is an identity matrix of size MNP. The OTHR uses a one-

dimensional array, so P = 1. 

The noise covariance matrix comes from a snapshot χn which is a vector of length 

MNP and contains the noise voltage seen at each antenna element so that χ[1] is the 

return at the first element from the first pulse, χ[2] is the return at the second element 
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from the first pulse, χ[N+1] is the return at the first element from the second pulse, up to 

χ[MNP], the return at the last element for the last pulse. 

The covariance matrix is then the expected value of the product of χn with its 

conjugate-transpose, equivalent to 

{ }H
nnn χχR ε  = , (23) 

and is a matrix of zero mean and standard deviation of kTBn. 

4.5 Clutter Model 

The high transmit power levels used in the OTHR mean the returns from ground 

patches, or clutter, illuminated by the radar are at a far higher level than thermal noise. To 

characterize the clutter, the ground is broken into rings of constant range with each ring 

then divided up in azimuth. The model here is based on Hale [10], which draws from 

Ward [25]. A key difference is that these models are developed for airborne radar, 

whereas the model implemented for this thesis is for a ground-based OTHR. 

4.5.1 Geometry 

The ground clutter is divided into rings of constant range. The rings are seen at a 

range corresponding to the length of the refracted path R. Each ring has a width ∆R 

corresponding to the projection of one radar pulse onto the ground. The projected length 

depends on the grazing angle ψ and is given by 

( )ψ
τ

cos
2

pc
R =∆ , (24) 

where c is the speed of light and τp is the pulse width in seconds. 
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Each ring is then divided up into cells with a constant angular width ∆φ . The 

angular width is chosen small enough to reveal the antenna pattern details. The 82 

element array, with 1.5° main lobe width, requires a fine azimuth resolution to capture 

the azimuth pattern peaks and nulls. For this model, ∆φ  is chosen as 0.1°. 

Figure 21 shows an example clutter ring, with its angles and path length. The 

range is determined from the ionospheric model. The grazing angle also follows from the 

ionospheric model; because the modeled ionosphere is spherically stratified, the angles 

on the ray’s upward propagation path mirror the angles on the downward path. Hence, the 

grazing angle ψ at the clutter patch is the same as the elevation angle θ from the antenna 

on takeoff. 

 

Figure 21. Clutter ring geometry, showing ranges and elevation/grazing (ψ) and azimuth 
(φ ) angles. The range R is the refracted path length given by the ionospheric model. 
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For the RCS of a particular clutter patch, one further factor is required to account 

for ground reflectivity. The reflectivity in the transmitter direction has been shown 

experimentally to be close to linear with the sine of the grazing angle, for small to 

medium grazing angles. This type of model is known as constant gamma, [13:126-128; 

21:418-420] where 

ψ
σγ

sin

0

=  (25) 

and σ0 is the radar cross-section (RCS) per physical square meter of surface area. In the 

HF band, terrain features can be of a similar size to the wavelength resulting in Bragg 

scattering, so γ varies considerably with variations in the terrain. For smooth land at HF 

wavelengths, γ is 5×10-4 [13:128] or -33 dB. The RCS of the clutter cell, σc, is then 

( ) 0

2
2 σφσ ∆∆

∆−
= RRR

c . (26) 

 
Ionosphere

 
Figure 22. Example of two different clutter patches at the same path length. Each patch is 
part of a ring with that apparent range and the two rings add to provide the interference 
for the same target range. 

Patch 1 Patch 2 
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The path profile complexities may mean that more than one clutter ring is seen at 

the same apparent range, as illustrated in Figure 22. While this model treats the ground as 

homogeneous in terms of its reflectivity characteristics, the clutter patches at different 

ranges have different sizes and grazing angles and each range must be treated separately. 

4.5.2 Range to Clutter Rings 

Because of path length variations, the range to a clutter ring is not a single-valued 

function of elevation angle. The plot in Figure 23 shows the variation in path lengths with 

elevation angles, as traced through the ionosphere using the model from Chapter 3. There 

are marked discontinuities in the ranges, implying some clutter returns are missed with 

data this sparse. These regions with discontinuities correspond to angles where the path 

changes modes from E layer to F1 layer or from F1 layer to F2 layer. 

 
Figure 23. Range (path length) to clutter ring vs. elevation angle, with angles calculated 
at 0.1° intervals. The horizontal lines are at multiples of Ru for fp = 200 Hz. 
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The horizontal lines represent multiples of the unambiguous range Ru = c/2fp, 

where c is the speed of light and fp = 200 Hz is the pulse repetition frequency (PRF). 

Clutter or targets of ranges R + nRu are indistinguishable, for integer n, because the 

returns are aliased to the range R. This aliasing means the number of clutter rings in a 

given range cell depends on the pulse repetition frequency. In general, a lower value of fp 

leads to less clutter rings aliased to a particular range cell. For fp = 200 Hz as shown, 

multiple clutter rings are seen at all target ranges. 

To achieve continuity in the clutter rings, the range difference from one clutter 

ring to the next must be no more than the propagation distance of one radar pulse cτp/2, 

where τp is the pulse duration. This distance corresponds to the width of one range bin. 

For τp = 20 µs, as modeled here, the range difference is 2.998 km. 

Because of the computational load required to calculate path lengths and because 

the range is a multi-valued function of elevation angle, these ranges are interpolated for 

angular steps ∆θ of 10-2 and 10-3°. A step size of 10-3° is required to give the required 

fidelity, such that the minimum difference from one calculated range to the next is no 

more than the range bin width. 

Figure 24 shows the interpolated ranges at increments of 10-2°. Discontinuities in 

ranges are still noticeable at 17 to 18° and 23 to 24° elevation, with range differences of 

up to 30 km. These are more evident in Figure 25, where the ranges are now folded over, 

or aliased, at Ru, representing the apparent range as seen by the receiver. A target at any 

given range competes with the clutter returns corresponding to that range. 
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The clutter environment complexity is evident in Figure 26, which shows the 

number of clutter rings in each range bin. Range bins 75 to 90 and 180 to 210, 

corresponding to ranges off approximately 225 to 270 and 540 to 630 km, experience the 

strongest clutter returns due to the large number of clutter rings folded over into these 

range bins. 

For a step size of 10-3°, the shapes of the plots are very similar, but the number of 

clutter rings is commensurately larger. Figure 27 shows the number of clutter rings in 

each range bin for this step size. The number of clutter rings shown is not indicative of 

the actual clutter fold-over. They are an artifact of the interpolation that is corrected next. 

The smaller step size gives many clutter rings of adjacent elevation angles with 

path lengths in the same range bin. To avoid potential double counting of clutter returns, 

 
Figure 24. Range (path length) to clutter ring vs. elevation angle of interpolated paths, at 
increments of 10-2°. The horizontal lines are at multiples of Ru for fp = 200 Hz. 
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Figure 25. Folded clutter range (path length) vs. elevation angle for fp = 200 Hz and 
∆θ = 10-2°. Range bins 75 to 90 and 180 to 210 show particularly complex clutter 
environments. 

 

Figure 26. Number of clutter rings in each range bin, for fp = 200 Hz and ∆θ = 10-2°. 
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Figure 27. Number of clutter rings in each range bin, for fp = 200 Hz and ∆θ = 10-3°. 
These numbers do not indicate the true clutter situation, but include artifacts of the 
interpolation process that are removed in Figure 28. 

these duplicate entries are removed from the interpolated paths. Figure 28 shows the 

numbers of clutter rings with the duplicates removed. Here, the shape is preserved but the 

peaks are smoothed, greatly reducing the number of rings. 

4.5.3 Clutter Return Power 

The clutter-to-noise ratio (CNR) for the ikth clutter cell from a single radar pulse 

for each antenna element, ξik, is determined from the radar range equation 

( ) ( )
( ) 43

2
0

4
,

isn

ikikitt
ik RLkTB

gGP
π

σλθφθ
ξ = , (27) 
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Figure 28. Number of clutter rings in each range bin, with duplicates removed, 
for fp = 200 Hz and ∆θ = 10-3°. The number of clutter cells represents a count across a 
particular range bin in Figure 25. 

where: Pt is the transmitted power, 
Gt(θi, )kφ is transmit gain in the direction of the clutter patch, 
g(θi) is receive element gain in the direction of the clutter patch, 
λ0 is signal wavelength, 
σik is clutter patch radar cross-section, 
kTBn is noise power, 
Ls is system loss, and 
Ri is the refracted path length taken by the signal. 

The model in Hale [10], used here, allows the signal return from each radar pulse 

at each antenna element to be stored and post-processed, with array directionality and 

pulse integration provided by space and time steering vectors. For this reason, ξik is the 

CNR for each antenna element and uses the receive element gain rather than the antenna 

array gain. 
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4.5.4 Clutter Covariance 

These CNR values are combined into a clutter covariance matrix, Rc,  

∑∑
−

=

−

=

=
1

0

1

0

2
r cN

i

N

k

H
ik vvRc ξσ , (28) 

where σ2 is the thermal noise power, Nr is the number of clutter rings visible at the target 

range, and the quantity v(θ,ω ,φ ) represents a space-time steering vector defined as 

( ) ( ) ( xikz )ϑωϑ abev ⊗⊗= . (29) 

vvH is equivalent to ( ) ( ) ( ) ( ) ( ) ( ).x
H

xki
H

ikz
H

z ϑϑωωϑϑ aabbee ⊗⊗  The xH notation 

represents the Hermetian, or conjugate-transpose matrix operation, and represents the 

Kronecker product. The elevation and azimuth components of the steering vector, 

⊗

( )zϑe and ( ),xϑa are 

( ) [ ]zz Pjj
z ee ϑππϑϑ )1(221 −= Ke , (30) 

and 

( ) [ ],1 )1(22 xx Njj
x ee ϑππϑϑ −= Ka , (31) 

where N and P are the number of elements in the N×P antenna array. For the single row 

of elements in the OTHR antenna, P = 1, and so ( )zϑe  = 1. The quantity xϑ represents the 

spatial frequency x component of the antenna, as seen by a point scatterer at θ and φ , and 

is found by 

48 



 

( )
0

2/sincos
λ

πφθ
ϑ

+
= x

x
d

, (32) 

and dx is the distance between antenna elements along the x-axis, for an array oriented 

along the x-axis. The π/2 is included to account for the different definition of φ  between 

the Hale/Ward model and this model. 

Similarly, the temporal steering vector ( )ikωb  is 

( ) [ ],1 )1(22 ωπωπω −= Mjj ee Kb  (33) 

where M is the number of pulses integrated and ω is the normalized Doppler frequency 

of the clutter patch found from 

p

c

f0

sincos2
λ

φθυ
ω = . (34) 

The term φθυ sincosc  is the relative velocity of the clutter patch with velocity cυ  and fp 

is the radar pulse repetition frequency (PRF).  

In general, the clutter patches are not moving and have zero velocity. However, 

the moving ionosphere introduces a Doppler spreading, which can be represented by 

clutter motion. The system is first examined without this Doppler spreading, leaving 

( ik )ωb  = 1. Later, internal clutter motion (ICM) is introduced through temporal 

decorrelation of the clutter covariance matrix [12:58-59], and accounts for ionospheric 

motion.  

This decorrelation changes the bbH term in (28), so that 
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( ) ( ) )22exp()( pjmj kiki
C

mpki
H

ik ωπωπρωω −=bb . (35) 

Here, m and p denote successive pulses, and is )(C
mpρ

2
2

)(
8)( pm

B
C

mp

c

e
−−

=ρ ,  (36) 

where Bc is the clutter bandwidth, normalized by the radar bandwidth. 

As for the noise covariance of (23), the clutter covariance matrix is equivalent to 

the expected value of the product of a clutter snapshot χc with its conjugate-transpose, or  

{ }H
ccc χχR ε  = . (37) 

4.6 Atmospheric Noise and Interference 

A complete treatment of the OTHR environment would include a model of 

atmospheric noise and interference, including the interference from other transmitters 

operating in the same spectral region. This interference tends to be concentrated at 

specific frequencies in specific directions. It is possible to select the operating frequency 

so that this interference is minimized, and is at a much lower level than clutter returns 

[13:120-125]. Hence, this model ignores the atmospheric noise and other incidental 

interference. 

4.7 Total Interference 

For processing, the covariance matrices of (23) and (37)are added to form a total 

interference covariance, R = Rc + Rn. These are then decomposed to a matrix Q using a 

Cholensky decomposition, R = QHQ. 
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To get a realization of the radar returns, a random vector y of length MNP is 

generated and colored by the covariance decomposition: 

yQχ H
H =

0
. (38) 

The realization is now a time-space snapshot for the H
0Hχ 0 hypothesis, where no target 

is present. χ has length MNP, so that χ[1] is the voltage return at the first element from 

the first pulse, χ[2] is the return at the second element from the first pulse, χ[N+1] is the 

return at the first element from the second pulse, up to χ[MNP], the return at the last 

element for the last pulse. The interference power Pn of a specific realization is then 

2

0H
H

tnP χv= , where vt is a steering vector in the target direction and at the target’s 

normalized Doppler frequency. 

4.7.1 Statistical Realization 

Radar performance analysis requires analyzing a number of trials of each case, to 

determine detection and false alarm probabilities, Pd and Pfa. A specified false alarm 

probability requires 10/Pfa trials of the H0 hypothesis (no target present) for this Monte 

Carlo analysis. The detection threshold is then set at a level giving 10 false alarms from 

the set of trials. 

For target detection, a target return is added to the original snapshot to give 

, a snapshot with a target present 

0Hχ

1Hχ

)1,1(
01

Rvχχ ⋅+= SINRtHH . (39) 
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In this expression, vt represents the phase differences of the returns from element-

to-element and pulse-to-pulse, from a scatterer in the target direction and at the target’s 

Doppler frequency. R(1,1) is the average interference power and SINR is the target 

signal-to-interference-plus-noise ratio. R and SINR are power terms, so the square root is 

taken to convert to a voltage. The received power with a target present, Psn, is then 

2

1H
H

tsnP χv= . 

This process is repeated for a range of target SINR values. If Psn is greater than 

the threshold, then the target is detected. The ratio of detections to the total number of 

trials gives a detection probability for that SINR. For a specified Pd requirement, the 

minimum SINR at which this Pd is achieved defines the minimum target RCS.  

This minimum target RCS comes from a modified form of the range equation. 

The standard equation in [21:34] is rearranged to solve for target RCS. Because of the 

presence of clutter, the noise power kTBn is replaced by the average interference power 

R(1,1), and the minimum target RCS is 

 
( )
( ) ( ) 2

0

43
min

,
)1,1(4

min λθφθ
π

σ
gGP

LRSINR

t

st
t

R
= . (40) 

Initial model confirmation comes from Albersheim’s equation [21:43-45]. Restricting the 

receiver processing to a single element and single pulse allows standardization between 

different radar configurations and gives the plot shown in Figure 29, for Pfa = 10-3. This 

plot matches the plot shown in Skolnik [21:44]. 
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Figure 29. SINR per element, per pulse, for Pfa=10-3. Restricting radar processing to a 
single pulse and a single element allows standardization between radars. 

4.8 Clutter Structure 

The clutter return power has an azimuth dependence that follows the antenna 

element pattern and is centered on zero hertz, as it is stationary. The clutter return spread 

corresponds to the Doppler filter bandwidth, introduced by integrating pulses. 

Two approaches are required to describe the true clutter structure: a minimum 

variance method gives better resolution but loses amplitude information, and a Fourier 

method gives amplitude information but provides poorer resolution. For target detection, 

the radar returns are processed using a Fourier-based method, so the Fourier PSD more 

closely reflects the clutter’s impact on radar detection performance. 



 

The minimum variance representation of the clutter power spectral density (PSD) 

for fp = 200 Hz and 10 coherent pulses is shown in Figure 30, where dark areas  

correspond to higher power density. A clutter PSD plot customarily shows range and 

Doppler dependence. In this model, the clutter range is dependent on the signal elevation 

on transmission, because of the ionospheric refraction. Because the antenna is not 

steerable in elevation, the figure shows an azimuth-Doppler plot. This minimum variance 

PSD is found from [12:102]: 

11 )( −−= vRv H
mvPSD , (41) 

where v is the steering vector in azimuth, elevation and Doppler, and R is the total 

interference covariance matrix. The clutter is centered on zero Hertz, as expected for a 

stationary platform. The slight spreading is because of the response of the minimum 

variance function. 

Similarly, the Fourier PSD is found from [12:100]: 

vRv H
FPSD = . (42) 

The Fourier clutter PSD response is shown in Figure 31, for M = 10 pulses and 

fp = 200 Hz. In azimuth, the response follows the antenna pattern, and has a Doppler  

pattern corresponding to the Fourier transform of the number of pulses integrated, giving 

M-1 nulls in Doppler response between main clutter peaks. The clutter levels outside of  
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Figure 30. Minimum Variance Power Spectral Density of clutter, for fp = 200 Hz and 
M = 10. Dark areas correspond to higher power density. 

these nulls are very high. Chapter 5 examines the target sizes necessary for detection in 

this clutter. 

Integrating more pulses reduces the levels of clutter due to the better Doppler 

filter properties resulting from increasing M. Figure 32 shows the minimum variance 

PSD while Figure 33 shows the Fourier PSD for M = 30 pulses and fp = 200 Hz. Here, the 

Doppler spread of the clutter is reduced as are the clutter levels away from the 0 Hz peak. 

Target detection in clutter is dependent on the number of pulses integrated, as will be 

shown in Chapter 5. 
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Figure 31. Fourier Power Spectral Density of clutter, for fp = 200 Hz and M = 10. 

4.9 Summary 

The radar clutter environment combines the antenna array and ionospheric models 

and allows determination of the minimum detectable target size for a certain position and 

velocity. 

There are a large number of variables greatly affecting system performance. This 

chapter presented a limited set of values to characterize the models used. Chapter 5 

further explores the effect of changing the model parameters on the system performance. 
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Figure 32. Minimum variance Power Spectral Density of clutter, for fp = 200 Hz and 
M = 30. The true clutter power is narrowly distributed around 0 Hz. 

 
Figure 33. Fourier Power Spectral Density of clutter, for fp = 200 Hz and M = 30. The 
Doppler side lobes are reduced, but are still apparent 
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5. Analysis of Results V. 

5.1 Chapter Overview 

The previous chapters characterized the radar operating environment, and now 

allow analysis of the radar’s performance potential. This chapter describes the modeling 

results and then relates these results to matching operational scenarios. The radar 

operating parameters are varied to simulate different target positions and velocities, with 

results indicating limits on detectable target sizes. Several techniques to improve radar 

performance are discussed. 

5.2 General Considerations 

The analysis is limited to low-earth-orbit (LEO) targets with orbital altitudes of 

200 to 2000 km. Setting the target position at the center of the elevation sidelobe provides 

the best possible performance and is used for all test cases. As shown in Figure 20, very 

little power penetrates the ionosphere outside of this sidelobe.  

Because the maximum height at which the ionosphere returns a ray path to earth 

is approximately 300 km, a small subset of possible target trajectories lies in the upper 

edge of the main antenna beam. The power levels in this region are similar to those in the 

elevation sidelobe, so these target trajectories are not considered separately. 

5.3 Noise Limited Case 

Although clutter can never be completely negated, analysis of the radar model 

without clutter provides a baseline for model performance that can never be bettered. In 

the noise limited case, the minimum RCS for a detectable target is determined by (40). 
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The key parameter is the minimum target SINR, which in turn depends on the specified 

false alarm and detection probabilities, Pfa and Pd. The minimum RCS for the noise 

limited case is shown in Figure 34, for Pfa = 0.01 and Pd = 0.95. To confirm against (40), 

the following parameters are applied: 

SNRmin ≈ 10 dB – AFpeak = 10 – 19 dB ≡ 10/82 (unitless) 
Rt = 500 km 
R(1,1) = kTBn = 1.381×10-23 × 300 × 50000 = 2.071×10-16 W 
Ls = 2 (unitless) 
Pt = 12 MW 
Gt(θi, kφ ) = 55.61 (unitless) 
g(θi) = 0.678 (unitless) 
λ0 = 9.993 m 
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Figure 34. Minimum Target RCS vs. Range, noise only, for Pfa = 0.01 and Pd = 0.95. 
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The minimum SNR comes from the plots of Albersheim’s equation in Skolnik 

[21:44], for Pfa = 0.01 and Pd = 0.95. These plots are for a single element, whereas the 

calculated RCS shown in Figure 34 is for the entire array and includes the array factor 

peak gain of 82 (19 dB). As a result, the actual SNR requirement is divided by this peak 

gain to give the equivalent single element SNR. The minimum target RCS at a range of 

500 km is then 

( )
( ) ( )

dBsm58.8m139.0
,

)1,1(4 2
2

0

43
min

min
−===

λθφθ
π

σ
gGP

LRSINR

t

st
t

R
. (43) 

The minimum target RCS shown on Figure 34, for the same range, is -7.44 dBsm. 

This figure is calculated using results from a Pd analysis with SNR steps of 2 dB, so the 

SNR used to generate the plot is -8 dB, compared to -9.14 dB in the manual calculation. 

This difference of 1.14 dB is exactly the difference in the RCS values, as should occur, 

and so validates the model for the noise-limited case. In other words, the results exactly 

match those predicted by Albersheim’s equation at Rt = 500 km. 

5.4 Introduction of Clutter 

The clutter power seen by the system is far greater than the noise power. Because 

of aliasing in range, the clutter power in a given range bin is dependent on the pulse 

repetition frequency, fp. Figure 35 shows the clutter power for fp = 200 Hz over the 

unambiguous range of the radar. 
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The shape of Figure 35 bears a resemblance to that of Figure 28; the differences 

are caused by the different antenna gains at the different elevation angles. Some clutter 

rings are seen at or near peak power, while others are at or near nulls. 

5.5 Target Detection in Clutter 

When clutter is introduced into the RCS calculations, the required RCS increases 

considerably. Using a single pulse gives the results shown in Figure 36. The minimum 

required RCS is far greater than that of any realistic target, except for very short ranges 

that are below the minimum target altitude, meaning that Doppler processing is required 

to detect targets. Doppler processing equates to integrating multiple pulses. 

With target positions constrained to lie near the elevation sidelobe center, the 

target Doppler frequency fd will have a maximum of 1230 Hz for a target traveling at 

7.8 km/s on an overhead trajectory. Targets not passing overhead have lower Doppler 

frequencies, limited to 0 Hz for a target traveling tangentially. 

Repeating the calculations for selected ranges and 10 integrated pulses gives the 

results shown in Figure 37 for fp = 200 Hz and target Doppler frequency fd = 850 Hz. The 

figure shows large values of required target RCS; this Doppler frequency corresponds to 

a sidelobe in the Doppler response of the clutter. The calculation for 10 pulses is 

computationally intensive and the large step size between ranges is introduced to allow 

realistic calculation times. 
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Figure 35. Clutter power seen at each range bin, for fp = 200 Hz. 
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Figure 36. Minimum target radar cross-section vs. range for fp = 200 Hz, no pulse 
integration, over the radar’s unambiguous range. 
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Figure 37. Minimum radar cross-section for M = 10, with fp = 200 Hz and fd = 850 Hz, 
for a representative set of target ranges. Ranges from 750-1000 km are ambiguous and 
are folded into the clutter from ranges 0-250 km. 

Plotting the required RCS against target Doppler frequency shows the strong 

dependence on target velocity. Figure 38 shows the minimum required target RCS for 

M = 10 integrated pulses. Away from the nulls, the detectable sizes are still large 

compared to most space targets. The large peak at 800 Hz corresponds to the 0 Hz main 

clutter lobe, aliased to a multiple of fp. The Fourier detection method causes the Doppler 

side lobes. 

However, for the 20 integrated pulses shown in Figure 39, the minimum required 

target RCS approaches reasonable target sizes, away from the main clutter lobe. The 

patterns in these minimum RCS plots correspond to the Doppler pattern of the clutter 
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Fourier PSD, from Figure 31 and Figure 33. Integrating more pulses gives narrower 

Doppler filtering, providing more isolation from the 0 Hz clutter peak. 

700 720 740 760 780 800 820 840 860 880 900
-30

-20

-10

0

10

20

30

40

50

Target Doppler Frequency (Hz)

M
in

im
um

 R
C

S
, d

B
sm

Minimum target RCS for varying target Doppler at range = 320 km

 
Figure 38. Minimum radar cross-section vs. Doppler frequency for fp = 200 Hz and 
M = 10 pulses, target range = 320 km. 
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Figure 39. Minimum radar cross-section vs. Doppler frequency for fp = 200 Hz and 
M = 20 pulses, target range = 320 km. 
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5.6 Limits on Coherent Pulse Integration 

The high velocities of potential targets (up to 7.8 km/s), together with the low 

pulse repetition frequency required to give a workable unambiguous range, mean that the  

number of pulses available for coherent integration is limited. For a target traveling at 

7 km/s with fp = 100 Hz, integrating even 20 pulses can give a relative motion of more 

than 1 km. If the target’s trajectory is not directly radial, this motion moves the target 

over the antenna’s narrow azimuth pattern. The changing power level lessens pulse 

coherence and reduces the radar’s ability to detect the target. 

5.7 Limits on Doppler Space 

The available Doppler space is analogous to the unambiguous range, and is 

limited to the pulse repetition frequency. Target Doppler frequencies of fd + n fp are 

aliased to fd and so are indistinguishable. A higher pulse repetition frequency gives a 

greater Doppler space at the expense of decreasing unambiguous range, aliasing more 

clutter range rings into the target range bin. With target Doppler frequencies expected up 

to approximately 1200 Hz, an fp of 1200 Hz would be needed to provide adequate 

Doppler space. This PRF gives a 125 km unambiguous range, causing large clutter fold-

over and effectively removing the radar’s ability to determine target range. Lower pulse 

repetition frequencies will mean that Doppler frequencies for fast-moving targets are 

aliased, and so it becomes impossible to differentiate space targets from other targets 

such as aircraft or determine the true velocity of a space-base target, which is important 

for important for orbit determination. 
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The OTH-B system specifications [17] give the PRF range as 10 to 60 Hz; 

however this is an FM-CW specification and is designed for standard OTHR operations. 

The remainder of this model will ignore this restriction. 

5.8 Interpulse Modulation 

The main method used to mitigate this range-Doppler space tradeoff is interpulse 

(pulse-to-pulse) modulation. Successive pulses are modulated, or ‘chirped’, in different 

patterns, so that one pulse has orthogonality from the next, and can be separated by the 

receiver. Chirp codes can cover two or more pulses; however, there are practical limits to 

the degree of orthogonality achieved which limits the length of chirp codes [10:44-70]. 

While the actual methods for interpulse modulation in the transmitter and receiver are not 

included in this model, the effects can be simulated, for small numbers of pulses, by 

simply redefining and extending the unambiguous range, Ru, as 

,
2 p

u f
cnR =  (44) 

where n is the number of uniquely coded pulses. 

Interpulse modulation also increases range resolution by effectively decreasing 

pulse width and range bin size [10:18-21,35]. Clutter ring width is decreased and so is the 

interference power from the ring. This analysis ignores the pulse compression to show 

how eliminating clutter fold-over greatly improves system performance 

For a PRF of 1200 Hz, a 16 pulse code gives Ru = 2000 km, the same as a direct 

75 Hz PRF and sufficient to cover the range space analyzed in this model. This PRF also 

allows a greater number of pulses to be integrated without losing coherence. Using these 
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parameters removes most clutter range and Doppler aliasing and improves detectable 

target size, as shown in Figure 40 for M = 10 pulses. 

This RCS range now encompasses most space targets of interest. The stepped 

shape of this graph occurs because the model is calculated in steps of 2 dB for SINR, and 

so gives 2 dB steps for minimum RCS. These parameters also change the observed clutter 

PSD. The Fourier PSD is shown in Figure 41. 
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Figure 40. Minimum target RCS for fp = 1200, M = 10, 16 interpulse codes, with target 
range = 320 km. 
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Figure 41. Fourier PSD for fp = 1200, M = 10, 16 interpulse codes, with range = 320 km. 
The Doppler side lobes are now greatly reduced. 

5.9 Internal Clutter Motion 

To simulate the effect of ionospheric motion on the clutter return, an internal 

clutter motion (ICM) term is included in the clutter covariance matrix. With a 3 Hz 

clutter bandwidth, the clutter power spreads into the narrow nulls visible in Figure 38 and 

Figure 39. As more pulses are integrated and the unambiguous range and Doppler space 

increase, the nulls are less pronounced and ICM has less effect. Figure 42 is the 

equivalent of Figure 40 with ICM included. This set of PRF and interpulse coding 
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parameters ensures that the small amount of Doppler spreading introduced by ICM has 

little effect. 

5.10 Summary 

While detection of space targets is possible with the system as modeled, there are 

several operational constraints that will make the conditions required for detection less 

achievable. Firstly, OTHR systems normally operate at frequencies designed to 

illuminate patches of ground. Such frequencies are lower than the system maximum 

analyzed here. As is evident in Figure 5, operating at lower frequencies means the 
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Figure 42. Minimum RCS for fp = 1200, M = 10, 16 pulse coding, with range = 320 km, 
with ICM included. 
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cutoff angle for radiation to penetrate the ionosphere is higher, and often higher than the 

upper edge of the elevation sidelobe shown in Figure 12. This result means power levels 

reaching a target are reduced by 20 dB or more, with a commensurate rise in required 

RCS for detection. Further, as the elevation angle to the target increases, the target 

Doppler frequency decreases, so that the target return approaches the clutter in Doppler 

space. This result implies that the coverage region for detection is further reduced from 

the already narrow region. 

Another factor is that the wide elevation beamwidth means the system has no 

ability to determine the elevation angle to the target, except by inference from observed 

range and Doppler frequency and assuming certain orbital characteristics. This limitation 

reduces the system’s utility for orbit determination. 

The other motivation for space surveillance is missile warning. In its launch 

phase, a missile is in the realm of an OTHR in its traditional role. In the boost phase, the 

missile is likely to be outside the radar’s range, often being at several thousand 

kilometers altitude. In the terminal phase, the warhead has separated from its earlier 

stages and is a small target, electrically and physically, similar in size and properties to a 

satellite. It may be in range of the OTHR in “space surveillance mode”; however, by the 

time the warhead gets within the radar’s coverage zone, it is only seconds away from 

impact. Hence, the OTHR does not provide great utility for missile detection above the 

ionosphere 
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6. Conclusions and Recommendations VI. 

6.1 Overview 

This chapter presents a summary of conclusions reached in the course of 

preparing this thesis, as well as appropriate recommendations on further work that may 

follow. 

The models presented here for the ionosphere, antenna array, clutter environment 

and radar processor allow simulation of OTHR performance in a space surveillance role. 

The antenna array model describes the power distribution from the radar transmitter, 

based on published parameters for the AN/FPS-118 OTH-B. The ionospheric model 

allows calculation of path propagation, given an elevation angle from the antenna array. 

Together, these models describe the power distribution and spreading in the system. 

The clutter environment and radar model define how clutter is seen by the radar. 

The clutter power is dependent on target range and on radar operating parameters 

including the pulse repetition frequency (PRF). 

Target detection is also very dependent on the PRF, with higher target velocities 

requiring a higher PRF to give sufficient Doppler space. However, the longer ranges to 

typical space targets mean that higher PRFs lead to range ambiguity. Interpulse (pulse-to-

pulse) coding can alleviate this trade-off, but the required PRF is outside the normal 

operating range for the OTHR considered here. 
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6.2 Conclusions of Research 

The OTHR systems as modeled in this thesis have potential for providing limited 

space surveillance capability, i.e., many typical low earth orbit targets are detectable, but 

within a very limited coverage region. The ionosphere obscures space targets below a 

certain elevation angle limit. During normal daytime ionospheric conditions, this limit is 

above the main lobe of the antenna array, restricting coverage to a sidelobe. 

The low sidelobe power levels mean that relative main beam clutter power levels 

are very high. Also, OTHR design fundamentals limit the achievable pulse repetition 

frequency such that long integration periods are not possible for fast-moving space 

targets. For higher pulse repetition frequencies, pulse integration allows detection of 

targets with radar cross-sections of 1 m2 or less, within the coverage region. 

Another limitation is that the system has no capability to determine elevation. 

While a high relative velocity implies that the target is space-based, accurate elevation 

information cannot be provided, limiting the system’s use for orbit determination. Range, 

range rate (Doppler) and azimuth information will be useful, but several sightings are 

needed to conclude that a target is space-based. 

The space target detection capabilities do not provide sufficiently accurate 

information to guide other operational activities and do not provide a useful early 

warning facility of missile or other threats. 

Further, the constraints that a space surveillance role places on the system’s 

regular surveillance operations likely preclude one or the other activity from taking place. 

Given the lack of useful information provided by the system in a space surveillance role, 
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the normal over-the-horizon surveillance tasks would be the better use of the asset. This 

conclusion is not surprising given that this is the primary role for which the system was 

designed. 

6.3 Significance of Research 

This research provides qualitative justification for not pursuing the use of OTHR 

networks for space surveillance; rather research into alternative space surveillance 

methods should be considered. 

6.4 Recommendations for Action 

Australia’s interest in a space surveillance capability remains, but this research 

shows that an OTHR system is not well-suited for the task. To develop the capability, the 

Australian Defence Force should continue its investigations into other methods of space 

surveillance. 

A very high frequency (VHF) or ultra high frequency (UHF) space surveillance 

radar system could overcome many of the disadvantages of OTHR:  

• Ionospheric refraction will not be sufficient to return signals to the ground. 

This has two effects—firstly, the main beam clutter power is greatly reduced, 

meaning smaller, more distant targets can be detected. Secondly, the 

ionosphere does not obscure targets at lower elevation angles. The coverage 

region is sufficient to provide a useful capability. 

• The smaller VHF and UHF wavelengths allow smaller antenna sizes. Thus, 

steering in both azimuth and elevation would be possible using antennas of a 
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practical size. The antennas should be flexible, with smaller array groups to 

allow target detection over a wide area, and larger groups for more accurate 

positioning. 

• The higher VHF and UHF frequencies allow more flexibility in selecting 

pulse duration, pulse repetition frequency and chirp patterns; these parameters 

can be optimized for the area under surveillance. 

6.5 Recommendations for Future Research 

With some modification, the models used in this thesis could be used as the basis 

for analyzing dedicated VHF or UHF space surveillance systems. This approach might 

reveal a realistic configuration for a space surveillance system. Such a system requires 

the ability to steer antenna patterns in both elevation and azimuth. 

The competing requirements for wide area surveillance and accurate positioning 

are well catered for in the radar detection model presented here, with the directionality of 

receive antennas provided by software-based processing. 

6.6 Summary 

While an OTHR system provides some ability to detect space targets, the limited 

coverage region and poor ability to discriminate target positions mean that its value in a 

space surveillance role is limited. Its usefulness in its intended role means the system is 

not likely to be retasked to provide this poorer quality capability. 
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