View metadata, citation and similar papers at core.ac.uk brought to you by fCORE

provided by SZTE Publicatio Repozitérium - SZTE - Repository of Publications

Comparison of the accuracy of curve-fitting methodsfor the deter mination

of gas permeability parameters of sheet polymer samples
Tibor Gubd, Zoltan Filu&® Karoly Andras Simoh Gabor Szatfh Zoltan Bozoki®
& Department of Optics and Quantum Electronics, University ofeé8izét;6720 Szeged, Dom
tér 9, Hungary

PHilase Development, Production, Service and Trading Ltd. H-6727 S4aggd). u. 1,
Hungary

¢ MTA-SZTE Research Group on Photoacoustic Spectroscopy H-6720 Sxametéy 9,
Hungary

Abstract

Accuracy of the gas permeability parameters (GPPs), i.e. bBoluldiffusivity and
permeability deduced from permeation measurements is invedtigatase of homogeneous
polymer sheet samples. The widely used time-lag method (TLM)hencetently introduced
full curve-fitting method (FCFM) are compared on simulated ananeasured permeation
curves artificially distorted in various ways in order to nuingotential deficiencies of
permeation measurements. Accuracy of the methods is defineak aglative deviation
between the calculated and the real GPPs, i.e. those whidbdireed from the distorted and
the original, non-distorted curves, respectively. The following distts have been applied:
temporal truncation of the permeation curves, increasing the leoskeof the measurement
and shifting the permeation curve either along the concentratithe dime axis. (The latter
two transformations correspond to an unnoticed background shift in the readinis
concentration detection unit and an uncertainty in the actuaptiooeof the permeation
process, respectively). While all these distortions mirealistic deficiencies of permeation
measurements, the last one is relevant only in case of faseaon processes through
highly permeable membranes. For all but the last transformat@dM has been found to

yield more accurate GPPs than TLM.
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1. Introduction

Gas permeation parameters (GPPs), i.e. diffusiidy $olubility (5 and permeability
(P) of rubber and polymer membranes are crucial material prepextienever thin flexible
materials are used to isolate gases from their environmentr(blger tyres, flexible gas
pipes, etc.). There are four mathematical equations desctlingas permeation process in

case of typical experimental arrangements. Two of thertharBick's laws [1]:

J(%,t)= -D IC(X,t) (1)
and
oC (%, t)
=D - 3 2
= D - V2C(%,t) (2)

where C(X,t) is the concentration an j(i,t) is the current density of the permeating
molecules. The third equation is Henry's law: if the parti@sgpure of the analysed

component in the gaseous phas p(?(,t), then:

C(Xp,t) = S - p(¥o, t) 3
whereX, denotes the coordinates of the contact points between the samdplleeagaseous
phase. The fourth equation gives the correlation betweenRRs (1]:

P=DIS (4)

In one of the simplest experimental arrangements a homogeneous plateane
sample isolates the two chambers of the permeation cedl.oDthem (the so called source
chamber) contains the permeating gas with a constant and high caticenftypically
C =1009%, while in the other one (in the so called receiving chajniber concentration of
the permeating molecules is zero at the start of the peoneptbcess. In this case all
equations are one-dimensional, the current density vector is panplando the surface of the
membrane, and if the thickness of the membrangetigen the time dependent magnitude of
the flux through the membrane (hereinafter referred to as permeatia#) can be given as
[1]:

Pp

|f(t)| =T

i _nzn:ZDt
1+2-Z(—1)”-e - 5)
n=0

In this experimental arrangement the solution of the inverse pmobie. the
determination of the GPPs from the measured permeation curedatisaly simple at least

under ideal measurement conditions by using curve-fitting methods descritetil in the
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Appendix. One of these methods is the time-lag method (TLM), inhwbidy the late,
steady-state part of the permeation curve is fitted by aalweGPPs are calculated from the
parameters of this line. It is a simple method which can beé egen without a computer.
However, it is not robust enough against measurement uncertaintiésdaed not indicate
the possible unreliability of the deduced permeation parametecenRy a full curve-fitting
method (FCFM) was shown to be an alternative of TLM [2]. Hezause a slightly modified
version of this method, by fitting the flux curve itself (see Appendather than the
concentration (i.e. the integrated flux). Up to now these two methads not yet been
compared systematically. Obviously, in the ideal case, when iBguabccurately describes
the permeation process, both methods yield the GPPs chatacferighe studied sample.
However, when the permeation curve is distorted, i.e. Equatmanbbe used only as an
approximation, the deduced GPPs can deviate from the true mataraheters. Some
possible causes of the distortion of the permeation curves are:

« A permeation measurement always has a finite measurementhith must be kept
as short as possible for the sake of saving time and costs. FothE.Measurement
can be terminated only after the steady-state part of tineepépon process is reached
(typically after a period of five times the characteristimé-lag” time). On the other
hand, FCFM offers the possibility of reducing measurement timerhynating the
measurement sooner than in case of TLM. However, a methoddscheverify that
the measurement is not finished prematurely, i.e. GPPs deduredHe truncated
measurement curve are sufficiently close to the real G&lBss.

» During permeation experiments the concentration measurement issdbaaed with
noise. The standard deviation of this noise depends on many fastborasthe type
of the concentration measuring instrument, the permeation proparties measured
sample, etc. One can expect an increase in the differencedretive real and the
estimated GPPs with decreasing signal to noise ratio.

 Even when it is properly calibrated initially, there might beragoral variation in the
calibration parameters of the concentration measuring instrunmenost cases the
offset (i.e. the signal in case of zero concentration) is suhjechange, which can
falsify the results of the measurement. This offset vianatan be caused, for
example, by spontaneous gas or vapour emission from the sample. Coed typi

example is the emission of the plasticizing component.



* Due to the finite response time of the permeation measuringrsybtre is some
uncertainty in the exact inception of the permeation process. €léeance of this
uncertainty increases as the permeation process becomes (fiast for highly
permeable membranes).

Obviously there are other possible reasons why the permeation cumvebeca
distorted, and consequently the deduced GPPs can deviate frormubeialues. In order to
compare the robustness of the two curve-fitting methods, accofaty deduced GPPs is

investigated at various degrees of different distortions focalses listed above.

2. The permeation curves
2.1. Measured permeation curves

The experimental curves are the results of our earlier wahnkse the concentration of
the molecules permeating through the membrane is measured by usitasdhébased
photoacoustic detection system in a carrier gas flow arrange@krlfixes through the
membrane are calculated by multiplying the measured concengatiith the carrier gas
flow rate and by dividing the results with the area of thesmesl membrane sample. Table 1
lists the measurement conditions and the results of the numevadahtion of the measured
curves, i.e. the fitte®, SandP parameters. It must be noted that for these permeation curves

the numerical values of the GPPs are practically the segaediess of using TLM or FCFM.

Experimental parameters Results of curve-fitting
: Thicknes |Carrier gas flo D S P
Material | =01 | rate fertiming [ SNR| (1072 m/s]|[10°© 1/Pa] [10 nP/s/Pal
Polyethylene 0.14 400 19 0.31 58 1.8
Natural rubbe| 0.70 25C 5C 3¢ 2.4 9.E

Table 1. Experimental parameters and results of curve-fittingtiotoacoustically measured
samples. Measurements are performed #28ith a sample area of 38 érand the
permeating gas is methane. SNR stands for signal to noise ratioroetseirement

determined at the plateau of the permeation curve.

2.2. Simulated permeation curves

As a first step, noiseless permeation curves with vailbasadS values are generated
by using Equation 5 in the time interval betwéen0 andt = 15 TL (TL stands for the time-
lag parameter, see Appendix). Next, randomly generated noises hawawgrage value of O

and a standard deviation which is 0.005 times the maximum flux (iadueéhe steady-state
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flux which is reached at the late part of the permeationesg)care added to each permeation
curve. The main parameters of these simulated permeation cuevéisted in Table 2. In
order to improve the reliability of the statistical analysis, éachD and S values three

permeation curves are generated by repeating the noise gempratess three times.

D S P Time-lag Maximal flux|  Noise
[10 m?/s]|[10° 1/Pa] [10Y mP/s/Pa]  [s] [10%° m¥s] |[107%° m?/s]
10 0.5 5.0 1667 19200 96
3.0 0.8 2.4 5556 9200 46
1.0 1.0 1.0 16670 3800 19
0.2 1.5 0.4¢ 5556( 174C 8.7
0.1 2.0 0.20 166700 760 3.8

Table 2. List of GPPs of the simulated permeation curvegalbalated time-lag parameters,
the maximum flux at the late part of the permeation curveatiies plateau) and the standard
deviation of the added noises (which is 0.005 times thedlwe at the plateau of the
permeation curve).

2.3. Artificial distortion of the permeation curves

In order to mimic possible discrepancies of the permeation messote the
following transformations were performed on measured and simybetedeation curves.
Transformation parameters (TPs) representing the degree otidistoave been introduced
as follows:

* Truncation: Distorted permeation curves are generated by remdwengte parts of
the permeation curves in various lengths. TP is defined as theoducdtihe non-
truncated part of the permeation curve normalized with the lagngarameter (i.e.
tmad TL, for the definition of the time-lag parameter see Ampe).

* Added noise: Random noises having a normal distribution with an averageoi®
and various standard deviations are added to both the measured andulla¢edi
curves. TP is defined as the standard deviation of the added neideddby the
maximum flux value reached at the plateau of the permeatioe ¢ue. 1/SNR, the
inverse of the signal-to-noise-ratio).

» Vertical shift: Permeation curves are shifted along theoartflux) axis into positive
direction. TP is defined as the vertical shitJ\ nhormalized by the maximum flux
value (i.e AJJmay)-



» Horizontal shift: Permeation curves are shifted along the horiz¢inted) axis. TP is

defined as the horizontal shifit) normalized with the time-lag parameter (I TL).

2.4. Evaluation of the numerical fitting methods

The accuracy of the diffusivity and permeability parame#®BsgndAP, respectively)
deduced by either of the fitting methods is defined as:

AD: Dd_Do AS: Sd_Su

o

(6)

whered ando are the subscripts of GPPs which have been calculated fedthmethe distorted

or the original, undistorted curves, respectively.

3. Results

Figures 1 to 4 show the accuracy of the dedu2gohrameters as a function of the
various TP values. Parameters deduced by the TLM and the FCEHMdaare marked with
squares and triangles, respectively. Open and closed symbols repheseasults of the

evaluation of measured and simulated curves, respectively.
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Figure 1. Accuracy of the diffusivity parametewvatious degrees of truncation of the

permeation curve.
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Figure 2. Accuracy of the diffusivity parametewvatious degrees of noise added to the
permeation curve.
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Figure 3. Accuracy of the diffusivity parametewvatious degrees of vertical shift (i.e. along
the flux axis) of the permeation curve.
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Figure 4. Accuracy of the diffusivity parametewvatious degrees of horizontal shift (i.e.
along the time axis) of the permeation curve.

4. Discussion

In order to judge the practical usefulness of the results pressmed one has to first
specify the maximum value of acceptable inaccuracy in the deduced &P then
investigate whether the transformation corresponding to this inagcisafeasible under
realistic measurement conditions. In the following the largest@able inaccuracy in GPPs
is assumed to be 20%. However, by using Figures 1 to 4, differerdriodetevels can be
examined too.

Truncation of the permeation curves is a transformation worth studgirane can
save considerable measurement time and thus money by finishingoetimeation
measurement sooner, even if a certain level of inaccuracy may irethe deduced GPPs. As
it can be seen in Figure 1, by using FCFM on measurements withShNR, diffusivity
parameters can be calculated with acceptable accuracy evem tiwbelength of the
permeation curves is only twice that of the TL parameterhEurtore, at the same degree of
truncation FCFM always yields more accurate diffusivity paramethan TLM, for which
there are at least two reasons. First, TLM heavily setie the late part of the permeation
curve, and truncation makes this part of the curve disappear. HoViev&CFM the early
and the late parts of the permeation curve have equal impart&smondly, before

performing TLM the flux curve has to be integrated, and this integraictually transforms
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measurement noises into low frequency fluctuations typically witheased amplitude.
Therefore, the truncation of these large fluctuations might genkenge uncertainties in the
TLM results. This latter effect of the integrated noisenisre emphasized for permeation
curves with only moderate signal to noise ratios, as it can Ioeisdéagure 1 for diffusivity
parameters calculated by TLM from the experimental cuiveleed, in this case relatively
large inaccuracies appear already at latgg/TL values, i.e. with minor degrees of
truncation. Furthermore&§ andP have also been found to follow similar curves (not shown).
The only difference is that at a low value of th§TL parameter TLM systematically
underestimates the tri&andP values.

In case of measurements with increased noise levels FCFM agierforms TLM
(see Figure 2). Since permeation curves with low signal teenaisos are measured quite
often, this result has its importance too. Furthermoret &@arn be seen in Figure 2, the
diffusivity parameter can be reliably determined by using F@&wkh if SNR = 10. For th§
andP parameters similar curves are measured (not shown).

Similarly to both transformations discussed above, uncontrolled and urtedrrec
background shift has a similar effect on the deduced diffusivity meami.e. once again
those calculated by FCFM is less affected by this discrepaBaged on our general
measurement experience, background shifts as high as 20% of thai platea of the
permeation curve can easily occur in case of thick samplesamitipérmeability, so all data
points shown in Figure 3 are relevant. As far as solubility is ermed, unfortunately it is
hard to deduce any conclusion from our results, because for someiretssitase there is a
considerably deviation between simulation and measurement.

Finally, regarding the temporal shift of the permeation curvis worth examining
what constitutes a realistic uncertainty in the inception op#reneation process. Depending
on the experimental conditions (i.e. the flow rate of the feedtendarrier gas, the volume of
the source and the receiving chamber of the permeation cell and theevolf the gas
concentration measuring unit) this uncertainty can be in the 10 secogeés hile the time-
lag for thin samples with high diffusivity can be one minute as,les.At/TL can be as high
as 0.2. In Figure 4 it can be seen that the error of the igitfusalue, which corresponds to
this value is more than 20% whenever FCFM is applied. Consequbatlgipplication of

TLM is advantageous for highly permeable membranes.



Based on all the discussions above it is evident that withedoeption of fast
permeation processes (i.e. whenever the time-lag is in thensuibe range) it is always
preferable to use FCFM for determining the GPPs ratherthigewidely used TLM.

5. Conclusion

Although permeability measurements are routinely applied in variousalabies, the
accuracy of the deduced GPPs is not yet in the focus of res@dre goal of the presented
study is to show that improper data evaluation can lead to GREs \&howing considerable
deviation from the actual material parameters on the studiepdlesaand that with a proper
numerical method (which is FCFM in most cases) accurate G&Pbe deduced even from
very noisy or truncated permeation curves. Due to the mathemiaial detailed in the
Appendix, FCFM is actually as easy to perform as themelytiapplied TLM.

Obviously, not only the four examined transformations may introduceurages in
the permeation measurement. There are several other expatifaetors too [4] such as the
feed and carrier flow pattern distribution within the permeation, ¢be temperature
distribution within the measured sample, etc. We plan to investigateffect of these factors

on the accuracy of the deduced GPPs in a forthcoming publication
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Appendix

A.1. Transforming the per meation curveinto a dimensionlessform

In order to rewrite the permeation curve into a form which iy eatandle (i.e. can
be repeatedly calculated many times with a short executionwimeh is required during the
execution of a curve-fitting algorithm) it is subservient to introdtlee so called base
function:

Ft)=1+ 2> (-1 e = 5,0 %) (ALl)

where 194(0,e“) is Jacobi's elliptical theta-function [5]. The bdsinction has an inflection

point att= 0.9, and for large values it converges to a plateau value of oneu(Eig.1.).
With the help of this base function Equation 5 barrewritten as:

J()= PIEpr(T:ED[ﬂ] (A.2.)

which corresponds to expressing time and flux ethit oft; andJp, respectively, where:

2091 | _PLp
i 21 Yp
D& |

(A.3))
(Note that at the inflexion point the fluxJg;) = 0.24-Jp).

In this representation each permeation curve istici regardless of the actualand
P parameter values. This considerably simplifiesribeerical fitting procedure (in case of

FCFM) as it will be shown below.
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f(x)

0.24

Figure A.1. The base function. See text for details

A.2. Non-linear permeation curve-fitting methods

The model curve can be fitted numerically to theasueed permeation curve by using
a non-linear curve-fitting method as follows. Ireeahe permeation curve is measuredlin
points, anc j=1,2,..N is the counting index of the measurement poihtx) the coordinates
of the data points in the permeation curve candwtid with(x, ,y,). Pearson's standard

chi-square can be defined, which is the sum ofthered errors (between the measured and

the model curve) divided by the independently deieed standard deviation of the errors
[6], [7]:
N 2
2 =Z(3’i—](xi)) (A4)
: j
j=1
This quantity follows the "chi-square" distributionth v= N -2 degree of freedom
(because in our case there are 2 fitting paramefBine mean of this distribution also has a
value ofv. Thus the reduced chi-square quantity can be et ts:
2

x2=4 (A.5)
\%
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In case the model curve is valid for the permegpi@tess, the permeation parameters

can be determined by using an algorithm which mimési the value 2, and if the noise of

the measurement is accurately estime y?|,has the value of approximately 1 at its minima.
For general non-linear functions the Levenberg-Mardt algorithm is used for the
minimization of y? . Furthermore, if the minimization procedure resifta y> value which

differs significantly from 1, this is an indicatidhat the permeation parameters determined by

curve-fitting are not valid for the measured sample

A.2.1.The time-lag method

In order to apply the time-lag method the amourthefmolecules permeated through
the membrane must either be directly measured lmstto be calculated from the measured

molecular current by integration. For these questithe following equation applies [1], [8]:

Ct—AlS
()—Vp

(A.6)

Dt 1 2 = (=1)" _n%ﬂv1

. 12
2 6 mn? n? ¢
n=1

It can be seen th&l(t) is the sum of a linear function and a series fonctuickly

approaching 0 as time increases. The linear conmp@a@é be written in the form of:

Al D 1
Cz(t): VEDB{F _GJ (A7)

This is a straight line with a slope I_VpP’ i.e. proportional td.

In order to evaluate the diffusion coefficient, theerception of the time-axis is used.
This point is called the time-lagr(), and it gives the second parameter of the fiitezlwith
the equation below [1], [8]
t, =12/6D (A.8.)

This facilitates the assessment of the parametecause after a sufficiently long
measurement the only operation required to be padd is line-fitting on the latest part of
the integrated permeation curve.
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A.2.2. The full curve-fitting method

In our research we used the Levenberg-Marquardirighgn to find the least-square
estimator of the permeation parameters. This dlguoris a powerful tool but its drawback is
that it requires the re-evaluation f) for every iteration to minimize the value y’ . This
makes the minimum calculation procedure prohibigiveng if J(t) is evaluated in the form
given by Equation 5. Therefore, we prefer usinglthse function, which has to be calculated
only once, and by using the relation given in EmumeA.2 it can always be transformed to
J(t). Furthermore, it is sufficient to calculate thesédunction only once at discretesalues
(however with a sufficiently high resolution) and bhetween these values it can be linearly
interpolated, which substantially decreases thewan time of the non-linear curve-fitting
algorithm [6]. FCFM requires an initial guess foetP andD parameters. FoP it is the
average of the last 10% of the data points of teenpation curve, while the initid) is

calculated througt; by finding the time whe | = 0.24/ , .
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