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Abstract 

 

Data mining is often used in the financial sector, one of which is cooperatives. 

According to Law No. 25 of 1992, what is meant by cooperatives are business 

entities whose members are individual or cooperative legal entities based on 

activities based on the principles of cooperatives as well as as a people's economic 

movement based on the principle of kinship. One of the things that needs to be 

considered is the provision of credit or borrowing in the Flamboyan cooperative, 

which in this study there are many bad crediting occurrences that occur in the 

Flamboyan cooperative. By using a lot of data mining techniques, data can be 

utilized optimally. From the above problems, it can be overcome by utilizing data 

mining techniques, namely Predicting Bad Credit at the Flamboyant Savings and 

Loan Cooperative Fostered by PPSW Jakarta Using Comparative Algorithms Naive 

Bayes and C4.5. The algorithm used in the system is the best result of the Naive 

Bayes and C4.5 comparison based on data from the Flamboyan cooperative. The 

results obtained from the comparative data processing between the Naïve Bayes 

algorithm and the C4.5 using a dataset of 2282 transaction data obtained the results 

of the accuracy of the Naïve Bayes algorithm of 69.19% and the C4.5 algorithm of 

71.87%, based on the accuracy results state that the C4 algorithm .5 is superior to 

the Naïve Bayes algorithm. Then the results from the C4.5 decision tree are 

translated into the bad credit prediction system in the Flamboyan cooperative. 

I. INTRODUCTION 

There are many definitions for the term Data Mining and none have been standardized or agreed upon by all 

parties. However, this term has the essence (Notion) as a scientific discipline whose main purpose is to discover, 

explore, or add knowledge from the data or information we have. This activity is the main concern or work of the 

data mining discipline[1]. Data Mining according to David Hand, Heikki Mannila and Padhraic from MIT is an 

analysis of data that is usually large in size to find clear relationships and conclude previously unknown in a way 

that is currently understood and useful for the owner of the data. 

Data mining is often used in the financial sector, one of which is cooperatives. According to Law No. 25 of 1992, 

what is meant by cooperatives are business entities whose members are individual or cooperative legal entities based 

on activities based on the principles of cooperatives as well as as a people's economic movement based on the 

principle of kinship. Regulation of the Minister of Cooperatives and Small and Medium Enterprises (Permen Kop & 

UMKM) Number 15 / Per / M.KUKM / IX / 2015 which states that the KSP's own capital consists of principal 

savings, mandatory savings, reserves set aside from remaining business proceeds, grants and other savings that have 

the same characteristics as mandatory savings. A savings and loan cooperative is a cooperative that is engaged in the 

business of capital formation through the savings of members regularly and continuously for subsequent loans to 

members quickly, at low cost, facilitated and precisely for productive purposes and for welfare[2]. As a cooperative 

effort in supporting good service, an orderly, neat and thorough work procedure is needed so that it will produce 

information that is fast, accurate and timely as needed. Whereas in savings and loan cooperatives, of course there is 

a lot of data that increases every year, so that the data cannot be processed regularly and later it will only be an 

archive. 
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II. METHODS 

In this study, the authors apply the Classification Method with the C4.5 algorithm in an application that can 

predict bad credit that will occur. In Data Mining there is what is called classification, the first classification applied 

to the field of plants that classifies a particular species, as was done by Carolus von Linne (also known as Carolus 

Linnaeus) who first classified species based on physical characteristics[3]. Classification is a job of assessing data 

objects to include them in a certain class from a number of classes that are willing. In classification, there are two 

main tasks that are carried out, namely the construction of the model as a prototype to be stored as memory and the 

use of the model to introduce / classify / predict other data objects so that it is known which class the data object is 

in the model that has been stored. 

 
Fig 1. Example Of A Decision Tree 

The image presents the classic "golf" dataset, bundled with the C4.5 installation. As previously stated, the aim is 

to predict whether the weather conditions on a pack can be used to play wolves. Note that some of these features are 

rated over time while others are categorical. The figure illustrates the tree induced by C4.5 as training data and error 

options[4]. 

Bayes is a simple probabilistic prediction technique based on the application of the Bayes theorem (or Bayes rule) 

with the assumption of strong (naive) independence. In other words, in naïve Bayes, the model used is "independent 

feature model". In Bayes (especially Naive Bayes), the meaning of strong independence on features is that a feature 

in a data is not related to the presence or absence of other features in the same data. 

The relationship between Naive Bayes and classification, correlation hypothesis, and evidence with classification 

is that the hypothesis in the Bayes theorem is a class label that is input into the classification model. If X is an input 

vector containing features and Y is the class label, Naive Bayes is written as P (Y | X). The notation means the final 

probability (posterior probability) for Y, while P (Y) is called the initial probability (prior probability)[3]. 

Not data mining The name is if there is no data set that is processed in it. The word "data" in statistical 

terminology is a collection of objects with certain attributes, where the object is an individual form of data where 

each data has a number of attributes. These attributes affect the dimensions of the data, the more attributes / features 

the bigger the data dimensions. Data sets - the data make up the data set. In this book, sometimes mentioning data, 

sometimes mentioning vector, they both have the same meaning: Record: Data matrix, Transaction data, Document 

data.  Graph: Word Wide Web (WWW), Struktur molekul. Ordered data set: Spatial data, Temporal data, Sequential 

data, Genetic sequence data.  

Data sets containing data sets, with all data having the same number of numeric attributes (features), can be 

viewed as vectors (data) in a multidimensional area, where each dimension (feature) represents a different attribute 

that describes the object / data. Matrix data is the most common type of data record and is widely used in statistical 

applications [3]. 

“Defining data mining as a process to get useful information from large database warehouses. The data we are 

talking about in the context of data mining is actually data that is managed in a database container”[4]. 

“The term Data Mining has several equivalents, such as knowledge knowledge or pattern recognition. The two 

terms actually have their own accuracy. The term knowledge discovery or knowledge discovery is appropriate 

because the main purpose of data mining is to get knowledge that is still hidden in chunks of data”[5]. 

III. RESULTS 

From the comparison between the Naïve Bayes algorithm and C4.5 using a dataset of 2282 transaction data, the 

accuracy of the Naïve Bayes algorithm is 69.19% and the C4.5 algorithm is 71.87%. Based on the accuracy results, 

it states that the C4.5 algorithm is superior to the Naïve Bayes algorithm. 
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Table 1. The Results Accuracy Of C4.5 

 
Table 2. The Results Accuracy Of Naïve Bayes 

From the results of the comparison between C4.5 and Naive Bayes, the best accuracy is won by the C4.5 

algorithm, therefore the authors use the best algorithm into manual calculations and the system created. C4.5 is part 

of the algorithm for classification in machine learning and data mining. The C4.5 algorithm uses the concept of 

information gain and entropy reduction to select the optimal division and produce a decision tree. The stages in 

making a decision tree using the C4.5 algorithm are as follows: 

Prepare data, In this study the authors used 60 training data which had all classification conditions taken randomly 

from the data set. 

Calculating Entropy, Determine the root of the tree by calculating the highest gain value of each attribute based 

on the lowest entropy index value. Previously, the entropy index value was calculated using the formula: 

Entropi (S) = ∑ − 𝑝𝑖 . 𝑙𝑜𝑔2. 𝑝𝑖
𝑘
𝑗=1   

Information: 

S : case set  

k : number of partitions i 

pi : probability obtained from Sum 

Calculating Gain, Calculate the gain using the formula: 

𝐺𝑎𝑖𝑛 (𝑆, 𝐴) = 𝐸𝑛𝑡𝑟𝑜𝑝𝑦 (𝑆) −  ∑ ∗𝑛
𝑖=1  𝐸𝑛𝑡𝑟𝑜𝑝𝑦 (𝑆𝑖)  

To get a decision tree from the data used, calculations must be carried out by implementing the Entropy and Gain 

calculation formulas listed above, which are as follows: 

At this stage it is a calculation to determine which attribute condition first determines which attribute has the 

highest gain. The results of Node 1 show that the greatest gain occurs in the loan attribute, so the loan is the first leaf 

in the decision tree. 

Total Entropy Calculation,   

𝐸𝑛𝑡𝑟𝑜𝑝𝑦 (𝑇𝑜𝑡𝑎𝑙) = (−
49

60
∗ 𝑙𝑜𝑔2 (

49

60
)) + (−

11

60
∗ 𝑙𝑜𝑔2 (

11

60
)) = 0.687315093  

Entropy Calculation of Work Status attribute, 

𝐸𝑛𝑡𝑟𝑜𝑝𝑦 (𝑆𝑡𝑎𝑡𝑢𝑠 𝐾𝑒𝑟𝑗𝑎 , 𝑌) = (−
26

33
∗ 𝑙𝑜𝑔2 (

26

33
)) + (−

7

33
∗ 𝑙𝑜𝑔2 (

7

33
)) = 0.745517843  

𝐸𝑛𝑡𝑟𝑜𝑝𝑦 (𝑆𝑡𝑎𝑡𝑢𝑠 𝐾𝑒𝑟𝑗𝑎 , 𝑁) = (−
5

5
∗ 𝑙𝑜𝑔2 (

5

5
)) + (−

0

5
∗ 𝑙𝑜𝑔2 (

0

5
)) = 0  

𝐸𝑛𝑡𝑟𝑜𝑝𝑦 (𝑆𝑡𝑎𝑡𝑢𝑠 𝐾𝑒𝑟𝑗𝑎 , 𝑇𝐽) = (−
18

22
∗ 𝑙𝑜𝑔2 (

18

22
)) + (−

4

22
∗ 𝑙𝑜𝑔2 (

4

22
)) = 0.684038436  

Calculation of Work Status Gain 

𝐺𝑎𝑖𝑛 (𝑆𝑡𝑎𝑡𝑢𝑠 𝐾𝑒𝑟𝑗𝑎) = 0.687315093 − ((
33

60
∗ 0.746) + (

5

60
∗ 0) + (

22

60
∗ 0.684)) = 𝟎. 𝟎𝟐𝟔𝟒𝟔𝟔𝟏𝟖𝟔  

From the results of the node calculation example above, the following decision tree results are created: 
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Fig 2. Rapid Miner Decision Tree Results 

 

Login View 

Fig 3. Login View 

This login display is a display that will be used to enter the flamboyant cooperative credit prediction system. 

Where the system can help estimate cooperative borrowers. 

 Member Data Page View 

Fig 4. Member Data Page View 

Member Data Page Views are views to view cooperative member data, data that can be displayed such as name, 

gender, date of joining, length of time as a member, employment status and member status. in this view can also 

perform member data search. 
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 New Member Form Page View 

Fig 5. New Member Form Page View 

This page functions to input data for prospective new cooperative members. where inputted data such as: member 

ID, name, gender, date of joining and employment status. 

Transaction History Page Display 

Fig 6. Transaction History Page Display 

This page can be used to find out the transaction history of cooperative members. the transaction in question is a 

borrowing transaction and payment history every month, whether the borrower is in arrears or not. 
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Loan Page View 

Fig 7. Loan Page View 

This display functions to determine whether the cooperative member or prospective borrower will be in arrears or 

not. All prospective borrowers will have their data filled in first, data to be filled in such as member ID, loan size 

and loan term. After filling in the data, the system can predict whether the prospective borrower will commit arrears 

or not.  

IV. CONCLUSIONS 

Based on the results obtained from the analysis and discussion, the authors obtain conclusions that can be drawn 

from this study, this bad credit prediction system is made from the best algorithm results between the comparison of 

the Naive Bayes algorithm with an accuracy of 69.15% and C4.5 with an accuracy of 72%. , this web-based bad 

credit prediction system has been successfully established and is able to provide an accurate prediction of bad credit. 

This bad credit prediction system is used as a decision support system for the Flamboyan cooperative in providing 

loans to members, so that bad credit that occurs in the Flamboyan cooperative can be minimized, this bad credit 

prediction system is easy to operate because it has a user friendly appearance and process. 
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