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Abstract— Rice is a food source for carbohydrates 
that are most consumed in Indonesia, because of 
this the production is higher compared to other 
food crops. There are several superior rice 
varieties planted by the farmers, one of them is 
Ciherang. This type is widely planted by farmers 
because has high selling as economic value and can 
be used as premium rice. The existence of several 
types of rice that had a high sales value makes 
some person was deceitfulness by mix the rice with 
premium quality with bad quality. Many people do 
not know the problem of distinguishing types of 
rice from one to another that has the same shape. 
Classification techniques using the 
backpropagation neural network algorithm and 
image processing are used to identify one of the 
most preferred types of rice, Ciherang. The 
network architecture model on the 
backpropagation algorithm is very influential on 
the value of accuracy. In determining the best 
network’s architectures, 4 times attempted where 
network architecture with 5 nodes in the input 
layer, 8 nodes in the hidden layer, and 1 node in 
output layer produce the highest accuracy of 
82,66%. 

 
Keywords: Rice Identification, Backpropagation 
Neural Network, Image Processing. 

 
Abstrak— Beras merupakan komoditas pangan 
sumber karbohidrat yang paling banyak dikonsumsi 
di Indonesia, karena hal itu produksinya lebih tinggi 
dibandingkan dengan tanaman pangan lainnya. Ada 
Beberapa varietas padi unggul yang banyak 
ditanam oleh petani salah satunya adalah jenis 
Ciherang. Banyak tengkulak yang menyukai beras 
jenis ini karena memiliki nilai jual yang tinggi dan 
dapat dijadikan beras premium. Adanya beberapa 
jenis beras yang memiliki nilai jual yang tinggi 
membuat beberapa oknum melakukan oplos beras. 
Banyak masyrakat yang tidak mengetahui 
permasalahan tersebut dikarenakan sulitnya 
membedakan jenis beras satu dengan lainnya sebab 
memiliki bentuk yang sama. Teknik klasifikasi 

dengan menggunakan algoritma backpropagation 
neural network dan pengolahan citra digunakan 
untuk mengidentifikasi salah satu jenis beras yang 
banyak disukai yaitu Ciherang. Pembuatan model 
arsitektur jaringan pada algoritma 
backpropagation neural network sangat 
berpengaruh terhadap nilai akurasi. Dalam 
penentuan arsitektur jaringan yang terbaik, 
dilakukan 4 kali percobaan dimana arsitektur 
jaringan dengan 5 node input layer, 8 node hidden 
layer dan 1 node output layer menghasilkan akurasi 
tertinggi yaitu 82,66%. 
 
Kata Kunci: Identifikasi Beras, Backpropagation 
Neural Network, Pengolahan Citra. 
 
 

INTRODUCTION 
 

Rice is included in one of the staple foods for 
some countries in the world, particularly on the 
continent of Asia. In Indonesia, rice is also the most 
widely consumed food from other sources of 
carbohydrates such as corn, cassava, and sweet 
potato (Isnawati & Fitriyani, 2019). Rice also has 
many varieties of varied quality. There are some 
varieties of rice grown mostly by farmers such as 
Ciherang, Mekongga, and Inpari 33 (Handoko, 
2017). Of the four previously mentioned types of 
rice, Ciherang is still the most popular type of rice. 
Ciherang is also much sought out by the 
middlemen for their high selling value and can be 
made into premium and medium rice (MC KAB 
INDRAMAYU, 2019). 

rice distribution from farmers to consumers 
had a range of problems such as the mixing of rice, 
which was caused by the middleman and rice mills 
which had not done the separating of rice from the 
grain as it would cost more than that, a few 
individuals were mixing the rice good quality and 
rice bad quality (Handoko, 2017). This made the 
rice sold on the market impure or inconsistent with 
the original kind. 
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It is not recognized by the consumer 
because the rice has almost the same shape and 
makes it difficult to distinguish from one another. 
Therefore it was necessary to identify types of rice, 
one by performing a type of identification using the 
processing of digital image and data mining 
classification. Digital image processing is used in 
the preprocessing data and extraction features to 
get the data that will be used in the classification 
process. 

Extraction features are used to get the 
characteristics of the rice image to be used as a 
dataset in the classification process. The extracted 
features may be geometry (Srimulyani & 
Musdholifah, 2019), texture (Ricardo & Gasim, 
2019), and a morphological feature (Cinar & Koklu, 
2019). The selection of features to be used must be 
adjusted to the object. In some studies, certain 
features can increase the accuracy of the 
classification algorithm (Srimulyani & Musdholifah, 
2019). 

The classification algorithm commonly used 
to identify images of an object is the 
backpropagation neural network (BPNN), support 
vector machine (SVM), and k-nearest neighbor (k-
NN). BPNN algorithm can be used to identify the 
type of rice (Fayyazi & Monadjemi, 2017), the type 
of chili based on the shape of the leaves (Syaban & 
Harjoko, 2016), breast cancer (Mohammed et al., 
2018), acute leukemia (Asadi et al., 2017), Tabacco 
leaves (Y. Sari & Pramunendar, 2017) and heart 
disease (Putra, Isnanto, Triwiyatno, & Gunawan, 
2018). The BPNN algorithm has tested better than 
the SVM and k-NN algorithms (Singh & Chaudhury, 
2016). 

The combination of geometry features and 
morphological features can be applied together 
with a BPNN algorithm to identify types of rice. The 
study aims to review applications from the BPNN 
algorithm in identifying the type of Ciherang rice 
based on the digital image data obtained through 
the extraction stage features using a combination 
of some geometry and morphological features. 
 

MATERIALS AND METHODS 
 

Methodologies in the research include data 
acquisition data, pre-processing data, extraction 
features, the classification of backpropagation 
neural network (BPNN), and evaluation. 
 
Data Collecting 

The technique used in data collecting is the 
study of literature and observation. The study of 
literature is done by reading books, articles, or 
various scientific works, which deals with rice, the 
processing of the image particularly in the 

extraction of characteristics, backpropagation 
neural network (BPNN) algorithm, and other 
information. For the observation stage, it was 
commissioned to purchase the kind of Ciherang 
rice at the Koperasi Pegawai Balai Besar Penelitian 
Tanaman Padi (KOPKARLITAN) located on Jl. Raya 
12 Sukamandi, Subang, West Java. 
 
Data Acquisition 

The stage involved the needed rice, the tools 
used, and the process of taking photos of rice. The 
rice used in the study is made up of Ciherang rice 
and other varieties such as IR64, Basmati, and 
Pandan Wangi. The selection of other kinds of rice 
is made at random and the shape of all the rice 
used is either whole or incomplete. The amount of 
rice taken of 250 pictures of grains, with the 
number of photos of Ciherang rice is 100 pictures 
and 150 other photos of rice are a mixture of IR64 
rice, Basmati, and Pandan Wangi. Taking pictures 
of rice is done by putting each grain into boxes that 
have been coated with black cardboard. A box was 
assigned a hole in the top as a place for a mobile 
camera. The mobile camera used has a resolution 
of 13MP and the box used has a height of 7cm a far 
from the camera to object. 
 
Preprocessing Data 

These steps are done to optimize the value 
of extracting features at the next stage. The pre-
processing has three steps like transforming the 
RGB image into a grayscale image, segmentation 
image by using thresholding methods and 
eliminating noise. In the process of eliminating 
noise, this research uses a morphological operation 
that's closing and opening. Operation closing and 
the opening is used to eliminate any noise 
appearing in the pictures after the thresholding 
process, which is marked with a white spot on the 
background and black spots on the object. It 
involves using the python programming language 
and the pycharm application. 
 
Feature Extraction 

Extraction features were done to get values 
that would be characterized by the image of 
Ciherang rice. The features used area combination 
of geometry and morphology features, which are 
perimeter, area, length, width, and eccentricity. 
Explain of each description is explained in research 
done by (Srimulyani & Musdholifah, 2019). 
Perimeter value was obtained by calculating the 
number of pixels that contained the edge of the 
object. For area value, it is obtained by calculating 
the number of pixels on the object or pictures as a 
whole over the edge. Value length and width are 
obtained by determining the endpoints on all four 
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sides of rice and will be calculated by distance. The 
last characteristic is eccentricity, which has a value 
range of 0 to 1, if the object approaches a straight 
line, the value of eccentricity is closer to 1 and vice 
versa. The value of eccentricity is obtained by 
calculating using the semi-major axis and the semi-
minor axis (1) (V. P. Sari, 2019). After the 
characteristics of the entire picture are obtained, 
the data is stored in the CSV extension file. The 
data used in the classification uses a 
backpropagation neural network algorithm. It was 
done with the help of library OpenCV on python 
programming languages.  

𝑒 =  √1 −
𝑏2

𝑎2      .................................................................... (1) 

where:  
e = value of eccentricity 
a = semi major axis 
b = semi minor axis 
 
BPNN Classification 

Data obtained from the extraction stage of 
the feature extraction will be normalized by min-
max normalization (2) (Prabowo, 2018) and was 
labeled 1 and 0 manually where the score of 1 is 
Ciherang rice and 0, not Ciherang rice. Min-max 
normalization was done to make the data a value 
range of 0 to 1 because the BPNN algorithm only 
knows value within a range of 0 to 1. 

𝑠′ =
𝑠−𝑚𝑖𝑛 {𝑠𝑘}

𝑚𝑎𝑥{𝑠𝑘}−𝑚𝑖𝑛{𝑠𝑘}
     ....................................................... (2) 

 
where:  
s′ = value that has been normalized 
s = original value 
min{𝑠𝑘} = the minimum value of data 
max{𝑠𝑘}= the maximum value of data 
 

BPNN classification has two main stages of 
training and testing. At the training stage, the first 
part is to determine the input layer, the hidden 
layer, and the output layer. To determine the 
number of neurons in the hidden layer, the number 
of neurons in the hidden layer is a greater than the 
number of neurons in the input layer and less than 
twice the number of neurons in the input layer (3) 
(Hidayah, 2019), and then do as many experiments 
as the results obtained from these calculations. 

𝑙 < 𝑚 < 2𝑙      ....................................................................... (3) 

Where: 
𝑙   = number of neuron in the input layer 
𝑚 = number of neuron in the hidden layer 

Then set parameters of input such as 
weights and biases that are drawn at random, 
maximum iteration as conditions stop, and 
learning rate to determine how fast networks can 
learn patterns. The training process is carried out 
to a maximum of predetermined iterations. After 
the training process is completed, the model that 
has been formed from the training process will be 
tested using test data. 
 
Evaluation 

The evaluation stage is done to know and 
measure the quality, effectiveness, and accuracy of 
the backpropagation neural network algorithm 
(BPNN) on the classification of Ciherang rice type. 
This research uses a confusion matrix to get 
accuracy (4), recall (5), precision (6), and F-
measure (7). Accuracy is used to illustrate how 
well the model properly classifies (the correct 
positive and correct negative ratio) of the entire 
data. The recall is used to know how much rice was 
predictably positive of the overall positive data. 
The precision was used to describe the amount of 
correct data that has the correct ratio of the overall 
positive data. The F-measure is used to know how 
optimally the combination of recall values and 
precision. The conditions in the confusion matrix 
are shown in Table 1. 

 
Table 1. Confusion Matrix Table 

 
Actual Class 

Positive Negative 

Predicted  
Class 

Positive True 
positive (tp) 

False-negative 
(FP) 

Negative False-
positive (fn) 

True negative 
(TN) 

Source: (Hossin & Sulaiman, 2015) 

𝑎𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =
𝑡𝑝+𝑡𝑛

𝑡𝑝+𝑓𝑝+𝑡𝑛+𝑓𝑛}
     ........................................... (4)  

𝑟𝑒𝑐𝑎𝑙𝑙 =
𝑡𝑝

𝑡𝑝+𝑓𝑛
      ................................................................ (5) 

𝑝𝑟𝑒𝑐𝑖𝑠𝑠𝑖𝑜𝑛 =
𝑡𝑝

𝑡𝑝+𝑓𝑝
      ...................................................... (6) 

𝐹 − 𝑀𝑒𝑎𝑠𝑢𝑟𝑒 =
2∗𝑝∗𝑟

𝑝+𝑟
      .................................................. (7) 

where:  
tp = the number of correct and positive predictions. 
tn = the number of correct and negative 
predictions. 
fp = the number of incorrect predictions that 
should be negative but predicted to be positive. 
fn = the number of wrong predictions that should 
be positive but predicted to be negative. 
 

RESULTS AND DISCUSSIONS 
 
The rice used consisted of Ciherang, IR64, 

Basmati, and Pandan Wangi. The amount of rice in 
all length was 250 made up of 150 grains of 
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Ciherang rice and 100 grains of IR64, Basmati, and 
Pandan Wangi rice. Figure 1 shows a sample of 

each type of rice.  
 

 

 
Source: (Aprilia, 2020) 

Figure 1. a. Ciherang Rice, b. Basmati Rice, c. IR64 Rice, d. Pandan Wangi Rice 
 

Photos of rice grains that have been 
obtained must be preprocessed first to get a good 
image because it will affect the result of feature 

extraction. An example of the preprocessed image 
is shown in Figure 2.  
 

 

 
Source: (Aprilia, 2020) 

Figure 2. Results of Image Processing 
 

Figure 2 consists of the original picture 
which has been converted to grayscale, the one 
that has been enhanced using the thresholding 
method, and the one that has been clean from noise 
using a closing and opening operation.  

In the thresholding image, the previously 
grayscale image becomes black and white and 
shows noise on the object. Noise can be caused by 
such reasons as too bright or dark lighting and too 
transparent rice so that the black cardboard as the 
background is visible. In addition to the rice object, 
noise can also appear in the image background. For 
that, the closing and opening operation process is 
needed. There is no provision for the sequence in 
the use of closing and opening operation, both of 
which are adapted to the needs or noise in each 
image. In this study, the sequence that's set for all 
images is the first closing operation and then 
opening operation. 

After the entire image has been through the 
preprocessing stage, the images are extracted to 
get the necessary characteristics such as perimeter, 
area, precision, length, width, and eccentricity. The 
results of each extraction feature are indicated in 
Figure 3, Figure 4, and Figure 5. Figure 3 shows the 
area, while the perimeter is the edge of the object. 

The red line on the object Figure 4 shows the 
length and width of the object is the value of length 
and width. In Figure 5, red lines on the object are 
the semi-major axis and semi-minor axis, where 
the value of the semi-major axis and semi-minor 
axis is used in eccentricity calculations (1). 

 
Source: (Aprilia, Jaman, & Adam, 2020) 

Figure 3. Area on Object 
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Source: (Aprilia et al., 2020) 
Figure 4. Results of the Calculation of Length and Width 

 

 
Source: (Aprilia et al., 2020) 

Figure 5. Results of the Calculation of Eccentricity 
 
Data obtained from the extraction stage then 

normalized in a range of 0 to 1 (2). After that, the 
data is divided into 2, which is the training data 
and the test data. The division of the dataset is 
carried out at random using the library in the 
python of sklearn.model_selection with function 
train_test_split and use 70:30 comparisons for 
training data and test data in order. The training 
data consists of 175 rice and test data of 75 rice. 

Classification is done using a BPNN 
algorithm. The classification process contains two 
main stages of training and testing. The training 
step is done to find the best network model by 
making a weight change over and over again until 

the condition is reached. In this study, the 
parameters used as input are a learning rate of 
0.01 to determine how fast networks can learn the 
patterns on training data, the maximum iteration 
(max epoch) of 200 as the condition stops, and the 
determine the number of neurons in hidden layers 
(3), the study conducted 4 experiments with a 
different neuron in hidden layer that is 6, 7, 8, and 
9. The number of neurons on the input layer is 5 by 
the description of the rice image and the number of 
neurons in the output layer is 1 because the 
classification is binary. In the classification process, 
two different activation functions are used for the 
sigmoid activation function and the relu activation 
function. The sigmoid activation function is used to 
get output from output layers and the ReLu 
activation function is used to get output from 
hidden layers. 
 

Table 2. Results of the Model Training 
Model Error Iterate Train acc 

[5, 6, 1] 0.330957 200 78% 

[5, 7, 1] 0,320622 200 83% 

[5, 8, 1] 0,196729 200 83% 

[5, 9, 1] 0,453345 200 66% 

Source: (Aprilia et al., 2020) 

The results of the training stage can be seen 
in Table 2. Model columns are the architecture of a 
network with a different number of neurons, the 
first values being the neurons in the input layer, 
the second value or the neurons in the hidden 
layer, and the third value for the neuron in the 
output layer. The error column shows the value of 
error on the 200th iteration of every model made. 
Training shows that models with network 
architecture [5, 7, 1] and models with network 
architecture [5, 8, 1] have the same accuracy level 
of 83% and are the highest of the four trained 
models, but the error value of the models [5, 8, 1] is 
the smallest of all models. 

At the testing stage, all models that have 
been through the training stage will be tested using 
test data that has not been used in the training 
process. Once the entire model has been tested, 
each model will be evaluated to know the 
network's best architectural model. An evaluation 
is made using a confusion matrix with value to seek 
is accuracy, precision, recall, and F-measure. 
 

Table 3. Results of the Evaluation Model 

Model Accuracy Precision Recall F-Measure 

[5, 6, 1] 78,66% 71,42% 88,23% 78,94% 

[5, 7, 1] 78,66% 73,68% 82,35% 77,77% 

[5, 8, 1] 82,66% 83,87% 76,47% 79,99% 

[5, 9, 1] 60% 75% 17,64% 28,56 

Sumber: (Aprilia et al., 2020) 
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Table 3 shows the results of the evaluation 

of the four network architectural models used. The 
accuracy column shows the accuracy of the 
algorithm in identifying the type of Ciherang rice of 
all data in percent, and the model that has the 
highest accuracy is the model [5, 8, 1]. The 
precision column shows what percentage of the 
kinds of Ciherang rice is the Ciherang rice of the 
predicted Ciherang rice is the Ciherang rice of the 
predicted Ciherang rice. Recall columns show how 
many percent of the predicted Ciherang rice is 
correct from the total data of Ciherang rice. The F-
measure column shows how optimally the relation 
between precision and recall. The model that has 
the highest value belongs to the model [5, 8, 1]. 
 

Table 4. Results of Accuracy Compare 

Model 
Iterat

e 
Waktu 

(second) 
Train 

acc 
Test 
acc 

[5, 6, 1] 200 ± 4,024435 78% 78,66% 

[5, 7, 1] 200 ± 3,889153 83% 78,66% 

[5, 8, 1] 200 ± 3,567708 83% 82,66% 

[5, 9, 1] 200 ± 3,765426 66% 60% 

Source: (Aprilia et al., 2020) 

 
After reviewing the results of each model, the 

next step is to compare the accuracy of the training 
stage and testing. The comparative chart of 
accuracy between the training stage and testing is 
shown in Table 4. 

Based on the data in Table 4, the fastest 
execution times are owned by the model [5, 8, 1] 
which is ± 3,5677082 second. For accuracy 
between the training and testing stages, it shows 
that the four accuracy models at the training stage 
have a higher value, but the high accuracy value at 
the training stage does not always result in high 
accuracy at the testing stage. This shown in the 
model [5, 7, 1] that have the same accuracy with 
models [5, 8, 1] at the training stage which is 83%, 
but in the testing stages of models [5, 7, 1] results 
in lower accuracy than models [5, 8, 1]. At the 
testing stage also models [5, 7, 1] also have the 
same accuracy models [5, 6, 1] where models [5, 6, 
1] had lower accuracy in the training stage. 

As a result of the evaluation, the model with the 
architecture of the network's five neurons in the 
input layer, eight neurons in the hidden layer, and 
one neuron in the output layer has the best 
performance of the other three models. Figure 7 
shows the architecture of the network of models 
[5, 8, 1]. 

 
Source: (Aprilia et al., 2020) 

Figure 7 Network Architecture Model [5, 8, 1] 

 
With the description of Figure 7 above as follows: 
 The architecture of a network consists of one 

layer, a hidden layer, and an output layer. 
 The input layer has five neurons made up of 

variables input and is represented in X1, X2, X3, 
X4, and X5. 

 The neuron in the hidden layer is made up of 
eight neurons determined by conducting 
several experiments. Neurons in the hidden 
layer are symbolized by Z1, Z2, Z3, ..., Z8. 

 The output layer has only one neuron 
containing the two labels of 1 and 0. The 
neurons in the output layer are represented in 
the Y1. 

 
CONCLUSION 

 
The processing of images can be used to 

distinguish the type of Ciherang rice by extracting 
features in the rice image. A backpropagation 
neural network algorithm can identify Ciherang 
rice quite well, in which four experiments 
conducted produced one model with the best 
performance that is network architecture which 
has five nodes in the input layer, eight-node in the 
hidden layer, and one node in the output layer, 
with a learning rate of 0.01 and a maximum 
iteration of 200. The evaluation of all models that 
have been tested has different values. The 
evaluation result of the best model is model [5, 8, 
1] with an accuracy of 82,66%, the precision of 
83,87%, recall of 76,47%, and F-measure 79,99%. 
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