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ABSTRACT   

Statistical methods of forecasting have applied with the intention of constructing a model to predict the 

number of the old aged people in retirement homes in Iraq. They were based on the monthly data of old aged 

people in Baghdad and the governorates except for the Kurdistan region from 2016 to 2019. Using Box-

Jenkins methodology, the stationarity of the series was examined. The appropriate model order was 

determined, the parameters were estimated, the significance was tested, adequacy of the model was checked, 

and then the best model of prediction was used. The best model for forecasting according to criteria of 

(Normalized BIC, MAPE, RMSE) is ARIMA (0, 1, 2).  
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1. Introduction 

Caring about the elderly is represented by paying attention to their social, health and services' aspects. Iraq has 

made distinctive efforts for its elderly to ensure a good life for them as the Iraqi government took  a special care 

of them and has adapted a unique strategy that always submit to  evaluation constantly, and the government-run 

retirement homes have already begun to receive  both genders. Living in these retirement homes is free and does 

not result in any financial expenses. Caring about the elderly in such manners is a result of the modern era which 

has particularized in the increase of the ages in life expectancy rates which resulted in the rising population of 

elderly among the nation. These retirement homes aim to host and ensure a housing space for elderly people 

and provide all the health and social caring they need to achieve psychological harmony to helps them to socially 

adapt and provide them rest and tranquility about their lives. Caring for the elderly is not easy, so the person 

who has an elderly person in his family should take care of him, and if he does not provide him with full care 

because of their preoccupation, the elderly must have an elderly sitter or be transferred to live in an elderly 

home. Aging is the period during which weakness and collapse occur in the body with a disorder of mental 

function. The individual becomes less efficient, and has no specific role, with poor compatibility, low 

motivation, and socially isolated [1].in this paper we studying the Box-Jenkins methodology [2]and using it to 

determine the best statistical model which will be used to estimate elderly people in Baghdad and other 

governorates except the Kurdistan region. Considerable studies discussing the forecast in time series. Hsu, et 

al. [3] presented algorithm for predicting death among older adults in the home care setting. Harasheh [4] 

attempted to establish applicable forecasting model for electricity prices with respect to Italian power market, 

using neural networks. Nyoni and Nathaniel [5] used ARMA, ARIMA, and GARCH models to forecast inflation 

in Nigeria. Kingston  et al. [6], forecasted the care needs of the older population in England over the next 20 

years based on population ageing and care simulation modeling study. The overall findings are that the 

proportion of independent older people will increase between 2015 and 2035. Zhang et, al. [7] applied ARIMA 

model to forecast M2.5 concentrations in Fuzhou, China. Victoria et al. [8], forecasted the rare earth elements 

price by means of transgenic time series developed with ARIMA models. Mohanasundaram  et  al. [9], used the 

seasonal autoregressive integrated moving average  SARIMA models  to modeling ground water level data with 
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improved way for estimating the seasonal component by adopting  13- month  moving average trend, Henry  et   

al. [10] used data from Nigeria exchange rate to predict  base on  in – sample  information criteria ARIM 

A(0,1,1).   Dumitru and Gligor[11] used two different models ARIMA model and a model  based on neural 

networks  to  forecast  the production of electrical energy. Marta  et  al.[12], examined  the performance in 

forecasting coking coal prices of traditional time series models,  using robust models, ARIMA models, 

generalized regression neural networks and multi-layer feed forward networks. Finally, Wei in [13] predicted 

population age structures of China, India, and Vietnam by 2030 based on compositional data. This paper is 

organized as follows: Section 2 deals with models of time series and the methodology of Box and Jenkins, while 

section 3 contains the practical side. Lastly, section 4 includes the most important conclusions. 

 

2. Time series 

The Time Series is an essential subject to predict the data trend and the behavior of a specific phenomenon. It 

is possible to predict the phenomenon's data for years to come as a long-term study or predicting it for the short 

term thus controlling any problems that could emerge. Time series are a chain of organized and successive 

observations. Even though this organization or arrangement is usually based on time intervals, as noted through 

the equal time intervals, it is possible to arrange it using other dimensions such as Distance. It can be 

mathematically identified by saying that the independent time variable (t) and its corresponding values are in 

the dependent variable (X) and that each value in (t) has a corresponding value in the dependent variable (X) so 

that (X) is time function, such that: 

                 X = f(t)  

A time series can be one of two types depending on what the phenomenon's data look like so that it can be a 

Discrete Time Series, or it can be a Continuous Time Series.  

 

2.1. The Models of Time Series [14] 

2.1.1. Autoregressive Model  

The equation for this model is: 

Xt = ϕ1Xt−1 + ϕ2Xt−2 + ⋯ + ϕpXt−p + εt                                                                                                       (1)  

Where: 

- Xt = the Series' observations. 

- p  = the order of the model. 

-   εt = error terms that are identically and independently normally distributed with zero mean and 

variance(σε
2). 

- ϕi = the model's parameters, such that   i = 1,2, … , p. 

 

2.1.2. Moving Average Model 

 The equation for this model is: 

Xt = at − θ1εt−1 − θ2εt−2 − ⋯ − θqεt−q                                                                                                              (2)  

Where:  

- q = the order of the model.  

- θi = the model's parameters, and that  i = 1,2, … , q. 

2.1.3. Autoregressive Moving Average Model  

The model will be symbolized as 𝐀𝐑𝐌𝐀(𝐩, 𝐪) and the general equation will be: 

Xt = ϕ1Xt−1 + ϕ2Xt−2 + ⋯ + ϕpXt−p + εt  − θ1εt−1 − θ2εt−2 − ⋯ − θqεt−q                                           (3)  

  

If the time series was not stationary, then the model will be referred to 𝐀𝐑𝐈𝐌𝐀 instead of 𝐀𝐑𝐌𝐀 which would 

then be of the orders(𝐩, 𝐝, 𝐪). Non-Stationary Time Series can be made stationary  by taking the differences 

between the values in the series which are known as (Xt – Xt−1) for several times until it becomes stationary  

series of the order d in which d represents the order of the differences.  

 

https://www.sciencedirect.com/science/article/abs/pii/S0301420718306469#!
https://www.sciencedirect.com/topics/engineering/coking-coal
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𝟐. 𝟏. 𝟒. 𝐁𝐨𝐱 –  𝐉𝐞𝐧𝐤𝐢𝐧𝐬 𝐚𝐩𝐩𝐫𝐨𝐚𝐜𝐡  

 

For first stage, identification is the first and most important stage by drawing the series and using 

Autocorrelation Functions(ACF), and Partial Autocorrelation Functions (PACF) in order to determine the order 

of the model ARIMA (p, d, q) 

The Autocorrelation Function (ACF) can be used to measure the relationship between the values of the same 

series for several periods of time and plays an essential role in identifying the models of the time series. Through 

the Autocorrelation function and the Partial Autocorrelation Function (PCF) for the model is determined, and 

the mathematical model can be established, to find the Autocorrelation Function for a random procedure with a 

difference in the displacement of k as: 

 

ρk =
Cov(Xt,Xt+k)

√Var(Xt)√Var(Xt+k)
=

E(Xt−μ)(Xt+k−μ)

√E(Xt−μ)2E(Xt+k−μ)2
=

γk

γ0
                                                                                          (4)  

 

The ACF and PACF functions will help to determine the order of the ARMA model that is suitable for 

representing data. 

The second stage is estimation. In order to achieve the primary goal which is prediction, prediction quality and 

suitability for the time series must be guaranteed, model's coefficients are estimated which was chosen in the 

first stage using one of the efficient estimation methods, which are:  Exact Maximum Likelihood Method, Least 

Squares Method, Method of   Moment, and Approximated Maximum Likelihood Method. 

The third stage is diagnosis of the model. The main assumption on which the quality of the model is based on 

those errors are random variables have zero mean and constant variance. The model is examined and validated 

by knowing the nature of the error distribution by means of a graph of the standard errors and comparing it with 

the standard Normal distribution. The suitability of the model and its suitability to represent the data can be 

tested by analyzing the auto-correlations of the residual in two ways: 

Ljung-Box Test is a statistical test used to test any group of autocorrelations in the time series if it is different 

from zero or not. This test can also be used to verify the total randomization of data using a set of displacements 

[16]: 

 

Q = T(T + 2) ∑
ri

2(u)

(T−i)
k
i=1                                                                                                                                                   (5)  

 

where, 

T is the length of the time series, ri is the kth autocorrelation coefficient of the residuals. Large values of 

Q∗ indicate that there are significant autocorrelations in the residual series. It can be tested against 

a χ2 distribution with (k-p-q) degrees of freedom where i is the number of parameters estimated in the model. 

The hypothesis for this test is: 

 

H0: ri(u) = r1(u) = r2(u) … = rK(u) = 0  

 

For residual test, the coefficients of the auto -correlation and the partial auto-correlation for the residuals of the 

estimated model are extracted and plotted. If all values of the residual self-correlation coefficients are within 

confidence limits at the 95% order, the chain of residues is random, and the model used is good and appropriate. 

The fourth stage is forecasting [17]. The futuristic values of the time series are found using the suitable model 

which was obtained in the previous stages for the best prediction possible and that the estimation is of a 

minuscule error and its variance is as little as possible. The prediction of the futuristic values of the observations 

of the time series is the conditional prediction in the period T + 1 at the timeT. The (ARIMA)(p, d, q) model is 

written as follow 

 

 E(XT+t) = ϕ1E(XT+t−1) + ϕ2E(XT+t−2) + ⋯ + ϕp+dE(XT+t−p−d) −   θ1E(εT+t−1) − θ2E(εT+t−1)

− θq+dE(εT+t−q−d)                                                                                                                                                      (6) 

 

For criteria for diagnosing the model's order,  in case both functions fail, 𝐀𝐂𝐅 and 𝐏𝐀𝐂𝐏, to identify the suitable 

model, there are some criteria to identify the order of the best model without depending on the correlation 

functions [18]: 
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A. Root mean square error 

                                               RMSE =  √MSE                                                                                                         (7)   

                                                MSE =
1

n
 ∑    et

2  n
t=1            

 

B.   Mean absolute percentage error (MAPE) which is calculated as   

                                 

                   MAPE =
1

n
 ∑  |PEt |

n

t=1

                                                                                                                        (8) 
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C.   Bayesian information criterion (BIC)    

   
 

   

                                                                       (10)                                                

(M &V) represent the series’ observations and the total number of the model's coefficients respectively.  

 

3. Practical side 

3.1. Describing the data  

The data of this article based on the numbers of the elderly in retirement homes in Baghdad and the governorates 

except for the Kurdistan Region for the period of 2016-2019 using 48 observations. After the data were 

collected, the Box -Jenkins methodology was applied for forecasting by using the statistical program (SPSS 23). 

Table 1 represents the monthly statistics for the elderly in retirement homes in Iraq. 

 

Table 1. The monthly statistics of the elderly in retirement homes in Iraq for the years (2016, 2017, 2018, and 

2019) 

2019 2018 2017 2016 Months 

     

344 488 662 454 January 

345 480 458 454 February 

353 472 449 456 March 

345 471 451 452 April 

347 466 453 454 May 

344 469 456 456 June 

343 449 467 454 July 

344 457 467 462 August 

346 452 469 461 September 

334 442 471 471 October 

332 436 477 462 November 

  460 488 610 December 

 

 

3.2. Stationarity of the series  

          

After the data collection process, we plot the data series of the monthly statistics of the elderly people in Iraqi 

retirement homes to identify the behavior of the time series. Figure 1 depicts a general downward trend. 

( ) ( )MLnVLnBIC u += 22 
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                             Figure 1. A graph for the monthly statistics for the original series 

   

For more accuracy, the (ACF)  and the (PACF) may be drawn as shown in Figures 2 and 3. 

 

 
Figure 2. The Graph of autocorrelation function (ACF) for the original series 

 

 
                  

Figure 3. The partial autocorrelation function (PACF) for the original series 
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From Figures 2   and 3, we notice that the ACF and PACF coefficients are outside the confidence limits which 

indicate that the series is not stationary. In order to eliminate this non-stationary in the series, in average, we 

take the first difference. Through graphing the series after the first difference is taken, we notice that the series 

no longer has a general trend and became stationary as depicted in Figure 4.  

 
                       Figure 4. The time series after the first difference is taken for the series 

 

From Figure 4, we notice that the series does not contain a general trend, and for more accuracy, the 

autocorrelation function (ACF) and the partial autocorrelation function (PACF) will be drawn.  

 

 
Figure 5. The autocorrelation function (ACF) after the first difference is taken for the series 

 

 
Figure 6.  The partial (ACF) after the first difference is taken for the series 
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3.3. Choosing the best model 

After taking the first difference of the values of the time series and achieving stationary in the time series, we 

identify the suitable model to represent the time series. To find this suitable model to represent the time series, 

the criteria (BIC), (MAPE), and (RMSE) have been adopted to choose the best among a group of models. 

Several models were approved and the best among these was chosen as shown in Table 2. 

 

Table 2. The suggested models with their orders and the comparative value 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

The above table shows that the best model is 𝐀𝐑𝐈𝐌𝐀 (𝟎, 𝟏, 𝟐). 

 

3.4. Testing the Model's Precision. 

After identifying the model, determining its order and estimating it, the accurateness of its suitability and its 

efficiency must be tested through the Ljung-Box Test. By applying Ljung-Box statistic to check the fit of the 

model, through  comparing the tabulated  value of (χ2=26.296) to the calculated value (Q=0.852) at lag (k=18) 

with degree of freedom k-p-q =12, the calculated value is less than the tabulated  value, or through the P-  value 

(p- value = 1.000). It is greater than (0.05). This indicates that the errors are random, i.e. we accept the null 

hypothesis  H0: ri(u) = r1(u) = r2(u) … = rK(u) = 0 . There are no correlations between the errors) this 

means the model is good and appropriate. To test of the randomness of the residuals, the coefficients of ACF 

and PACF were graphed.  

 
Figure 7. ACF and PACF for the residuals of the chosen model 

Notes 
Normalized 

 BIC 
MAPE RMSE 

The suggested 

 Model 

 7.671 4.003 42.617 ARIMA (0,1,1) 

the best model 7.584 4.146 39.145 ARIMA (0,1,2) 

 7.691 4.145 39.608 ARIMA (0,1,3) 

 7.687 3.732 42.970 ARIMA (1,1,0) 

 7.672 4.220 40.891 ARIMA (1,1,1) 

 7.691 4.145 39.608 ARIMA (1,1,2) 

 7.798 4.144 40.088 ARIMA (1,1,3) 

 7.637 3.989 40.193 ARIMA (2,1,0) 

 7.725 4.197 40.290 ARIMA (2,1,1) 

 7.798 4.147 40.086 ARIMA (2,1,2) 

 7.899 4.302 40.436 ARIMA (2,1,3) 

 7.742 4.001 40.631 ARIMA (3,1,0) 

 7.807 4.345 40.262 ARIMA (3,1,1) 

 7.905 4.161 40.569 ARIMA (3,1,2) 

 8.014 4.161 41.084 ARIMA (3,1,3) 
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From Figure 7, we notice that the residuals of the ACF and the PACF for the chosen model are within the 

confidence limits and this confirms that the model is good and suitable.  

 

3.5. Forecasting 

Depending on the chosen model, the values of the forecasting time series were estimated for the next four years 

taking into consideration the maximum and minimum confidence limits as shown in Table 3.  From this table, 

we notice that the values of the forecasting time series for the monthly statistics of the elderly people in Iraqi 

retirement homes are clearly decreasing over time.  

 

Table 3. The forecasting values for the monthly statistic of the elderly people in Iraqi retirement homes and 

their respective confidence limits 

Maximums Minimums Forecasting  

Values 

Months 

412.24 254.39 333 12-2019 

434.02 226.73 330 01-2020 

435.88 219.24 328 02-2020 

437.54 211.94 325 03-2020 

439.03 204.82 322 04-2020 

440.38 197.85 319 05-2020 

441.58 191.02 316 06-2020 

442.66 184.31 313 07-2020 

443.62 177.71 311 08-2020 

444.48 171.22 308 09-2020 

445.24 164.83 305 10-2020 

445.92 158.52 302 11-2020 

446.51 152.30 299 12-2020 

447.02 146.16 297 01-2021 

447.47 140.08 294 02-2021 

447.84 134.08 291 03-2021 

448.15 128.14 288 04-2021 

448.40 122.25 285 05-2021 

448.60 116.43 283 06-2021 

448.74 110.66 280 07-2021 

448.83 104.94 277 08-2021 

448.87 99.26 274 09-2021 

448.87 93.64 271 10-2021 

448.82 88.06 268 11-2021 

448.73 82.51 266 12-2021 

448.60 77.01 263 01-2022 

448.43 71.55 260 02-2022 

448.23 66.13 257 03-2022 

447.99 60.73 254 04-2022 

447.71 55.38 252 05-2022 

447.41 50.05 249 06-2022 

447.07 44.76 246 07-2022 

446.70 39.50 243 08-2020 

446.30 34.26 240 09-2020 

445.88 29.06 237 10-2022 

445.43 23.88 235 11-2022 

444.95 18.73 232 12-2022 

444.45 13.60 229 01-2023 

443.92 8.50 226 02-2023 

443.37 3.42 223 03-2023 

442.79 0.00 221 04-2023 
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442.19 0.00 218 05-2023 

441.58 0.00 215 06-2023 

440.94 0.00 212 07-2023 

440.28 0.00 209 08-2023 

439.60 0.00 207 09-2023 

438.90 0.00 204 10-2023 

438.18 0.00 201 11-2023 

437.44 0.00 198 12-2023 

 

 
Figure 8. The graph of the forecasting values for the monthly statistic of the elderly people in iraqi retirement 

homes 

From Figure 8, we notice that the convergence of the estimated values with the real values, and we notice that 

the predictive values have begun to decrease over time, which indicate that numbers of the elderly people in 

Iraqi retirement homes are constantly declining. 

 

4. Conclusions 

1- The time series of the old aged people in retirement homes in Iraq is not stationary about the mean, so the 

first difference was taken, and the time series has become stationary after this procedure. 

2- The best model is ARIMA (0, 1, 2).  

3- The number of the old aged people in retirement homes is decreasing over time, which indicates that their    

families prefer to care the elderly category in home not to put them in such houses and that is a positive 

state in our society.  
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