
 

 

RIVISTA INTERNAZIONALE DI FILOSOFIA E PSICOLOGIA 
DOI: 10.4453/rifp.2020.0015   
 

ISSN 2039-4667; E-ISSN 2239-2629  
Vol. 11 (2020), n. 2, pp. 238-250 

 

 

 
Moral dilemmas in self-driving cars 
Chiara Lucifora,(α) Giorgio Mario Grasso,(α) Pietro Perconti(α) & Alessio 
Plebe(α) 
 
Ricevuto: 14 ottobre 2019; accettato: 6 maggio 2020 

 
 
 

█ Abstract Autonomous driving systems promise important changes for future of transport, primarily 
through the reduction of road accidents. However, ethical concerns, in particular, two central issues, will 
be key to their successful development. First, situations of risk that involve inevitable harm to passengers 
and/or bystanders, in which some individuals must be sacrificed for the benefit of others. Secondly, and 
identification responsible parties and liabilities in the event of an accident. Our work addresses the first of 
these ethical problems. We are interested in investigating how humans respond to critical situations and 
what reactions they consider to be morally right or at least preferable to others. Our experimental ap-
proach relies on the trolley dilemma and knowledge gained from previous research on this. More specifi-
cally, our main purpose was to test the difference between what human drivers actually decide to do in an 
emergency situations whilst driving a realistic simulator and the moral choices they make when they 
pause to consider what they would do in the same situation and to better understand why these choices 
may differs. 
KEYWORDS: Self-driving Cars; Trolley Problem; Moral Choices; Moral Responsibility; Virtual Reality 
 
█ Riassunto Dilemmi morali nelle automobili a guida autonoma – I sistemi di guida autonomi promettono 
importanti cambiamenti per il futuro dei trasporti, principalmente attraverso la riduzione degli incidenti 
stradali. Tuttavia, vi sono preoccupazioni etiche, in particolare due questioni centrali, fondamentali per il 
loro sviluppo. In primo luogo, le situazioni di rischio che comportano inevitabili danni ai passeggeri e/o ai 
pedoni, ovvero situazioni in cui alcune persone devono essere sacrificate a beneficio di altri. In secondo 
luogo, l’identificazione delle parti responsabili in caso di incidente. Il nostro lavoro affronta il primo di 
questi problemi etici. Siamo interessati a studiare come gli umani rispondono a situazioni critiche e quali 
reazioni considerano moralmente giuste o almeno preferibili. Il nostro approccio sperimentale si basa sul 
trolley problem e sulle conoscenze acquisite da precedenti ricerche su questo ambito. Più specificamente, il 
nostro scopo principale è quello di testare la differenza tra ciò che i conducenti umani decidono effetti-
vamente di fare in una situazione di emergenza, mentre guidano un simulatore realistico, e le scelte morali 
che compiono se posti nella stessa situazione e hanno la possibilità di decidere senza limiti di tempo. Lo 
scopo è inoltre comprendere come e perché queste scelte possono differire. 
PAROLE CHIAVE: Automobili a guida autonoma; Trolley problem; Scelte morali; Responsabilità morale; Realtà 
virtuale 
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█  1 Introduction 
 
THE DREAM OF SELF-DRIVING CARS was pre-
sented for the first time in 1939 at the New 
York Expo, where engineer Norman Bel 
Geddes presented his project “Futurama” on 
radio-controlled vehicles.1 

Autonomous driving systems can be de-
fined as systems that are able to satisfy the 
requirements of driving a traditional car, in 
the absence of any responsibility on the part 
of real people.  They are based on systems 
that are able to analyse “sensory” data ac-
quired by devices such as video cameras, ra-
dar, lidar, and navigation systems; and algo-
rithms – often based on deep neural net-
works – capable of recognizing relevant ob-
jects such as lanes, signs, and other vehicles. 
Based on this information, the control com-
ponent of the system should predict the op-
timal trajectory for the car and issue the ap-
propriate commands for lateral (steering) 
and longitudinal (cruise velocity) control. 

Today, the companies with the largest expe-
rience in autonomous vehicles are Tesla, 
Google, Nissan, Ford, General Motors, BMW, 
Mercedes, Bosh, and Uber. It is possible to dis-
tinguish 6 levels of autonomous driving (SAE 
International, 2014): total absence of autono-
my (level 0), driver assistance (level 1), partial 
automation (level 2), specific conditions for au-
tomation in normal driving situations (level 3 / 
level 4), and complete automation (level 5). De-
vices with the fifth level of automation may be 
available within a few years.2  

The development of autonomous systems 
presents many important advantages but also 
faces several obstacles. Among the envisaged 
advantages is the reduction of road accidents. 
McKinsey & Company estimates that, by re-
ducing traffic accidents, the introduction of 
self-driving cars would save the US government 
two hundred billion dollars a year. However, 
the available data is still insufficient to refute or 
corroborate this hypothesis. Among other ad-
vantages, we can include improved traffic flow, 
reduction of road pollution, and improved mo-
bility for people with disabilities. The specific 

obstacle addressed here is the lack of generally 
accepted moral rules for handling unavoidable 
accidents. 

This is an awkward issue for self-driving 
cars engineers, but a rare opportunity for phi-
losophers to step away from armchair discus-
sions. Not surprisingly, several moral philoso-
phers and moral psychologists are now turning 
their attention to self-driving cars.  

One of the most obvious prerequisites for 
designing a moral component for automated 
vehicles is a reliable knowledge of the diffuse 
morality behind the critical driving decisions 
humans make. It is reasonable to require au-
tonomous vehicles to be better at avoiding ac-
cidents than humans; indeed, this is a wide-
spread expectation. Including well-defined 
rules for moral behaviour and decisions in the 
control software of self-driving cars has a 
strong positive impact on public opinion.3  

Recently, Bonnefon and colleagues4 for-
mulated three requirements for moral algo-
rithms for self-driving cars: be consistent; do 
not cause public outrage; do not discourage 
buyers. However, before trying to make ma-
chines that attain a higher “moral” bench-
mark than humans, we need a better under-
standing of the morality that guides human 
decisions. Our study aims to address this crit-
ical issue. We have chosen to work with the 
trolley dilemma, for reasons explained in the 
next section. We made an effort to set up our 
trolley-like experiment in the most ecological 
way possible, using virtual reality. A specific 
objective of our study is to compare the be-
haviour of people in two different condi-
tions: when they are driving using a simula-
tor and make their moral choices on the spot 
in critical situations, and when they can 
pause to reflect on alternative choices and 
respond without the high arousal elicited by 
this dangerous situation. 
 
█  2 Relevance of the trolley dilemma for 

driverless cars 
 

First of all, let us introduce the original 
“trolley problem” by considering Philippa 
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Foot’s seminal formulation of this dilemma: 
«you’re standing by the side of a track when 
you see a runaway train hurtling toward you: 
clearly the brakes have failed. Ahead are five 
people, tied to the track. If you do nothing, 
the five will be run over and killed. Luckily, 
you are next to a signal switch: turning this 
switch will send the out-of-control train 
down a side track, a spur, just ahead of you. 
Alas, there’s a snag: on the spur you spot one 
person tied to the track: changing direction 
will inevitably result in this person being 
killed. What should you do?».5 The situation 
is illustrated in Figure 1. 

 

 
Figure 1. The trolley problem 

 
Most individuals tend to favour quantity 

rather than quality, preferring the death of a 
single person to the death of more people. 
This choice can be understood as “utilitari-
an”, because it is based on the economic 
principle that implies the duty to maximize 
expected utility.6 The same choice might also 
be made for different reasons, that is because 
people implicitly embrace the so-called Dou-
ble Effect Doctrine (DDE). This doctrine hy-
pothesizes that a moral choice can be consid-
ered legitimate if: 

 
• The act, considered independently of its 

harmful effects, is not in itself wrong; 
• The agents intend good and not harm, even 

if they can foresee that some harm will 
happen; 

• There is no causal link between the nega-
tive and positive effects;  

• The harmful effects are not greater than 
the good sought. 
 
And yet the principles behind utilitarian-

ism are not shared by all people in all circum-
stances. In fact, cultural differences play an 
important role in our moral considerations. 
For example, it has been noted that the Chi-
nese are less likely to make a utilitarian 
choice or to consider such a choice to be 
morally correct if a potential human inter-
vention interferes with outcomes predeter-
mined by fate.7 

Moreover, the way in which a dilemma is 
presented can change the responses partici-
pants provide. For example, in the fat man’s 
dilemma8 the situation requires direct in-
volvement by participants: «You’re on a 
footbridge overlooking the railway track. 
You see the trolley hurtling along the track 
and, ahead of it, five people tied to the rails. 
Can these five be saved? […] There’s a very 
fat man leaning over the railing watching the 
trolley. If you were to push him over the 
footbridge, he would tumble down and 
smash on the track below. He’s so obese that 
his bulk would bring the trolley to a shudder-
ing halt. Sadly, the process would kill the fat 
man. But it would save the other five. Should 
you push the fat man?».9 The situation is il-
lustrated in Figure 2. 
 

 
Figure 2. The fat man’s dilemma 
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In this case, the percentage of utilitarian re-
sponses decreases because pulling a lever which 
results in killing one person is not the same as 
intentionally pushing someone and causing his 
death. This dilemma has been the foundation 
of moral philosophy experiments for decades 
but has become even more popular in the age 
of cognitive neuroscience, as a suitable stimulus 
for studying brain mechanisms engaged in 
moral decision-making.10 

Self-driving cars appear to offer a new ap-
plication for this rather old dilemma. There 
have, however, been some criticisms regarding 
its use in this context. For example, Johannes 
Himmelreich argues that this moral dilemma 
is not relevant to an autonomous car, because 
the hypothesized situation rarely occurs in the 
real world, and when it happens, the speed of 
the car is too great to make a choice in time. A 
second issue raised in the literature is that, 
while ethics assumes a top-down approach,11 
engineering control often uses a “bottom-up” 
approach, in which actions are not guided by 
explicit rules. Moreover, the moral dilemma 
ignores some properties of the real world, such 
as who is accountable for a road accident, and 
ignores information about special obligations 
that, in the real world, are very important in 
terms of understanding the moral permissibil-
ity of an act.12 In addition, since there is no 
agreement on what moral principles we 
should all share, resolutions of this the moral 
dilemma are likely to display too much inter-
individual variability to be of any help in de-
vising a general rule for self-driving cars.13 

Other authors,14 including ourselves, feel 
that despite these criticisms and limitations, 
the trolley dilemma can help us understand 
moral issues in the context of driving. It is 
certainly not often that we find ourselves in 
an emergency situation where we must 
choose between killing one or five people. 
However, the trolley dilemma can be seen as 
a useful idealization of a range of less ex-
treme situations that do occur in the real 
world, and that require us to make difficult 
choices.15 The top-down versus bottom-up 
argument is also not so compelling, since 

there are only few studies that have suggest-
ed using a top-down approach to simulating 
morality in autonomous agents (examples 
include, i.e., Winfield and colleagues as well 
as Anderson and Anderson).16  

The argument based on the lack of 
agreement on ethical standards is relevant, 
but we don’t think it should lead to excluding 
trolley-like studies. First, a distinction can be 
made between implicit and explicit ethical 
agency. It is possible to build agents that act 
on implicit ethically relevant considerations, 
but this does not mean that the agent must 
explain or justify its choices. 

More importantly, the lack of ethical 
standards for critical driving situations can – 
and should – be bridged by pragmatic stand-
ards of human morality. The lack of ethical 
standards has led many of us to want to 
know more about how people behave moral-
ly when they face driving emergencies. 

Studying human morality in the context 
of driving is important for evaluating social 
expectations about ethical principles that 
should guide the behaviour of cars. In the 
Moral Machine Experiment, Awad and col-
leagues17 conducted a survey on three groups 
of participants distinguished by their geo-
graphical origins: Western (from North 
America, European countries); Eastern (from 
Japan, Saudi Arabia, etc.); Southern (from 
South America, Central America, etc.). The 
analysis showed that while the Eastern group 
was less likely to sacrifice the elderly or make 
decision based on social status, the Southern 
group was the least inclined to sacrifice ani-
mals and women. Maxmen found important 
social and economic differences.18 For exam-
ple, she showed that people from countries 
with strong governmental institutions, such 
as Finland and Japan, choose to kill pedestri-
ans who crossed the road illegally more often 
than nations with weaker institutions, such 
as Nigeria or Pakistan. Moreover, when par-
ticipants had to choose between saving a 
homeless person on the edge of the road or a 
leader placed on the opposite side of the 
same road, choice preferences were correlat-



  Lucifora, Grasso, Perconti & Plebe 

 

242 

ed with the level of economic inequality in 
that society. In Finland, where the gap be-
tween rich and poor is relatively small, sub-
jects showed little preference for killing ei-
ther the homeless person or the manager; on 
the contrary, in Colombia, where there are 
important economic disparities, most of the 
subjects chose to kill the person with the 
lowest economic status. 
 
█  3 Moral algorithms 
 

The topic at hand is an instance of the 
more general problem of designing algo-
rithms instantiating some kind of moral 
functionality. A minimal account of a moral 
algorithm must include evaluations regarding 
the consequences of the agent’s behaviour 
and the ethical principles that the agent can 
derive from the values and rules encoded in 
the control program. It is possible to speak 
about “functional morality”,19 in which the 
system simply acts within acceptable stand-
ards. Floridi and Sanders20 have identified 
three important characteristics that artificial 
agents should exhibit: 

 
- Interactivity: the agent responds to the 

stimulus and changes his state; 
- Autonomy: the agent changes his state 

without stimulation; 
- Adaptability: the agent can learn through 

experience. 
 
The very notion of moral algorithms is 

controversial. A key objection is that algo-
rithms lack the kind of understanding, feel-
ings, and emotions that define human rela-
tionships, including morality. A common 
reference for these sorts of objections is the 
famous argument by John Searle21 against 
artificial intelligence. His Chinese Room 
thought experiment allegedly demonstrated 
that it is possible for a computer to pass the 
Turing Test, without having any true un-
derstanding or genuine intelligence. Based 
on Searle’s mental experiment, several 
scholars have expressed scepticism about 

the possibility of building agents who truly 
understand their actions and can therefore 
exhibit morality. Those who are most skep-
tical believe that a human brain/mind is ca-
pable of observing proprieties that are criti-
cal for morality but cannot be replicated in a 
silicon machine. One example of such pro-
prieties is responsibility, that is the ability to 
understand that actions can be harmful. In 
fact, robots can learn that stimuli belong to 
protected categories, e.g., military drones 
must avoid civilians and driverless cars must 
avoid pedestrians. Thus, robots can have 
some form of programmed responsibility. 
Often the list of mental properties alien to 
machines includes intentionality, a capacity 
to connect actions to the wishes and reasons 
that drive behaviour. According to Floridi 
and Sanders, intentional states are im-
portant concerns for the philosophy of 
mind, but are not necessary to establish 
moral algorithms. One more item in the list 
is free will, understood as the ability to do 
otherwise. Free will is a slippery topic in 
philosophy, but there are senses in which 
robots can be considered to exhibit free will. 
After all, robots are able to change actions 
plan independently, to learn through expe-
rience; these features are included in some 
accounts of free will.  

A further element that traditionally char-
acterizes human moral decisions is the emo-
tions that people experience in relation to 
their choices.22 Damasio talks about emo-
tions as “somatic markers” that the brain us-
es to quickly understand the positive or nega-
tive consequences of a choice.23 While we ful-
ly agree with the fundamental role of emo-
tions in human morality, we think that there 
is no need for a machine to rely on artificial 
emotions to replicate moral behaviour in the 
driving context. In the end, what is im-
portant is the functional correspondence be-
tween the decisions taken by the autonomous 
car and the ones taken by humans, given that 
they find themselves in the same critical situ-
ation. It doesn’t matter how the moral engine 
is constructed. 
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█  4 Our experiment 
 
This section describes the methods used in 

our study. The participants were tested in a 
driving simulator, in 15-minute sessions. At the 
beginning of the simulation, they find them-
selves inside a virtual garage and stay there for 
about one minute (see Figure 3). This environ-
ment allows the participants to become familiar 
with the simulator, its commands, and the 
properties of the virtual world. 

 

 
Figure 3. The garage environment 

 
As anticipated in the Introduction, our ex-

periment comprises two tasks that we define as 
“hot” and “cold”. The hot condition is an eco-
logical simulation of a driving scenario in 
which an emergency situation occurs. In the 
cold condition, the driving environment re-
mains highly realistic, but the participant does 
not continue to drive throughout the emergen-
cy situation; instead, the simulation is put on 
pause, and the participant can take their time 
to make a choice. This “hot” vs “cold” distinc-
tion allows us to distinguish a genuine moral 
decision, driven by contingent emotion, from a 
deferred, premeditated moral judgment. While 
the hot decision manifests itself during the 
emergency situation and is supported by an 
emotional and unconscious evaluation of 
events, the cold decision involves a cognitive 
and conscious evaluation of the possible alter-
natives and related consequences, which re-
quires time. In the hot task, the participant 
drives along an extra-urban road with the aim 
of reaching the city, under specific directions 
given by the experimenter. They are led along a 
straight road and have to brake when faced 
with an inevitable traffic accident when a child, 

unaware of any danger, suddenly crosses the 
street. At this point, the user is presented with 
three alternatives: (A) Hit the child; (B) Swerve 
to the right and kill three pedestrians on the 
sidewalk, who are unaware of the dangerous 
situation; (C) swerve to the left and kill two 
workers on the roadway (see Figure 4). 
 

 
Figure 4. Critical hot scene 

 
The choice must be made by the partici-

pant in a short time, thus constituting what 
we can call a genuine moral decision. In the 
deferred – cold – task, the participant is posi-
tioned directly inside the city, in a different 
location. Following specific directions given 
by the experimenter, the participant arrives 
at a point where road repair work is in pro-
gress, defining a line that crosses the road. 
Here, while otherwise maintaining the same 
variables present in the hot case, the simula-
tion stops before the participant enters the 
accident site. The purpose of this manipula-
tion is to give the participant the time they 
need to ponder their choice and justify their 
decision. In this second case, the alternative 
choices are visible to the participant, and 
clearly explained by the experimenter: “You 
found yourself involved in a car accident sim-
ilar to the previous one. In the first case you 
reacted instinctively. Now, instead, I ask you 
to take all the time you need to decide what 
action to take. You could: (A) go ahead and 
kill 1 child; (B) swerve to your right and sac-
rifice 3 people on the sidewalk; (C) swerve to 
your left and kill 2 workers on the road. I ask 
you to tell me who you choose to sacrifice 
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and why” (see Figure 5). 
 

 
Figure 5. Critical cold scene 

 
█  5 Driving simulator 
 

Our experimental setup consists of a virtual 
reality helmet, or Oculus Rift, made by Oculus 
VR, equipped with two Pentile OLED displays, 
1080×1200 resolution per eye, 90 Hz refresh 
rate and 110° field of view. This device features 
rotation and position tracking as well as inte-
grated headphones that provide 3D sound ef-
fects.24 This peripheral is driven by a graphics 
workstation, equipped with a NVIDIA Titan X 
graphics card, used to run the simulation, en-
suring uniform high-resolution rendering of 
the virtual environment is projected onto the 
VR headset. The driving interface is provided 
by a Logitech steering wheel with force feed-
back and has pedals and a gear shift that are 
realistic enough to provide a complete driving 
experience during the simulation. The interface 
is mounted on a setup consisting of a real driv-
ing seat positioned on a rigid frame, in which 
all the equipment is installed. 

The driving simulator was developed using 
software called Unity 3D. A highly detailed 
city model was used, taken from the free Uni-
ty repository, namely Windridge City for Air-
Sim on Unity. Package included (i) Urban 
roads surrounded by forests and extra-urban 
roads; (ii) Interconnected roads; (iii) Garden 
furniture, street signs and buildings. 

The model includes a real urban envi-
ronment accompanied by an extra-urban 
road, which allows the subject to become fa-
miliar with the simulation in the absence of 
traffic. In addition, we have worked particu-

larly on pedestrians and vehicles to make 
their behaviour as close to reality as possible, 
thus respecting the laws of physics in their 
movement, as well as in collisions and inter-
actions with other objects. 

Virtual reality allows a participant to feel 
immersed in a temporally and spatially differ-
ent place. It can be defined as a simulated envi-
ronment, in which the participant experiences 
telepresence. Many researchers have, in fact, 
investigated the degree of presence an individ-
ual experience by measuring their physiological 
reactions to the virtual environment. For ex-
ample, bringing a person into a stressful virtual 
situation can elicit bodily responses similar to 
those expected in the real world, such as an in-
crease in heart rate, an increase in skin con-
ductance and a reduction in peripheral temper-
ature. For this reason, we considered the possi-
ble side effects of our virtual reality situation 
and adopted specific measures for participants 
potentially at risk.25 Indeed, in our experiment, 
we found that some participants (11,25%) ex-
perienced intolerable motion sickness (due to 
non-correspondence between the visual stimuli 
of the movement and the real movement of the 
body, for example, during virtual acceleration). 
This disorder was felt to be tolerable by 74% of 
the sample with an average of M=1.73 on a 
Likert scale (from 0 “nothing” to 5 “a lot”). 

 
█  6 Preliminary results 
 

To date, experiments have been carried 
out on a sample of 84 people (from the origi-
nal sample of 90, 6 people were excluded be-
cause they were unable to complete the ex-
periment due to excessive nausea, dizziness, 
and obvious pallor in the face, typical side 
effects of VR). The sample (N = 84) consist-
ed of 10 males and 74 females with a mean 
age of M = 22,25. 71 subjects had a driving 
license and 33 participants had experience 
with video games.26 

The first results show a significant differ-
ence in the choices made by the participants 
in the first (hot) and the second (cold) situa-
tion (see Figure 6). 
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Figure 6. Distribution of motivations accumulated over 

choices 
 

 
Figure 7: Distribution of motivations in the cold choice 

 
In the realistic hot situation (see Figure 6), 

92% of participants choose A; in the deferred 
cold choice, only 35% confirmed this decision, 
while 61% choose C and 4% choose B. The re-
ported reasons for the meditated choice were 
classified as: (a) Deontological reasons; (b) 
Utilitarian reasons; (c) Normative reasons; (d) 
Other. Figure 7 shows the distribution of these 
motivations, grouped by the choice made (A, 
B, C); in Figure 8, the distribution of motiva-
tions is shown grouped by type of choice. 

Choice A (kill 1 child) was selected by 35% 
of the participants. For 46% of these partici-

pants, this choice was made for utilitarian rea-
sons, “it’s better to kill one person, rather than 
two or three people”; 54% cited normative 
reasons (relating to compliance with traffic 
laws). In this case, the participants said “it’s 
the child’s fault, because he crossed the street 
without visual contact with the driver and 
didn’t use the pedestrian crossing. 

Choice B (to kill 3 people) was made for 
other kinds of motivations that had no statisti-
cal significance (only 3 participants out of 84). 

Choice C (kill 2 road workers) was made 
by 61% of the participants. 75% offered de-
ontological reasons: they considered the 
three pedestrians and the child to be a family 
unit and defended the value of the family; 
17% gave utilitarian reasons: they thought 
that it was preferable to kill two people than 
three; 3% gave normative reasons, saying 
that the workers were not allowed to work on 
a roadway without signalling their presence 
and taking the appropriate protective 
measures; and 5% provided other reasons, 
due to the social role of the workers. 
 
█  7 Discussion 
 

In general, the deferred choices of partic-
ipants to date have mainly driven by the high 
value accorded to family (42,86%). Utilitari-
an reasons came second, and were motivated 
by quantity (number of peopled harmed) ra-
ther than quality (27, 38%). Next were moti-
vations due to regulations related to compli-
ance with traffic laws (21,43%), and last the 
reasons driven by other factors (8,33%). 

Our results show that while the utilitarian 
choice had marginal prevalence in the cold 
task, it dominated in the hot task. This is an 
overall agreement with the findings of Bonne-
fon and colleagues.27 In their study, when peo-
ple had to choose between the death of 10 pe-
destrians and the death of a single passenger, 
they found the “morality of the sacrifice” of a 
passenger acceptable in 72% of cases. But when 
the choice balanced the life of one passenger or 
one pedestrian, only 23% would accept this sac-
rifice. So, in theory the people are prone to act 
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in a utilitarian manner when driving, but they 
prefer protective cars for themselves. Faulhaber 
and colleagues also found most people pre-
ferred to minimize the number of deaths.28 

Our results provide new insights, showing 
that other factors also influence this moral 
choice. In the cold condition, where the deon-
tological can be compared to the normative 
and utilitarianism choices (see Figure 8), our 
results show a preference for the deontological 
choice (42,86%), followed by the utilitarian 
(27,38%), normative (21,43%) and other 
choices (8,33%). It’s possible that immersion 
in the virtual world during the first part of the 
task influenced decision-making, so that sub-
jects preferred quality over quantity. Other 
choices were guided by socio-economic fac-
tors. This result could reflect significant dis-
crimination against a specific social class. 
However, it is possible that the choice to kill 
two workers on the roadway was conditioned 
by the presence of the presumed family unit 
on the scene. In the “hot situation”, our results 
reflect automatic and non-conceptual human 
behavior; in fact, choice A in the hot situation, 
seems in accordance with previous theoretical 
studies which proposed that in emergency 
driving situations, moral behaviour is com-
bined with rapid risk analysis.29 

In our virtual scenario, swerving to the 
right or to left could have caused the partici-
pant-driver to lose control of the car, while the 
less dangerous action would be to try to stop 
the car.  

 

 
Figure 8. Ecological Choice “hot” vs  Conceptual Choice 

“cold” 

█  8 Conclusions 
 
In this study, we described an experiment 

we ran using a driving simulator, to investi-
gate human morality during driving. We im-
plemented a trolley-like scenario in which the 
participants had to decide whether (A) to 
hold the course of the car and kill a child; (B) 
swerve to their right and sacrifice 3 people on 
the sidewalk; or (C) swerve to their left and 
kill 2 workers on the road. The participants 
took this decision under two different condi-
tions, which we called “hot” and “cold”. In 
the hot condition, they made the decision 
while driving the car in the simulator, by ur-
gently performing one of the three possible 
actions. In the cold condition, they drove the 
car in the simulator only until they reached 
the site of the accident. Here the simulation 
stopped and participants were asked by the 
investigator what they would have done if 
they had continued driving and had to 
choose how to react a nearly identical trolley-
like situation. 

The comparison between the hot and the 
cold tasks showed that moral decisions tak-
en rapidly during action and those taken 
slowly after reflection differ widely. In the 
hot condition, people react mainly accord-
ing to utilitarian principles, while in the cold 
condition they chose on the basis of other 
criteria. 

Considering the wide cultural differences 
pointed out by the literature in the ways in 
which people react to trolley-like scenari-
os,30 we plan to replicate our research in 
other countries besides Italy in the future. 
The aim is to further investigate the social 
and geographical frontiers of human morali-
ty. Moreover, we would also like to delve 
more deeply into the reasons that motivate 
the different choices made in the hot and 
cold conditions. In particular, since the de-
cision to hold the course of the car steady is 
the less risky for the driver, we would like to 
explore the relevance of self-risk analysis to 
moral choices we make when confronted 
with hot as compared to cold scenarios. 
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