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2 Zodiac Data Systems, Colombelles, France

https://doi.org/10.26636/jtit.2020.138319

Abstract—Alamouti encoding is a well-known space time

block encoding technique used to improve the received signal

quality in Rayleigh fading channels. In aeronautical telemetry,

this encoding technique is applied to shaped offset quadrature

phase shift keying tier generation (SOQPSK-TG) modulation

in order to handle the two-antenna issue. It is provided for

in telemetry-related IRIG standards. In this paper, we pro-

pose a unique decoding architecture for Alamouti-encoded

SOQPSK-TG signals, taking advantage of pulse amplitude

modulation decomposition with soft and hard outputs. We

exploit this result to obtain a Viterbi algorithm (VA) for hard

decoding and a soft output Viterbi algorithm (SOVA) for soft

and hard decoding, with a twofold benefit: operation using

one trellis structure, unlike decoders that are based on the

8-waveforms cross-correlated trellis-coded quadrature modu-

lation (XTCQM) approximation, and very attractive bit error

rate performance, as well as a complexity trade-off.

Keywords—continuous phase modulation (CPM), pulse ampli-

tude modulation (PAM), shaped offset quadrature phase shift

keying (SOQPSK), space time block coding (STBC), ternary

symbol.

1. Introduction

In recent years, the increased demand for high data

rates, despite a limited bandwidth available in aeronauti-

cal telemetry, has driven the IRIG standardization com-

mittee [1] to adopt new bandwidth efficient modulations.

Shaped offset quadrature phase shift keying tier genera-

tion (SOQPSK-TG) is one of these modulations and is cur-

rently replacing the legacy solution, i.e. pulse code mod-

ulation/frequency modulation (PCM/FM). It is a continu-

ous phase modulation (CPM) technique characterized by

ternary symbols and a longer frequency pulse compared

with the historic PCM/FM approach.

In order to guarantee an omnidirectional transmission from

an aircraft, two SOQPSK-TG signals are sent to a ground

base station. If the same signals are transmitted simulta-

neously, the received signal could suffer from severe in-

terference due to the considerable phase angle differences

between them. This phenomenon is known in aeronautical

telemetry [2] as the “two-antenna problem”. Jensen et al.

showed, in [3], that by applying Alamouti encoding [4],

this problem is overcome without the expansion of the re-

quired bandwidth. This encoding technique was originally

developed for MPSK-type modulations to improve the re-

ceived signal quality while keeping the receiver side pro-

cessing simple. However, application of this idea in prac-

tical aeronautical telemetry systems is not obvious, as em-

phasized in [2]. This is essentially due to the peculiar na-

ture of aeronautical telemetry modulation (SOQPSK-TG),

as described above, and to the fact that the signals are re-

ceived at each antenna with different delays. The difference

in delays is relatively high and thus it should be estimated

along with channel gains and frequency offset before de-

coding.

In this paper, we focus on decoding algorithms and we

assume that the necessary parameters listed above are per-

fectly estimated using the estimation algorithms introduced

in [2] for Alamouti encoded SOQPSK-TG signals. Several

decoding algorithms have been explored in [5], [6] taking

into account the CPM-like nature of SOQPSK-TG at first

and then the presence of differential delays. The decoder

that offers the best bit error rate performance and the high-

est complexity trade-off relies on the least squares principle

whose decision metric is a function of the quadratic error

between the received signal samples and their noiseless esti-

mates. The latter are built using the eight waveform cross-

correlated trellis-coded quadrature modulation (XTCQM)

approximation of SOQPSK-TG in order to maintain a rea-

sonable level of complexity. The resulting algorithm pro-

vides good BER performance, how-ever it operates with

two different trellis structures depending on the sign of the

differential delays. Moreover, the output of this decoder

does not provide the log likelihood ratios (LLR) of the de-

coded bits and, therefore, we cannot fully take advantage

of the performance improvement offered by the presence of

forward error correction (FEC) systems [7].

In order to be able to do so, we reformulate the Alam-

outi decoding problem using pulse amplitude modulation

(PAM) approximations of SOQPSK-TG [8] instead of the

XTCQM approximation [9]. We consider that SOQPSK-

TG can be approximated as a linear modulation or as a com-

bination of two linear modulations whose waveforms and

pseudo-symbols are described in [8]. We show that us-

ing these PAM approximations allows us to build a single

trellis structure, regardless of the sign of the differential
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delay. The proposed trellis is less complex than the ones

proposed in [5]. We then exploit this result to get a Viterbi

algorithm (VA) for hard decoding, and a soft output Viterbi

algorithm (SOVA) inspired from [10] for soft and hard de-

coding. These decoders may operate using both first and

the second PAM approximations. We also propose a fur-

ther complexity reduction by associating the proposed de-

coder with the M-algorithm [11]. This allows to reduce

the number of the computed branches of the trellis, as well

as the number of comparators. By combining SOVA with

the M-algorithm, a new architecture is created (denoted

as M-SOVA in this paper), differing from the soft output

M-algorithm (SOMA) [12], as the latter is based on con-

ventional SOVA, as detailed in [13]. Finally, we present

performance-related results of the different decoders, with

and without channel coding. We show that the decoder

that uses the second PAM approximation performs better

than the decoder from [5] and is more robust in terms of

differential delays. We also highlight that the combination

of the proposed M-SOVA for Alamouti-encoded SOQPSK-

TG with IRIG normalized channel encoders [1] offers very

attractive BER performance.

This paper is organized as follows. The signal model is de-

scribed in Section 2. The problem formulation is summa-

rized in Section 3. A detailed description of the proposed

Alamouti decoders is provided in Section 4 and their com-

plexities to the least squares XTCQM Alamouti decoder

are compared. Finally, in Section 5 the BER performance

of the decoders for different scenarios is given.

2. Signal Model

2.1. CPM Definition of SOQPSK-TG

The complex envelope of SOQPSK is expressed as [14]:

s(t; ᾱ) =

√

Es

T
ej∑n αnq(t−nT )

, (1)

where Es is the energy per information symbol, T is the

symbol time duration and ᾱ = {αn}n∈Z are ternary sym-

bols from the alphabet {−1,0,+1} which are generated

according to the following mapping principle:

αn = (−1)n+1 bn−1(bn −bn−2)

2
, (2)

where {bn}n∈N ∈ {−1,+1}. Function q(t), namely the

phase pulse, is the time integral of the frequency pulse

g(t) whose time support is equal to LT and is weighted by

modulation index h. The frequency pulse of SOQPSK-TG

is of length L = 8 and is described in [1].

2.2. PAM Decomposition of SOQPSK-TG

The fact that the transmitted ternary symbols of SOQPSK

are encapsulated in the instantaneous frequency makes the

handling of this modulation less tractable. Thus, several

mathematical representations and approximations were pro-

posed in the literature, such as the (XTCQM) representa-

tion [15] and the PAM decomposition [8], [16]. In this

paper, we focus on PAM decomposition introduced in [8],

where it has been shown that SOQPSK-TG may accurately

be approximated by two linear modulations at the most, i.e.

s(t) may be written as:

s(t) ≈
1

∑
j=0

∑
i

ρ j,iwi(t − iT), (3)

or

s(t) ≈ ∑
i

ρ0,iwi(t − iT ), (4)

where
{

ρ0,i = bi, ρ1,i = −bi−1bibi+1, i even,

ρ0,i = jbi, ρ1,i = − jbi−1bibi+1, i odd.
(5)

Functions {wi(t)}i∈{0,1} are plotted in Fig. 1 [8].

Fig. 1. PAM representation of SOQPSK-TG using [8].

Based on Eq. (3) and Fig. 1, the sampled version of

SOQPSK-TG may be approximated as:

s(nT ) ≈
+1

∑
k=−1

ρ0,n−kw0(kT )+ρ1,nw1(0), (6)

since we can suppose that:
{

w0(nT ) = 0, if |n| ≥ 2,

w1(nT ) = 0, if |n| ≥ 1.
(7)

Similarly, if we take into account the approximation de-

scribed in Eq. (4), we can simply consider that w1(0) = 0
in Eq. (6).

2.3. Alamouti Space-Time Coding for SOQPSK-TG

In aeronautical telemetry, Alamouti STBC is becoming an

attractive solution to create space diversity and to combat

the “two-antenna problem” without expanding the received

signal bandwidth [3]. It consists in encoding the bit stream

b = [bi]i∈N into two parallel bits streams (b0, b1) in the

following manner:

b0 = [. . . b4n, b4n+1, −b4n+2, b4n+3, ...] , (8)

b1 = [. . . b4n+2, b4n+3, b4n, −b4n+1, . . . ]. (9)
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Each encoded bit stream is then passed through an

SOQPSK-TG modulator and transmitted over an antenna

with the same carrier frequency.

3. Problem Formulation

In this paper, we consider the MISO case, i.e. the receiver

is made up of one antenna only. Thus, the received signal

model is the following

r(t) =
[

h0s0(t)+h1s1(t −∆ε)
]

e j2π f0t +u(t), (10)

where s0(t) and s1(t) are two SOQPSK-TG signals contain-

ing the bit streams b0 and b1 and are affected by complex-

value attenuations h0 and h1, respectively. Parameter ∆ε is

a differential delay which is generally considered in aero-

nautical telemetry [2], f0 is the frequency offset and u(t)
is an additive complex white Gaussian noise (AWGN). The

received signal is filtered to reduce the noise level and sam-

pled at the bit rate at t = nT and t = nT +∆ε . We suppose

that f0 is null, therefore the sampled signal r f can be writ-

ten as:











r f (nT ) = h0s f
0(nT )+h1s f

1

[

(n−∆τ)T
]

+u f (nT ),

r f (nT +∆ε) = h0s f
0

[

(n+∆τ)T
]

+h1s f
1(nT )

+u f
[

(n+∆τ)T
]

,

(11)

where r f , s f
0 , s f

1 and u f
0 are the filtered versions of r, s0, s1

and u0, respectively. Parameter ∆τ = ∆ε
T is the differential

delay relatively to the sample time and it is assumed that

|∆τ | < 1.

The aim of the decoder is to recover the bit stream b from

r f (nT ). To do so, it is necessary to estimate the chan-

nel parameters and then to feed them to the decoder. In

the remaining sections of the paper, we assume that these

parameters are perfectly estimated using the estimators de-

scribed in [2] and are denoted by ĥ0, ĥ1 and ∆τ̂ . Thus, the

maximum likelihood (ML) of b performs:

b̂ = argmin
b

{Λ(b)+Λ∆τ̂(b)}, (12)

where

Λ(b) =
+∞

∑
n=−∞

∣

∣

∣
r f (nT )− [ĥ0s f

0(nT )+ ĥ1s f
1

[

(n−∆τ̂T )
]

∣

∣

∣

2

(13)

and

Λ∆τ̂(b) =
+∞

∑
n=−∞

∣

∣

∣
r f (nT +∆τ̂)− [ĥ0s f

0(nT +∆τ̂)+ ĥ1s f
1(nT )]

∣

∣

∣

2
.

(14)

The log-likelihood functions Λ(b) and Λ∆τ̂(b) represent the

error between the received samples and a reconstructed ver-

sion of the noiseless signal. The complexity of the decoder

depends on the memory effect introduced by the CPM na-

ture of SOQPSK-TG. If we use the original definition of

SOQPSK-TG, as presented in Eq. (1), each {si(nT )i∈{0,1}}
depends on 11 consecutive symbols [15], which makes the

decoding process highly complex, since the VA would oper-

ate with at least 2048 states. In order to overcome this, the

authors in [5] took advantage of the XTCQM approxima-

tion to derive a least square sequence hard decoder with two

trellis structures which depend on the sign of the differential

delay ∆τ̂ . In the next section, we propose a unique trellis

structure that does not depend on the sign of ∆τ̂ and we

apply a VA whose branch metrics rely on the PAM approx-

imations of Eqs. (3) and (4). We then adapt the proposed

solution to get soft outputs via the SOVA introduced in [10],

and we introduce a more reduced complexity architecture

thanks to the M-algorithm [11], namely the M-SOVA.

4. Proposed MLSE Decoder

4.1. Proposed Viterbi Algorithm

In order to resolve Eq. (12), we define an equivalent

symbol Sn as the concatenation of the 4 consecutive bits

which come into play in the encoding process, i.e. Sn =
[b̃4n, b̃4n+1, b̃4n+2, b̃4n+3], such that b̃4n = 1

2(b4n+1). The

ML estimate of Eq. (12) is equivalent to:

Ŝ = argmin
S

{Λ(S)+Λ∆τ̂(S)}, (15)

where

Λ(S) =
+∞

∑
n=−∞

(

2

∑
k=−1

∣

∣

∣
r f (4nT + kT )− [ĥ0s f

0(4nT + kT )

+ĥ1s f
1

[

(4n−∆τ̂)T + kT
]

∣

∣

∣

2
)

, (16)

=
+∞

∑
n=−∞

Λ(n), (17)

and

Λ∆τ̂(S) =
+∞

∑
n=−∞

(

2

∑
k=−1

∣

∣r f (4nT + kT +∆τ̂)

−
[

ĥ0s f
0(4nT + kT +∆τ̂)+ ĥ1s f

1(4nT + kT )
]

∣

∣

∣

2
)

,

(18)

=
+∞

∑
n=−∞

Λ∆τ̂(n) . (19)

Formulating the problem as in Eq. (15) allows us to apply

the maximum likelihood sequence estimation (MLSE) VA

to estimate the equivalent symbol sequence S. The trellis

of VA is given in Fig. 2 and is composed of 16 states and

256 branches. Let the state of the node i at the epoch n
be denoted by Sn(i). Using Eqs. (6), (17) and (19), the
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Fig. 2. Trellis of the proposed decoder.

branch metric associated to the transition Sn−1(i) → Sn( j)
is defined as:

λ
[

Sn−1(i),Sn( j)
]

= Λ(n)+Λ∆τ̂(n), (20)

=
2

∑
k=−1

|Bk,0|2 + |Bk,∆τ̂ |2, (21)

where

Bk,0 = r f [(4n+ k)T
]

− ĥ0

(

1

∑
i=−1

ρ(0)
0,4n+k−iw

f
0(iT )

+ρ(0)
1,4n+kw f

1(0)

)

− ĥ1

(

1

∑
i=−1

ρ(1)
0,4n+k−iw

f
0

[

(i−∆τ̂)T
]

+ρ(1)
1,4n+kw f

1(−∆τ̂T )

)

, (22)

and

Bk,∆τ̂ = r f [(4n+ k +∆τ̂)T
]

− ĥ0

(

1

∑
i=−1

ρ(0)
0,4n+k−iw

f
0

[

i+∆τ̂)T
]

+ρ(0)
1,4n+kw f

1(∆τ̂)

)

− ĥ1

(

1

∑
i=−1

ρ(1)
0,4n+k−iw

f
0(iT )+ρ(1)

1,4n+kw f
1(0)

)

. (23)

The sets of pseudo-symbols (ρ (i)
0,k, ρ(i)

1,k) are associated with

signal si(t) and the pulses w f
i are the filtered versions of wi,

where i ∈ {0,1}. The filtered version of wi is very similar

to wi and, therefore, it makes the approximation of (6) valid

for w f
i as well. Both Eqs. (22) and (23) are valid regard-

less of the sign of ∆τ̂ , unlike in the sub-metrics described

in [5]. This is due to the use of the PAM approximation

instead of XTCQM. A more detailed discussion regarding

the proposed branch metrics is presented in Subsection 4.3.

Once the branch metrics λ
[

Sn−1(i),Sn( j)
]

are calculated,

the cumulative metrics Γn
[

Sn( j)
]

can be updated as follows:

Γn
[

Sn( j)
]

= min
i

[

γn
(

Sn−1(i),Sn( j)
)

]

, (i, j) ∈ {1, . . . ,16}2
,

(24)

where

γn
[

Sn−1(i),Sn( j)
]

= Γn−1
[

Sn−1(i)
]

+λ
[

Sn−1(i),Sn( j)
]

.

(25)

Once the cumulative metrics are calculated and the survivor

paths are stored for a given depth δ , we perform a trace-

back loop to obtain Ŝ and, therefore, the underlying bit

sequence b̂.

4.2. Soft Decision Decoder

Here, we take advantage of the VA to obtain soft decisions

instead of hard ones. To do so, we apply the MAX-Log-

MAP equivalent SOVA for non-binary codes, as introduced

in [10]. This solution is well suited to the presented case,

since the proposed trellis is built on the equivalent non-

binary symbol Sn and since the branch metrics introduced

in Eq. (21) represent the forward recursion of SOVA thanks

to the elegant interpretation of the MAX-LOG-MAP algo-

rithm given in [17]. Based on [13] and instead of storing

the survivor paths, we rather store the reliability difference

at epoch n whose definition is:

Rn
[

Sn−1(i),Sn( j)
]

= Γn
[

Sn( j)
]

− γn
[

(Sn−1(i),Sn( j)
]

,

(i, j) ∈ ({1, . . . ,16})2
. (26)

The reliability difference of the survivor path is then equal

to zero in our case. Once Eq. (26) is computed for a given

depth, the backward recursion is yielded and the max-log

joint probability is obtained as follows:

P
[

Sn−1(i),Sn( j),r f ]= βn
[

Sn(i)
]

+Rn
[

Sn−1(i),Sn( j)
]

,

(27)

where

βn−1
(

Sn−1( j)
)

= min
i

[

Rn
(

Sn−1(i),Sn( j)
)

+βn
(

Sn(i)
)]

.

(28)

Finally the soft output of the symbol Sn is:

P
(

Ŝn =
Sn( j)

r f

)

= min
i

[

P(Sn−1(i),Sn( j),r f )
]

. (29)

Since Sn is composed of the 4 bits [b̃4n, b̃4n+1, b̃4n+2, b̃4n+3],
the conversion of the soft output (LLR) to the bit level is

straightforward.
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4.3. Optimizing Computational Complexity

4.3.1. The Branch Metrics Computation

Equation (21) shows that the proposed branch metric is

a sum of 8 sub-metrics Bk,0 and Bk,∆τ̂ and, therefore, one

may assume that it is necessary to compute 2,048 differ-

ent values of sub-metrics in order to get Eq. (21). Fortu-

nately, each sub-metric does not involve all the underlying

bits that make up the trellis of Fig. 2. If we develop, for

instance, B0,0:

B0,0 = r f (4nT)− ĥ0
[

jb4n+1w f
0(−T )+b4nw f

0(0)

+ jb4n−1w f
0(T )−b4n−1b4nb4n+1w f

1(0)
]

− ĥ1
[

jb4n−3w f
0(−(1+∆τ̂)T )+b4n+2w f

0(−∆τ̂T )
]

+ jb4n+3w f
0

[

(1−∆τ̂)T )+b4n−3b4n+2b4n+3w f
1(−∆τ̂T )

]

,

(30)

we may notice that it only involves 6 different bits out

of 8. Thus, only 64 different values of this sub-metric are

computed instead of 256. Following the same approach, it

is necessary to compute only 16 different values of B1,∆τ̂
since it is a function of 4 different bits. In consequence,

the total number of the computed values decreases from

2,048 to 320. The obtained result is smaller than the one

based on the state-of-the-art solution [5] which is equal

to 480. This optimization process does not affect the final

output of Eq. (21), since the calculated values of the sub-

metrics are simply duplicated and reordered with respect to

the proposed trellis.

4.3.2. Selected Number of Nodes and Reliability Values

In order to estimate the underlying bit sequence and/or its

soft information, the classical approach consists to make

a full trellis search up to a certain depth δ and then to

perform a trace-back loop. In this case, it means that it

is necessary to calculate 256 branch metrics at each epoch

and to store 16δ values for hard decoding or 256δ relia-

bility values for soft decoding. In this paper, we propose

to reduce the number of operations via the M-algorithm

whose concept was introduced in [11] for hard decoding

in [18] and in [12] for soft decoding. This technique is

Algorithm 1: M-SOVA algorithm proposed

Result: Bit level LLRs

Initialization Let {i1, . . . , iM} be the best M states;

i1 = 1, . . . , iM = M;

for n = 1 to δ do

Compute sub-metrics: (22) and (23);

Compute competing paths cumulative metrics

γn(Sn−1(i),Sn( j)) using (21) and (25) for

i ∈ {i1, . . . , iM} and j ∈ {1, . . . ,16};

Update Γn(Sn( j)) using (24);

Compute the reliability difference values

Rn(Sn−1(i),Sn( j)) using and (26) for

i ∈ {i1, . . . , iM} and j ∈ {1, . . . ,16};

Sort Γn(Sn( j)) and update (i1, . . . , iM);
Store (i1, . . . , iM) and Rn(Sn−1(i),Sn( j));

Backward recursion;

for n = δ down to 1 do
Compute βn(Sn( j)) using (28) for

j ∈ {i1, . . . , iM} and i ∈ {1, . . . ,16};

LLR;

for n = 1 to δ do
Compute LLRs using (27) and (29) for

i ∈ {i1, . . . , iM} and j ∈ {1, . . . ,16};

Convert symbol LLRs to bit LLRs

a sub-optimal tree search, as it only crosses a part of the

trellis. It consists in extending the M best states instead

of all the states from one epoch to the next. This reduces,

in the scenario presented the number of calculated branch

metrics, as it decreased from 256 to 16M. As for soft

decoding, we propose to combine the M-algorithm with

the MAX-Log-MAP SOVA presented in Subsection 4.2,

and we refer to it as M-SOVA. This approach is differ-

ent from the soft output M-algorithm (SOMA) introduced

in [12], since the latter is based on the conventional SOVA

for binary codes [13]. The proposed algorithm is de-

scribed in Algorithm 1, and we compare, in Table 1, the

number of operations required to estimate one block of

4 bits via the state-of-the-art solution (the least squares

XTCQM decoder) and the proposed algorithms (i.e. by

taking a depth δ = 1). One may see that the number of

Table 1

Complexity comparison of the different decoders

State-of-the-art solution [5]
Proposed solution Proposed solution

with Viterbi M-algorithm M-SOVA

Addition 3968 640+128M 644+176M
Multiplication 960 640 640
‖.‖2 480 320 320
Comparison 240 15M 46M +40
Sorting operation of 16 elements 0 1 1
Number of stored values 16 16 17M
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additions and multiplications is relatively high. This is

mainly due to the sub-metrics computations, since they re-

quire 960 multiplications and 1,920 additions if we take

the state-of-the-art solution approach [6] is adopted. On

the other hand, the computation of the 8 sub-metrics in-

volves 640 multiplications and 640 additions in our case.

The use of the M-algorithm may further reduce the num-

ber of operations and the required storage memory, without

adding a significant degree of complexity due to the use of

sorting algorithms, since the latter have an average com-

plexity order of O
[

16log(16)
]

[12].

5. Simulation Results

In all of simulations, we consider that |h0| = |h1| =
√

2
2 .

5.1. BER Performance as a Function of the PAM

Approximation

We start by evaluating the different algorithms for uncoded

systems, i.e. without applying channel coding. In Fig. 3

and Fig. 4, we plot the BER curves of the detectors for

different values of ∆φ = arg(h1)−arg(h0). In the different

figures, approx. 1 refers to the computing of the branch

metrics by assuming that w f
1(0) = 0. On the other hand,

approx. 2 takes into account w f
1(0) in the branch metrics

computation. It can be seen that the performance of differ-

ent detectors changes along with the phase angle difference

of h0 and h1. One may also notice that using the 2nd ap-

proximation offers the best BER performance among all

the detectors. Moreover, the performance gap between the

proposed algorithm with approx. 2 and the state-of-the-art

solution increases when the differential delay ∆τ increases,

as shown in Fig. 5.

Fig. 3. BER performance for the different PAM approximations,

∆τ = 0, ∆φ = π
2 .

Fig. 4. BER performance for the different PAM approximations,

∆τ = 0, ∆φ = 0.

Fig. 5. BER performance for the different PAM approximations,

∆τ = 0.4, ∆φ = π
2 .

5.2. BER Performance as a Function of M

In Fig. 6, we plot the BER curves of the Viterbi M-algo-

rithm for different values of M. One may notice that two

best states instead of 16 taken at each epoch are sufficient

to achieve nearly optimal performance. Therefore, incor-

poration of the M-algorithm for hard decoding may of-

fer a considerable reduction in complexity, simultaneously

maintaining very good BER performance.

5.3. Coded Performance using M-SOVA

Here, we evaluate the BER performance of the M-SOVA.

To do so, bit stream b is encoded using a low density parity

check (LDPC) encoder of rate R = 2
3 , with its number of

bits contained in the information word K being equal to
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Fig. 6. BER performance for different M values, ∆τ = 0, ∆φ = π
2 .

4,096. This encoder is developed at NASA’s JPL and is

fully described in [19]. It is also normalized in IRIG [1].

The LDPC-encoded bits are then Alamouti encoded as de-

scribed in Section 2 to generate the two signals s0 and

s1. The received signal is demodulated using the M-SOVA

and the estimated LLRs are fed to the LDPC-decoder that

performs a maximum of Nit = 200 iterations. The BER per-

formance curves are plotted in Fig. 7 for different values

Fig. 7. BER performance for LDPC when paired with M-SOVA,

∆τ = 0, ∆φ = 0.

of M. The same figure shows also the BER performance of

the SOVA detector for the single-input-single-output (SISO)

case [7]. One may see that 5-SOVA only performs within

0.3 dB of the 16-SOVA case. Moreover, it may be seen

that BER performance is more sensitive to M when soft

decoding is applied, since the LRR estimates increase as

M is decreased. Despite that, the proposed M-SOVA offers

a close BER performance when M equals 5.

6. Conclusion

In this paper, we presented a decoding architecture for

Alamouti-encoded SOQPSK-TG signals. The proposed so-

lution relies on the PAM approximation of SOQPSK-TG

rather than on the XTCQM approximation and operates us-

ing a single trellis regardless of the sign of the differential

delay between the two signals. We showed that soft outputs

of the decoded bit stream may be extracted via the proposed

M-SOVA while keeping a reasonable degree of complexity.

Simulation results show that the proposed solutions offer

better BER performance than the least squares XTCQM

Alamouti decoder (state-of-the-art solution) when we con-

sider the second PAM approximation for different channel

configurations. It is also shown that LLRs provided via M-

SOVA offer very attractive BER performance when Alam-

outi encoding is combined with IRIG-normalized LDPC

encoding.
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