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Abstract

The 2007-2008 global financial crisis and the subsequent anemic recovery have rekindled
academic interest in quantifying the impact of uncertainty on macroeconomic dynam-
ics based on the premise that uncertainty causes economic activity to slow down and
contract. In this paper, we study the interrelation between financial markets volatility
and economic activity assuming that both variables are driven by the same set of unob-
served common factors. We further assume that these common factors affect volatility
and economic activity with a time lag of at least a quarter. Under these assumptions,
we show analytically that volatility is forward looking and that the output equation of
a typical VAR estimated in the literature is mis-specified as least squares estimates of
this equation are inconsistent. Empirically, we document a statistically significant and
economically sizable impact of future output growth on current volatility, and no effect of
volatility shocks on business cycles, over and above those driven by the common factors.
We interpret this evidence as suggesting that volatility is a symptom rather than a cause
of economic instability.
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1 Introduction

During the 2007-2008 global financial crisis, the world economy experienced a sharp and
synchronized contraction in economic activity and an exceptional increase in macroeconomic
and financial uncertainty /volatility. Indeed, after the VIX Index (the most commonly used
measure of equity market volatility) spiked in the second half of 2008, world growth collapsed
dramatically (Figure 1). Once started, the recovery has been unusually weak and uncertain.
Many economic commentators and policy makers viewed the widespread and heightened
uncertainty as one of the key factors behind the unusual depth, duration, and the degree
of synchronization across countries of the ensuing recession, often referred as the “Great
Recession” (see for example IMF, 2012). Given this experience, there is strong renewed
academic interest in identifying and quantifying the impact of uncertainty on macroeconomic
dynamics.
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Figure 1 QUARTERLY WORLD GDP GROWTH AND VIX INDEX. World GDP
growth (quarter on quarter, in percent) is computed as the weighted average
of the GDP of 33 advanced and developing economies—the same used in our
empirical application—covering more than 90 percent of world GDP, using PPP-
GDP weights. The sample period is 1990.1-2011.11I.

In this paper, we approach the problem of modeling the interrelation between uncertainty
and macroeconomic dynamics in the world economy as a two-way process. Specifically, we
assume that both uncertainty and the business cycle are driven by a similar set of common
factors. We then assume that while these common factors can affect financial market volatility
contemporaneously, they tend to affect the dynamics of the real economy only with a lag of at
least a quarter.! Under these assumptions, we find a statistically significant and economically
sizable impact of future output growth on current volatility, and no effect of a volatility shock
on the business cycle over and above those driven by the common factors. The evidence is
clearly compatible with volatility being a symptom rather than a cause of economic instability.

The paper also contributes to the literature in a number of other respects. First, it
proposes quarterly measures of global uncertainty constructed using daily returns across 109

!The results of our analysis are unchanged if we were to assume that these common factors affect the
macroeconomy contemporaneously, while volatility leads by one period.



asset prices worldwide. We shall consider four asset classes, namely equity prices, exchange
rates, bond prices, and commodity prices. Second, it builds an empirical model of volatility
and the business cycle for 33 countries representing over 90 percent of the world economy
that takes the following stylized facts into account: (i) shocks are transmitted in financial
markets faster than in markets for goods and services; (ii) while volatility is well represented
by a stationary process, macroeconomic time series are typically found to follow (or being
well approximated by) unit root processes; and (iii) neither volatility nor the business cycle
can be reduced to a single common component (i.e., they are driven by both common and
idiosyncratic factors). Third and finally, using the global model and a number of different
realized volatility measures, the paper investigates the interaction between volatility and the
business cycle in an interconnected world economy.

To measure economic uncertainty, we build on the contributions of Andersen, Bollerslev,
Diebold, and Labys (2001, 2003) and Barndorff-Nielsen and Shephard (2002, 2004), and we
compute realized volatility for a given quarter using daily returns on 92 asset prices (in 33
advanced and emerging economies) and 17 commodity indices. Then we study the time series
properties of these volatility measures as well as the extent to which they are driven by global
or asset-specific factors.

To study the interconnection between volatility and the business cycle, we use the Global
Vector Autoregressive (GVAR) methodology, originally proposed by Pesaran, Schuermann,
and Weiner (2004) and further developed in Dees, di Mauro, Pesaran, and Smith (2007)
and Dees, Hashem Pesaran, Vanessa Smith, and Smith (2014). The GVAR methodology
is a relatively novel approach to global macroeconomic modeling that combines time series,
panel data, and factor analysis techniques to address the curse of dimensionality problem in
modelling the interconnections in the world economy.? Augmenting the GVAR framework
with a volatility module also allows us to treat the volatility measures we consider as en-
dogenous in a parsimonious yet disaggregated model of the world economy. In this way, we
can identify and illustrate the different linkages that might exist between volatility and the
idiosyncratic and global components of economic activity. We refer to this combined model
as the GVAR-VOL model.

To identify the effects of a volatility shock, we assume that both volatility and real eco-
nomic activity are affected by the same set of unobserved common factors. These factors
could capture general political and economic events that are difficult to measure, but nev-
ertheless have important impacts on volatility and macroeconomic dynamics.? We further
assume that these common factors affect volatility contemporaneously but have an impact
on output growth with a delay: an assumption that rests on the observation that shocks are
typically transmitted in financial markets faster than in markets for goods and services. In
this way, we can identify global volatility shocks that are orthogonal to the innovations in
the cyclical component of real GDP and inflation.

Our main findings are as follows: from a theoretical view point we show that volatility is
forward looking and that the output equation of a typical VAR estimated in the literature is
mis-specified as least squares estimates of this equation are inconsistent. This implies that,

2For a recent review of the methodology and a number of applications of the GVAR see di Mauro and
Pesaran (2013).

3Note that while these factors are common across all markets, countries, and variables, they can have
differential effects on variables within and across different countries.



if our assumptions are plausible, typical impulse response functions of measures of economic
activity to volatility shocks are biased regardless of the structural VAR identification scheme
employed.

Empirically, we provide three main sets of results. First, our (unconditional) descriptive
analysis shows that volatility is persistent, but is well approximated by a stationary process
at business cycle frequency. It behaves countercyclically—consistently with the common
wisdom in the literature—and it can significantly lead the business cycle. We also find that
realized volatility co-moves significantly within asset classes, but is not as highly correlated
across asset classes (especially for commodities).

Second, by using a small open economy assumption and the law of large numbers applied
to cross-sectionally weakly correlated processes, our multi-country analysis allows us to con-
sistently estimate the effects of future, contemporaneous, and lagged values of the changes
in global (aggregate) activity on volatility. Our results show that there is a strong negative
statistical association between future output growth and current volatility.

Third and finally, we find that exogenous changes to volatility have no statistically signif-
icant impact on economic activity over and above that of its common component. In other
words, we find that volatility shocks have little or no direct effect on real GDP once we con-
dition on a small set of country-specific and global macro-financial factors in the GVAR-VOL
model. We do not interpret this evidence as saying that volatility has no effect on economic
activity. Instead, we suggest that most of its effect (often found in the literature) may be
coming from the fact that volatility itself is driven by the same common factors that affect
the business cycle. In other words, volatility seems to be more of a symptom rather than a
cause of economic instability.

The above result differs from the ones in literature that typically find volatility to have a
statistically significant negative effect on economic activity. This finding primarily emanates
from the identifying assumption made in the literature that rules out the existence of a
contemporaneous effect from activity on volatility. As a robustness check, we also estimated
the GVAR-VOL model excluding future and contemporaneous activity variables from the
volatility module. Under these identifying assumptions, and in line with the literature, we do
find that volatility has some direct impact on real GDP and a strong association with equity
price and exchange rates, which in turn can affect economic activity indirectly via balance
sheet and wealth effects. We see our contribution as providing an alternative identifying
assumption which allows volatility and activity to be inter-related through a third set of
factors.

The rest of the paper is organized as follows. The next section briefly surveys the the-
oretical and empirical literature on the interconnection between volatility and the business
cycle. In Section 3 we sets out a simple factor model for volatility and economic activity.
Building on this theoretical framework, Section 4 describes the model that we use for the
empirical analysis on the relation between volatility and business cycle. Section 5 gives the
details of how we construct our proxy measures of economic uncertainty and the data we use,
and Section 6 documents their main time-series properties and comovement with economic
activity. Section 7 discusses the specification and estimation of the model. Section 8 reports
and comments on the empirical results of the analysis. Section 9 relates our empirical find-
ings to those of the existing literature. Several appendices provide details on the data set we



used and some descriptive statistics on individual volatility series, as well as other technical
details and supplemental results.

2 Theory and related empirical literature

Standard macroeconomic theory suggests that an increase in uncertainty may cause a tem-
porary fall in economic activity. From the viewpoint of the firm, irreversible investment
provides the traditional mechanism through which changes in uncertainty affect economic
activity (see Bernanke (1983), Dixit and Pindyck (1994) and, more recently, Bloom (2009)).
In this framework, exogenous changes in volatility lead to the postponement of irreversible
investment and hence a fall in the current level of economic activity.* But as uncertainty is
resolved, investment plans are brought forward and the level of economic activity begins to
recover. On the households’ side, Leland (1968) and Kimball (1990) show how, under certain
assumptions, increased uncertainty regarding the future stream of labour income and divi-
dends induces households to increase their precautionary savings by reducing consumption,
and hence demand. But again, as uncertainty recedes, consumption recovers. Financial fric-
tions provide an additional mechanism through which uncertainty may affect the economy,
generally via an increase in the risk premium (see Christiano, Motto, and Rostagno, 2014,
Gilchrist, Sim, and Zakrajsek, 2013, Arellano, Bai, and Kehoe, 2012).°

Based on the above theoretical reasoning, a first strand of the empirical literature revisited
the relation between uncertainty and the business cycle, mainly focusing on the U.S. econ-
omy.% Bloom (2009) in particular examines the relationship between volatility and output
growth using Hodrick-Prescott filtered data in a recursively identified VAR, where the volatil-
ity measure is ordered before economic activity. He shows that in a such a set up, increases
in volatility generate a quick drop and rebound in industrial production. Bloom, Floetotto,
Jaimovich, Saporta-Eksten, and Terry (2012) show that this result holds using different prox-
ies for uncertainty computed from micro data, such as the cross-sectional dispersion of firms
total factor productivity (TFP) and output growth. Baker and Bloom (2013) attempt to
identify the causal link between uncertainty and economic activity using an instrumental
variable approach.

The available evidence for other countries is consistent with the one for the United States.
Carriere-Swallow and Cespedes (2013) estimate a battery of small open economy VARs for
20 advanced and 20 emerging market economies in which the VIX index is assumed to be

4Favero, Pesaran, and Sharma (1994) provide an empirical investigation of this effect in the case of the
development of oil fields in the North Sea.

°From a theoretical perspective, the impact of uncertainty on economic activity could also be positive.
For example Mirman (1971) shows that, if there is a precautionary motive for savings, then higher volatility
should lead to higher savings rate, and hence a higher investment rate. Also, Oi (1961), Hartman (1976) and
Abel (1983) show that, if labor can be freely adjusted, the marginal revenue product of capital is convex in
price; in this case, uncertainty may increase the level of the capital stock and, therefore, investment.

SThe countercyclical behavior of the U.S. stock market volatility is a well known stylized fact. See, for
example, Schwert (1989a) and Schwert (1989b). On the volatility of firm-level stock returns see Campbell,
Lettau, Malkiel, and Xu (2001), Bloom, Bond, and Reenen (2007) and Gilchrist, Sim, and Zakrajsek (2013); on
the volatility of plant, firm, industry and aggregate output and productivity see Bloom, Floetotto, Jaimovich,
Saporta-Eksten, and Terry (2012) and Bachmann and Bayer (2013); on the behavior of expectations’ disagree-
ment see Popescu and Smets (2010) and Bachmann, Elstner, and Sims (2013).



determined exogenously. Their results show that emerging market economies suffer deeper
and more prolonged impacts from uncertainty shocks, and that a substantial portion of such
larger impact can be explained by the presence of credit constraints in the case of emerging
market economies, which is in accordance with the recent work of Christiano, Motto, and
Rostagno (2014), Gilchrist, Sim, and Zakrajsek (2013) and Arellano, Bai, and Kehoe (2012).
Using an unbalanced panel of 60 countries, Baker and Bloom (2013) also provide evidence
of the counter-cyclicality of different proxies for uncertainty, such as stock market volatility,
sovereign bond yields volatility, exchange rate volatility and GDP forecast disagreement.
Finally, Hirata, Kose, Otrok, and Terrones (2012) use a factor-augmented VAR (FAVAR),
with factors computed based on data for 18 advanced economies and a recursive identification
scheme in which the volatility variable is ordered first in the VAR. They find that, in response
to an uncertainty (volatility) shock, GDP falls and then rebounds consistent with Bloom
(2009), although the impact is smaller.

The analysis of the interrelation between volatility and economic activity is challenging
for a number of reasons. First, and most importantly, the direction of causality between
uncertainty and economic activity is difficult to establish empirically and likely runs in both
ways. Theoretically, for instance, some papers provide examples of how spikes in uncer-
tainty may be the result of adverse economic conditions rather than being a driving force
of economic downturns (see, for example, Van Nieuwerburgh and Veldkamp, 2006, Fostel
and Geanakoplos, 2012, Bachmann and Moscarini, 2011, Tian, 2012, Decker, D’Erasmo, and
Moscoso Boedo, 2014). While the existing literature typically assumes from the outset of the
empirical analysis that uncertainty causes activity to slow and contract, we assume that both
uncertainty and activity are driven by the same set of common factors. This is a possibility
that is supported by available empirical evidence and that, as we shall see in the next section
of the paper, gives rise to estimation issues that can be dealt with only in a the context of a
multi-country empirical model like the one we use.

Gilchrist, Sim, and Zakrajsek (2013), for instance, estimate a VAR for the United States
with both an aggregate uncertainty measure (computed from firm-level equity returns with
the Fama-factor approach) and the 10 years BBB-Treasury credit spread. They find that
an increase in uncertainty as measured by stock market volatility leads to an economically
and statistically significant drop in detrended GDP (with some mean-reversion but no over-
shooting). However, once shocks to uncertainty are orthogonalized with respect to the con-
temporaneous information from the corporate bond market (i.e., the stock market volatility
ordered after credit spread in their recursive identification) uncertainty shocks do not have
any statistically significant effect on detrended GDP. This evidence suggests that indeed fi-
nancial factors (i.e., financial shocks or frictions) could drive both volatility and the business
cycle.

Using data from business surveys, Bachmann, Elstner, and Sims (2013) show that positive
innovations to business uncertainty (measured as either sectorial business forecasts disagree-
ment or ex post forecast errors) have protracted negative effects on the level of economic
activity, without any evidence of the drop—and-rebound dynamics documented in the studies
mentioned above. The authors suggest as possible explanation for this result that “uncer-
tainty is driven by some kind of first moment shock that has long-lived effects on production.”
This would imply that uncertainty itself is not the ultimate cause of the long-lasting esti-
mated negative impact found in the data. Again, this evidence is consistent with the idea



that uncertainty may simply be a by-product of “bad” economic times and may be caused
by expectations of long-lasting economic downturns.

A second challenge in the analysis of uncertainty and economic activity lies in the fact that
standard theory requires a persistent increase in volatility to explain a persistent downturn
in activity. In fact in standard theoretical models activity rebounds when uncertainty is
resolved. But as we see in Figure 1, and unlike typical macroeconomic variables like real
GDP or inflation, volatility is not very persistent. For example, during the recent great
recession, uncertainty quickly reverted back to normal levels after spiking in 2008, while
world output growth continued to be depressed several years after the onset of the subprime
crisis in the United States in early 2007. Partly because of this reason, researcher’s attention
shifted to a distinct source of uncertainty that is much more persistent, namely measures
of “macroeconomic policy uncertainty” (see, for instance Baker, Bloom, and Davis, 2013,
Kose and Terrones, 2012, Mumtaz and Surico, 2013). We address this issue specifying an
empirical model that takes the different degree of persistence of volatility and macro variables
into explicit account and we do not relay on filtering procedures to isolate the business cycle
frequencies of economic activity.

Finally, note that both volatility and the business cycle have idiosyncratic (to countries,
asset classes, and regions) as well as common components. A separate strand of empirical
literature argues that the international business cycle is better characterized by a combination
of global and regional cycles rather than a single world business cycle (see, for instance Kose,
Otrok, and Whiteman, 2003, Hirata, Kose, and Otrok, 2013). Similar findings extend to
financial cycles (see Kose, Otrok, and Prasad, 2013). We take this into account by considering
the joint behavior of economic activity in many countries and by allowing for the possibility
of multiple sources of global financial volatility.

3 A simple factor model of volatility and macroeconomic dy-
namics

We begin with a simple model and assume that a small set of common factors characterize
the evolution of the world economy. Moreover, given the possible bidirectional relationship
between volatility and growth, we allow these factors to drive both asset price volatility and
macroeconomic variables. Finally, we assume that these factors affect financial markets faster
than they can affect macroeconomic dynamics: while affecting financial market volatility
contemporaneously, they can affect macroeconomic dynamics only with a lag of at least
one quarter. Note, however, that our basic assumption is the time difference between the
way common factors affect volatility and the real economy. For example, the results of our
analysis remain qualitatively unchanged if we were to assume that common factors affect the
macroeconomy contemporaneously, but with volatility leading the factors by one quarter.

Suppose that there are N + 1 countries in the global economy, indexed by ¢ =0, 1, ..., N,
where country 0 serves as the numeraire. Denote by v; a (m x 1) vector of global volatilities
and by yi a (k/ x 1) vector of country-specific macroeconomic aggregates that include, for
instance, GDP and inflation. Both macroeconomic variables and volatilities are affected by
one or more common latent factors, represented by the (s x 1) vector, n;. We assume that



yit is a unit root process, or I(1), and v; is stationary, or (0): assumptions that, as we shall

see, are supported by the data. We also assume that m and s are fixed and do not increase
with N and/or T.

We shall begin by re-examining the relationship between vy and Ay;;, assuming that these
variables are related indirectly through a set of common latent factors, n;. In particular, we
consider the following dynamic specification (suppressing the deterministic components such
as intercepts and higher order lags to simplify the exposition):

vi = ®vi + A +E, (1)
Ay = ®1 Ay +Tingq + ¢y, fori=0,1,...,N.

According to (1), the common factors n; affect volatility first, as it realizes contemporaneously,
before impacting macroeconomic variables. The same process n; also affects macroeconomic
variables in country ¢ with a lag of one quarter. Note here that the process n; represents a
global factor and it is therefore common across all countries and markets, but it can affect each
country in the global economy differently via different country-specific loadings, as defined
by the elements of T';.

The common factors could arise either as a result of the internal dynamics of the global
economy or could be the result of political or other external factors such as wars, natural
disasters or could even reflect rumors and noisy information. In this paper we do not take
specific position regarding the nature of such common factors. But we believe that it is rea-
sonable to suppose that financial markets and their volatility are more immediately affected
by such news or events as compared to the real economy where employment and investment
decisions are subject to inertia and government regulations, which prevents production firms
and households to adapt to news and political events as promptly as it is done by financial
firms.

We make the following statistical assumptions:

A [A(®1;)] < 1 — ¢, for some strictly positive constant € > 0, where A\(®y;)
denotes the eigenvalue of ®1;;

B. the country-specific coefficients, ®1; and I'; are random draws from common
distributions with finite moments;

C. the average factor loading matrix T' = (N + 1)~} Zf\io I';, and A are full
column rank matrices such that I'T' and A’A are non-singular. Specifically,
we assume that kY > s, and m > s, namely that there are at least as many
macro variables and volatility measures as common factors;

D. the idiosyncratic errors, ¢; and &, are serially uncorrelated, with &, be-
ing independently distributed of the factors. Specifically, E(¢;¢;) = 0,
E(¢,£,) =0, and E(n&),) = 0, for all 4,¢, and ¢/ # .

E. ¢ are cross-sectionally weakly correlated (in the sense defined by Chudik,
Pesaran, and Tosetti, 2011) so that {, = (N+1)~! Zf\io Cit =0y [(N + 1)_1/2] )

Since n; is unobserved, a direct relationship between Ay,;; and v; can be established if n; is
eliminated from the above system of equations. Under assumption C, it is possible to obtain



Ay;; in terms of v, and vice versa. However, due to the presence of the idiosyncratic errors
¢, and &, it is not possible to identify the common factors from the observables, unless—as
we shall see—N is sufficiently large and assumptions A and E hold.

Let’s first solve for the volatility variables. Assume for simplicity that the dynamics of
the macro equations are homogenous, i.e., ®1; = ®1, for all i. Averaging the macro equations
across 7, we have:

Ay = @Ay + Ty + ¢,

where T and ¢, are defined above, and y; = (N + 1)~} Zf\; oYit.” Under Assumption C,
solving for n;, we have:

_ = _ 1=/ —
n = (F,F) lI‘ (A}_’t+1 — P Ay — Ct+1) ,
which if used in (1) yields:
vi=®1,vi 1+ WAV + Yo AF — W1 .Cy g + &, (2)

where

@, = A('T) 'L, and ¥o, = —A(D'T) T &,

Therefore, under the above set up, volatility is led by macroeconomic dynamics and responds
to expected changes in economic activity. For example, during the recent global crisis, one
could argue that a few factors were responsible for the evolution of the world economy and
those factors affected volatility directly within a given quarter, but were impacting on growth
and inflation with a lag of at least one quarter. This means, for instance, that when Lehman
Brothers went bankrupt in September 2008, volatility increased within the same quarter while
growth and inflation were affected by this shock only in the subsequent quarters.®

Equation (2) also raises an important estimation issue. If the number of countries, N + 1,
is fixed, there is an endogeneity problem. Specifically, Ay;,; and (, 41 are correlated and,
therefore, consistent estimation of the parameters would require the use of instrumental
variables, which in the present context are difficult to find. This endogeneity problem would
arise in the case of any volatility-growth regression for an individual country. An example
would be the typical bivariate VAR model for the United States estimated in the literature
with a measure of volatility and output growth. Under our assumptions, however, for N
sufficiently large we have that ¢, 11 —p 0, a8 N — oo. In other words, by using a small
open economy assumption and the law of large numbers applied to cross-sectionally weakly
correlated processes, we can address the endogeneity problem of equation (2). Hence, the
parameters of (2) can be consistently estimated by least squares regressions of v; on vy_q,
Ay.y1, and Ayy. This clearly highlights the value added of taking a multi-country approach
to the analysis of the interrelation between volatility and the business cycle.

Note that using a large number of countries permits consistent estimation of (2) even if the
macro dynamics are heterogeneous across countries (namely ®; differ across ). In this case,

"One could also use weighted cross sectional averages so long as the weights are granular, in the sense that
they are all of order (N + 1)7".

8 As we noted above, an equivalent assumption is that volatility started to rise in the run up to the Lehman’s
collapse while growth and inflation were affected during the same quarter in which Lehman collapsed. What
matters is to assume that these factors affect financial markets faster than they can affect macroeconomic
dynamics.



the derivation of the expression for n; is more complicated and now involves lags of Ay;. But
Chudik and Pesaran (2013) show that, even with dynamic heterogeneity, under assumption
A and E, ny; can be approximated by an infinite distributed lag function of Ay;1q, Ay,
and their lagged values. The coefficients of such distributed lag function decay exponentially
and can therefore be suitably truncated for estimation. In this heterogeneous setting, the
volatility regression equation (2) can be written as:

pr
Vi= Bivio + > Wi AT+ &+ 0, (N +1)7] (3)
=0

where pr = O(T"/3). In practice, Chudik and Pesaran (2013) show that one can set py =
T3,

We now solve for the macro variables. For each country ¢ we have:
Ayt = P Ay -1+ Eivie1 — SjaVi—2 + Uy, (4)

where:
Eil = F’i(A,A)_lAla Ei? = Fi(A/A)_lA/¢1U7
and:
u = Qi — Einy_q- (5)

The expression (4) for Ay;; has the familiar appearance of the reduced-form equation of a
bivariate VAR for Ay;; and vy, as it is typically estimated in the literature. However, due to
the dependence of v;—; on &;_;, we have that:

E(uiv,_y) = —T;(A'A)'A'E (&_1&1) #0,

and, therefore, the parameters of (4) can not be consistently estimated by ordinary least
squares. This implies that, under the assumption that the factor model (1) is true, any
bivariate VAR containing an equation like (4) would produce an inconsistent impulse response
of Ay, for shocks to vy, regardless of the identification assumption made. The analysis
therefore shows that, if the factor model (1) holds, we cannot estimate the impact of volatility
and growth in a model in which v;_; enters directly in the equation for Ay;, even if we were
to take a global perspective, focusing only on global volatility and global activity. Note,
moreover, that this result does not depend on the timing assumption that we made at the
beginning of this section: the mis-specification of (4) also follows when we assume that the
common factors affect contemporaneously both volatility and economic activity.

4 The GVAR-VOL model

Modelling global volatility and world growth is problematic for two more reasons other than
the estimation issues discussed in the previous section. First, the stochastic process of most
macroeconomic times series, such as real output or the level of nominal