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Abstract  21 

 22 

The visual impression of an object’s surface reflectance (‘gloss’) relies on a range of visual 23 

cues, both monocular and binocular. While previous imaging work has identified processing 24 

within ventral visual areas as important for monocular cues, little is known about cortical 25 

areas involved in processing binocular cues. Here we used human functional magnetic 26 

resonance imaging (fMRI) to test for brain areas selectively involved in the processing of 27 

binocular cues. We manipulated stereoscopic information to create four conditions that 28 

differed in their disparity structure and in the impression of surface gloss that they evoked. 29 

We performed multi-voxel pattern analysis to find areas whose fMRI responses allow classes 30 

of stimuli to be distinguished based on their depth structure vs. material appearance. We 31 

show that higher dorsal areas play a role in processing binocular gloss information in addition 32 

to known ventral areas involved in material processing, with ventral area LO responding to 33 

both object shape and surface material properties. Moreover, we tested for similarities 34 

between the representation of gloss from binocular cues and monocular cues. Specifically, we 35 

tested for transfer in the decoding performance of an algorithm trained on glossy vs. matte 36 

objects defined by either binocular or by monocular cues. We found transfer effects from 37 

monocular to binocular cues in V3B/KO, suggesting a shared representation of the two cues 38 

in this area. These results indicate the involvement of mid-to-high level visual circuitry in the 39 

estimation of surface material properties, with V3B/KO potentially playing a role in 40 

integrating monocular and binocular cues.  41 

 42 

 43 
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Introduction 46 

 47 

Surface gloss provides important information about the characteristics of visual 48 

objects: for instance, shiny metal objects are usually recently manufactured and have better 49 

conductance than rusty metal, while fresh apples have glossier skin than rotten ones. 50 

However, estimating gloss poses a difficult challenge to the visual system: the viewer has to 51 

separate the surface properties of the object from information about the illumination and 3D 52 

shape of the object (Anderson, 2011). Here we sought to investigate the neural circuits that 53 

play a role in meeting this challenge to estimate gloss. 54 

A number of investigators have studied the neural basis of gloss computations by 55 

manipulating the specular- and diffuse- surface reflectance properties of objects (Kentridge, 56 

Thomson, & Heywood, 2012; Nishio, Goda, & Komatsu, 2012; Nishio, Shimokawa, Goda, & 57 

Komatsu, 2014; Okazawa, Goda, & Komatsu, 2012; Sun, Ban, Di Luca, & Welchman, 2015; 58 

Wada, Sakano, & Ando, 2014). For instance, functional magnetic resonance imaging (fMRI) 59 

and single-cell recordings in the macaque brain have demonstrated that gloss information 60 

from reflections of the surrounding environment (i.e., specular reflections) is processed along 61 

ventral visual pathway from V1, V2, V3, V4 to superior temporal sulcus (STS) and inferior 62 

temporal (IT) cortex (Nishio et al., 2012; Okazawa et al., 2012). Similarly, human studies 63 

suggested that specular highlight cues to gloss are primarily processed in the ventral 64 

processing stream: V4, ventral–occipital (VO-1/VO-2) area, lateral occipital (LO) area, 65 

collateral sulcus (CoS) and posterior fusiform sulcus (pFs) (Sun et al., 2015; Wada et al., 66 

2014). Further, these human studies suggested the involvement of dorsal visual area V3B/KO 67 

in gloss processing.  68 

This previous work has involved participants looking at (stereoscopically) flat 69 

pictorial representations of glossy surfaces. This follows the tradition of psychophysical 70 
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studies that have identified a number of pictorial signals that could be used to identify surface 71 

reflectance properties (Anderson & Kim, 2009; Doerschner et al., 2011; Doerschner, 72 

Maloney, & Boyaci, 2010; Fleming, Dror, & Adelson, 2003; Gegenfurtner, Baumgartner, & 73 

Wiebel, 2013; Kim & Anderson, 2010; Kim, Marlow, & Anderson, 2011; Kim, Marlow, & 74 

Anderson, 2012; Landy, 2007; Marlow & Anderson, 2013; Marlow, Kim, & Anderson, 2011; 75 

Motoyoshi, Nishida, Sharan, & Adelson, 2007). For convenience, we will refer to these types 76 

of pictorial cues as ‘monocular’ in the sense that they allow a viewer to gain an impression of 77 

surface gloss based on a single view of the stimuli.  78 

In addition to monocular gloss cues, it is clear that potentially important information 79 

about surface reflectance properties comes from binocular cues. In particular, viewing glossy 80 

surfaces binocularly typically results in the two eyes registering a different pattern of 81 

reflections, such that specular reflections are displaced away from the physical surface in 82 

depth (Blake & Bülthoff, 1990; Kerrigan & Adams, 2013; Wendt, Faul, & Mausfeld, 2008). 83 

Past psychophysical work has shown that these binocular signals can strongly modulate the 84 

impression of surface gloss (Blake & Bülthoff, 1990; Kerrigan & Adams, 2013; Muryy, 85 

Fleming, & Welchman, 2012; Obein, Knoblauch, & Viénot, 2004; Sakano & Ando, 2010; 86 

Wendt, Faul, Ekroll, & Mausfeld, 2010; Wendt et al., 2008). For instance, Blake & Bülthoff 87 

(1990) showed that simply changing the disparity of a highlight with respect to a physical 88 

surface could lead to a considerable change in participants’ perceptual impression of surface 89 

gloss. Moreover, work characterizing the properties of binocular reflections has shown that 90 

the disparities evoked by such stimuli often differ substantially from the disparities evoked 91 

when viewing matte objects: disparity gradients are larger and there can be large vertical 92 

offsets between corresponding image features (Muryy, Fleming, & Welchman, 2014; Muryy, 93 

Welchman, Blake, & Fleming, 2013).  94 
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Here we sought to test for cortical areas engaged by monocular and binocular cues to 95 

gloss. The logic of our approach was to contrast stimuli that differed in binocular disparity 96 

structure or material appearance, and thereby localise fMRI responses to (i) disparity vs. (ii) 97 

perceived gloss. An ideal stimulus set would therefore contain (i) items that had the same 98 

material appearance but different disparity structures; and (ii) the same disparity but different 99 

material appearance, while in all cases keeping other image features identical. While this idea 100 

scenario is difficult to meet, here we develop an approach that allows us to implement (i) and 101 

address (ii). In particular, we used a computer graphics rendering approach (Fig. 1) to create 102 

stimuli for which we could independently manipulate monocular and binocular gloss cues.  103 

In particular, we manipulated the rendering process to change the locations from 104 

which pixel intensities are determined while keeping the viewing position constant (see 105 

Muryy et al., 2014 for a detailed description). This allowed us to create four binocular 106 

conditions. First, we used physically correct rendering of objects with mirrored surfaces 107 

reflecting a natural scene (Fig. 1B: Mirror). Second, we created a ‘painted’ condition in 108 

which the reflections were ‘stuck’ onto the surface of the object. This had the effect that 109 

monocular features were almost identical to a glossy object, but when stimuli were viewed 110 

stereoscopically the object appeared matte (Muryy et al., 2013; see also Doerschner et al., 111 

2011 for the analogous case with motion). Third, we modified the rendering process to create 112 

physically incorrect specular reflections (Fig. 1B: Anti-mirror). These stimuli had different 113 

overall disparity values, but nevertheless evoked an impression of surface gloss. Finally, we 114 

presented the same image to the two eyes, creating the impression of a stereoscopically flat 115 

object for which gloss was defined solely by monocular cues (Fig. 1B: Flat). We thereby 116 

sought to test for neural responses relating to changes in binocular signals vs. the perceptual 117 

interpretation of surface material properties. In addition, to draw comparisons with neuronal 118 

responses to gloss defined by monocular cues, we also measured fMRI responses when 119 
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participants viewed stimuli for which we used an image editing technique to alter the 120 

impression of surface gloss (Fig. 1C). In this way, we aimed to reveal common responses to 121 

gloss defined by differences in monocular and binocular cues. 122 
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Methods 123 

 124 

Participants 125 

Twelve participants with normal or corrected-to-normal vision took part in the 126 

experiment. One was an author H.-C. S. and the remainder were naïve. Three were male, and 127 

age ranged between 19 to 39 years. Participants were screened for normal stereoacuity and 128 

MRI safety. They provided written informed consent. All participants took part in three fMRI 129 

sessions: one binocular gloss session, one non-stereoscopic gloss session (see ‘Stimuli’ and 130 

‘Design and Procedure’), and one localiser session (see ‘ROI definition’).  The study was 131 

approved by the STEM Ethical Review Committee of the University of Birmingham. Non-132 

author participants received course credits or monetary compensation.  133 

 134 

Apparatus and Stimuli 135 

Apparatus. Stimulus presentation was controlled using MATLAB (Mathworks Inc.) 136 

and Psychtoolbox (Brainard, 1997; Pelli, 1997). The stimuli were back projected by a pair of 137 

projectors (JVC DILA SX21) onto a translucent screen inside the bore of the magnet. To 138 

present stereoscopic stimuli, the projectors were fitted with spectral comb filters (INFITEC, 139 

GmbH) – see (Preston, Kourtzi, & Welchman, 2009). This presentation technique allows 140 

stereoscopic presentation of colour images, with only slight differences in the colour spectra-141 

presented to each eye, and low cross-talk between the two eyes’ views. Participants viewed 142 

the stimuli binocularly via a front-surface mirror fixed on the head coil with a viewing 143 

distance of 65 cm. In the non-stereoscopic gloss session, participants viewed stimuli 144 

(binocularly) without wearing the Infitec glasses. Luminance outputs from the projectors 145 

were measured using Admesy Brontes-LL colorimeter (Admesy, Netherlands) and then 146 
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linearized and equated for the RGB channels separately with Mcalibrator2 (Ban & 147 

Yamamoto, 2013). Participant responses during the scan were collected using an optic fibre 148 

button box.  149 

 150 

Stimuli. A central fixation square (0.5 deg side length) was displayed in the 151 

background to provide a constant reference to promote correct eye vergence. We performed 152 

the experiment in two sessions: a binocular gloss session, and a non-stereoscopic gloss 153 

session. For the binocular gloss session, we used Matlab to create three different 3D objects 154 

(‘potatoes’, created by randomly distorted spheres which look like potatoes at arm’s length 155 

(Muryy et al., 2014; Muryy et al., 2013)). The rendering procedure involved using objects 156 

with known surface geometries presented at a viewing distance of 65 cm (Fig 1A). The 157 

objects had perfectly specular surfaces, and reflected one of three different spherical 158 

illumination maps, that for rendering purposes were located at optical infinity (Fig. 1A). The 159 

rendered images produced objects that were approximately 7 deg in diameter. These were 160 

presented at the centre of the screen with ± 0.4 degree jitter from the centre to reduce the 161 

build up of adaptation across repeated presentations at the centre of the screen. 162 

To produce stimuli for the four experimental conditions (‘mirror’, ‘painted’, ‘anti-163 

mirror’, ‘flat’) in the binocular gloss session, we made subtle modifications to the stimulus 164 

rendering process (for full details and mathematical implementation, see Muryy et al., 2014). 165 

In particular, under standard mirror reflection (Fig. 1B: Mirror), stimuli are rendered by 166 

finding the pixel value of point P in the image of left eye (EL) and right eye (ER) by reflecting 167 

the viewing vectors from left eye (VL) and right eye (VR) around the surface normal, n, to 168 

calculate the reflected ray vectors ωL and ωR (e.g., ωL = 2 (n VL ) n + VL ). These point to 169 

particular image intensities in the spherical illumination map, determining the pixel 170 

intensities that should be presented to EL and ER (see cartoons next to stereo pairs in Fig 1B 171 



Page 9 of 37 

for an illustration of this process). Using computer graphics, we changed the locations from 172 

which the objects are imaged for the purpose of defining the pixel intensities of the object, 173 

while keeping the stereoview frustum constant (Fig. 1B) (see Muryy et al. (2014)). This 174 

allowed us to manipulate the stereoscopic information from the reflections to create four 175 

different conditions, while leaving monocular images almost constant. Specifically: 176 

First, in the ‘mirror’ condition (Fig. 1B: Mirror), stimuli are generated following the 177 

normal specular reflection, creating the impression of a mirrored object. Second, in the 178 

‘painted’ condition (Fig. 1B: Painted), the specular reflections act like a texture and are 179 

effectively ‘stuck’ onto the surface of the object. This means that the specular reflections 180 

have the same stereoscopic depth as the object’s surface, although the images still contain 181 

classic ‘monocular’ signals to reflection, such as the distortions of the surrounding 182 

illumination map. In the painted case, the stereoscopic information largely overrides these 183 

monocular cues, greatly reducing the perception of surface gloss (Fig 2). Third, in the ‘anti-184 

mirror’ condition (Fig. 1B: Anti-mirror), we reversed the locations from which image 185 

intensities in the environment are determined between the two eyes. This leads to a 186 

considerable change the disparity structure of the images (Muryy et al., 2013); nevertheless 187 

the stimuli are perceived to have a similar glossy appearance to that of a correctly-rendered 188 

mirror (Muryy et al., 2012) (Fig 2). Finally, we created a ‘flat’ condition (Fig. 1B: Flat) in 189 

which the same image of the object was presented to both eyes, again reducing participants’ 190 

overall impression of gloss (Fig. 2). 191 

To ensure generality in identifying signals related to surface appearance, we used a 192 

different set of stimuli in the non-stereoscopic gloss session. In particular, we used single 193 

view renderings of 3D objects (3 different shapes) generated in Blender 2.67a (The Blender 194 

project: http://www.blender.org/). Participants were presented stimuli in four conditions 195 

(Glossy, Matte, Rough and Textured, see (Sun, Welchman, Chang, & Di Luca, 2016)). Only 196 
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data from the Glossy and Matte conditions are presented here. The Rough and Textured 197 

conditions are not directly relevant to the current study. To generate the Glossy and Matte 198 

stimuli, we first rendered the objects with a specular surface component. We then edited the 199 

images in Adobe Photoshop, using the ‘color range’ tool to extract the portions of the objects 200 

corresponding to specular reflections (i.e., lighter portions of the shape in Fig. 1C, where 201 

fuzziness parameter of the color range tool was set to 40 to isolate the specular highlights). 202 

We then pasted these highlights onto a rendering of the object produced with no specular 203 

surface reflection. When pasted into the ‘correct’ locations (i.e. those that contained 204 

highlights for the specular surface) the object appeared glossy (Fig 1C, top); however, when 205 

rotated 45 deg in the image plane, the surface no longer appeared glossy (Fig 1C, bottom) 206 

(Wilcoxon signed-rank test, two-tailed, N=7, Z=-2.2, p<.05). This difference in appearance 207 

between the two conditions is likely to be due to the incoherence between the 208 

position/orientation of the highlights and the contextual information about shape and 209 

illumination (Anderson & Kim, 2009; Kim et al., 2011; Marlow et al., 2011).  210 

Note that the basic appearance of the stimuli is (deliberately) quite different for the 211 

binocular (Fig. 1B) and non-stereoscopic (Fig. 1C) imaging sessions, as we wished to test for 212 

generalisation of the impression of gloss that could not be ascribed to simple image features 213 

(e.g. contours) or the overall 3D shape. Moreover, note that we did not directly compare brain 214 

activity between the two types of stimuli – rather we looked for generalisation across 215 

contrasts conducted within each stimulus set (i.e., ‘gloss vs. matte’ generalised to ‘mirrored 216 

vs. painted’). 217 

MRI data acquisition. A 3-Tesla Philips Achieva scanner with an 8-channel phase-218 

array head coil was used to obtain all MRI images at the Birmingham University Imaging 219 

Centre (BUIC). Functional whole brain scans with echo-planar imaging (EPI) sequence (axial 220 

32 slices, TR 2000 ms, TE 35 ms, voxel size 2.5 × 2.5 (inplane) × 3 (thickness) mm, flip 221 
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angle 80 deg, matrix size 96 × 94) were obtained for each participant. The EPI images were 222 

acquired in an ascending interleaved order for all participants. The same sequence was used 223 

in both sessions. T1-weighted high-resolution anatomical scans (sagittal 175 slices, TR 8.4 224 

ms, TE 3.8 ms, flip angle 8 deg, voxel size: 1 mm3) were also obtained to reconstruct cortical 225 

surfaces of individual participants and to achieve precise co-registrations of EPI images onto 226 

individual anatomical spaces. 227 

 228 

Design and Procedure 229 

A block design was used in both sessions. Each session took about 1.5 hours during 230 

which each participant completed in 7 to 10 runs for binocular gloss session and 8 to 10 runs 231 

for non-stereoscopic gloss session (depending on setup time and the participants’ needs to 232 

rest between scans). The run length was 400 s and 368 s for the binocular- and non-233 

stereoscopic- gloss sessions, respectively. Each run started with four dummy scans to prevent 234 

startup magnetization transients and consisted of 16 experimental blocks each lasting 16 s. 235 

There were 4 block types (i.e., one for each condition), repeated four times in a run. In each 236 

block of the binocular gloss session 10 objects were presented in a pseudo-random order. 237 

Stimuli were presented for 1000 ms with 600 ms interstimulus interval (ISI). Participants 238 

were instructed to maintain fixation and perform an oddball task for glossiness judgments. 239 

Specifically, at the end of each block (signalled to the participants by a change in the fixation 240 

marker) participants had to indicate if all of the presented objects had the same glossiness 241 

(i.e., all matte, or all glossy), or whether one of the presented objects differed in gloss. They 242 

had two seconds to make their response before the next block began. They were able to 243 

perform this task well (mean d'=2.04; SEM=0.31). Five 16 s fixation blocks were interposed 244 

after the third, fifth, eighth, eleventh, and thirteenth stimulus blocks to measure fMRI signal 245 

baseline. In addition, 16 s fixation blocks were interposed at the beginning and at the end of 246 
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the scan, making a total of seven fixation blocks during one experimental run. An illustration 247 

of the scan procedure is provided in Fig. 3. In the non-stereoscopic gloss session, stimuli 248 

were presented for 500 ms with 500 ms ISI. Participants were instructed to maintain fixation 249 

and perform a 1-back matching task, whereby they pressed a button if the same image was 250 

presented twice in a row. They were able to perform this task well (mean d'=2.03; 251 

SEM=0.10). Other details were the same as for the binocular gloss session. 252 

 253 

Data analysis 254 

Functional MRI data processing. The basic data processing procedures for both the 255 

binocular and the non-stereoscopic gloss sessions are identical to our previous studies (Sun et 256 

al., 2015; Sun et al., 2016). To summarise the procedure, we computed the global signal 257 

variance of the blood oxygenation level dependent (BOLD) signal for each run using the 258 

whole-brain average of activity across volumes. If this exceeded 0.23% the scan run was 259 

excluded from further analysis to avoid the influence of scanner drifts, physiological noise or 260 

other artifacts (Junghöfer, Schupp, Stark, & Vaitl, 2005). On this basis, 17/146 runs and 261 

6/118 runs across 12 participants for binocular and non-stereoscopic gloss session 262 

respectively were excluded from further analysis.  263 

ROI definition. A total of 15 regions of interest (ROIs) were defined. For all 264 

participants V1, V2, V3v, V4 V3d, V3A, V3B/KO (kinetic occipital region), hMT+/V5 265 

(human motion complex), LO (lateral occipital region) and pFs (posterior fusiform sulcus) 266 

were defined by localizers in a separate session as in previous studies (Ban, Preston, Meeson, 267 

& Welchman, 2012; Dövencioğlu, Ban, Schofield, & Welchman, 2013; Murphy, Ban, & 268 

Welchman, 2013; Sun et al., 2015). For 7 of the 12 participants, higher dorsal areas V7, 269 

ventral intraparietal sulcus (VIPS), parieto-occipital IPS (POIPS), dorsal IPS medial 270 

(DIPSM), and dorsal IPS anterior (DIPSA) were also defined by a localizer in which random-271 
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dot stereogram with 3D structure from motion (SfM) information was contrasted with 272 

moving dots without stereogram and SfM information (Orban et al., 2006; Orban, Sunaert, 273 

Todd, Van Hecke, & Marchal, 1999). For the other 5 participants, V7 was identified as 274 

anterior and dorsal to V3A and other dorsal areas defined according to Talairach coordinates 275 

([x,y,z] = [30, -78, 27] for right VIPS; [-27, -72, 30] for left VIPS; [24, -75, 45] for right 276 

POIPS; [-18, -72, 54] for left POIPS; [18, -60, 63] for right DIPSM; [-15, -63, 60] for left 277 

DIPSM; [39, -36, 54] for right DIPSA; [-36, -48, 60] for left DIPSA) and draw around GLM 278 

t-value maps that had t value greater than zero for the contrast of “all experiment conditions 279 

vs. fixation block” (Dövencioğlu et al., 2013; Murphy et al., 2013; Orban et al., 2003).  280 

Additional fMRI analysis. We used multivoxel pattern analysis (MVPA) to compute 281 

prediction accuracies for the experimental conditions. We selected voxels by first computing 282 

the contrast “all experimental conditions vs. fixation”, and then selecting the top 250 voxels 283 

from this contrast within each ROI of each individual participant (Ban et al., 2012). If a 284 

participant had fewer than 250 voxels in a particular ROI, we used the maximum number of 285 

voxels that had t values greater than 0. After selecting the voxels, we extracted the time series 286 

(shifted by 4 s to account for the hemodynamics response delay) and converted the data z-287 

scores. Then, the voxel-by-voxel signal magnitudes for a stimulus condition were obtained by 288 

averaging over 8 time points (TRs) (= 1 block) separately for each scanning run. To remove 289 

baseline differences in the response patterns between stimulus conditions and scanning runs, 290 

we normalized by subtracting the mean for each time point. To perform the multi-voxel 291 

pattern analysis (MVPA), we used a linear Support Vector Machine (SVM) implemented in 292 

libsvm toolbox (http://www.csie.ntu.edu.tw/~cjlin/libsvm, Chang & Lin, 2011) to 293 

discriminate the different conditions in each ROI. In the training phase, 24 response patterns 294 

for each stimulus condition were used as a training dataset for those participants that 295 

completed 7 runs and 36 response patterns were used for those who completed 10 runs. Then, 296 
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4 response patterns for each condition were classified by the trained classifier in the test 297 

phase. These training/test sessions were repeated and validated by a leave-one-run-out cross-298 

validation procedure. The ROI-based prediction accuracy for each participant was defined as 299 

a mean of these cross-validation classifications. In situations where there were different 300 

numbers of samples between two conditions in a contrast (e.g., mirror & anti-mirror vs. 301 

painted), we used balanced weight vectors for each class by adjusting the j parameter in 302 

libsvm toolbox to eliminate bias from different number of samples in the training dataset. We 303 

also used a searchlight classification analysis approach (Kriegeskorte, Goebel, & Bandettini, 304 

2006) whereby we defined a spherical ROI with 8 mm radius, and moved it through the entire 305 

volume of cortex with masking volumes so that the searchlight sphere only captured gray 306 

matter voxels. For each location, we recomputed the SVM classification analysis.  307 
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Results 308 

 309 

To test for visual responses related to binocular and monocular cues to gloss, we first 310 

identified regions of interest within the visual and parietal cortex using independent localizer 311 

scans (Fig. 4). We then used MVPA to test for responses related to the impression of glossy 312 

vs. matte surfaces. In particular, we used responses in different experimental conditions to 313 

understand how fMRI signals might relate to changes in the material appearance of the 314 

viewed object vs. changes in the disparity-defined depth structure. To this end, we 315 

concentrated on three main contrasts (Fig. 5A). First, we tested for responses related to 316 

surface gloss, contrasting the mirror and anti-mirror conditions (both perceived as glossy, Fig 317 

2, and their averaged overall disparity is (approximately) the same as in painted condition) 318 

against the painted object (perceptually matte). Second, we performed a contrast between the 319 

mirror and anti-mirror conditions; the logic of this contrast is that while both appear glossy, 320 

the raw disparity composition of the shapes is quite different. Third, we contrasted the 321 

painted and flat conditions, which provides the maximal change in 3D shape, while both are 322 

interpreted as not evoking a strong impression of gloss (Fig. 2). In the extreme scenario of a 323 

cortical region specialized for processing surface material, we would expect to be able to 324 

decode glossy vs. matte renderings of the stimuli, but not the difference between mirror and 325 

anti-mirror conditions, or the difference between the painted and flat conditions. 326 

We found that we were able to predict the stimulus from the fMRI data at levels 327 

reliably above chance (p<.05, one-tailed, Bonferroni corrected) in multiple regions of interest 328 

(V4, LO, V3d, V3A, V3B/KO, hMT+/V5, V7, VIPS, DIPSM, DIPSA) when contrasting the 329 

mirror and anti-mirror conditions against their painted counterparts (Fig. 5A, black data 330 

series). This suggests widespread sensitivity to differences in the material that comprise the 331 

stimuli whether the specular reflections are physically correct or not. Considering the 332 
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differences between the mirror and anti-mirror conditions (Fig. 5A, gray bars), we were not 333 

able to reliably predict the stimuli in any regions of interest. This failure to decode 334 

differences between the two conditions might suggest widespread responses that respond to 335 

glossy appearance, and thus do not differentiate between the mirror and anti-mirror 336 

conditions. Nevertheless, interpreting such a null result requires caution: disparity differences 337 

between the stimuli may have been insufficient to support decoding, or the size of the 338 

differences between mirror and anti-mirror conditions may have been dwarfed by the 339 

disparity differences between the different 3D shapes that were presented. Finally, 340 

contrasting the painted and flat conditions (Fig. 5A, white bars) revealed above chance 341 

prediction accuracies in V3B/KO, hMT+/V5, V7 and LO (p<.05, one-tailed, Bonferroni 342 

corrected). Decoding performance in this condition allows us to identify areas sensitive to 343 

changes in the 3D structure of the shapes. The result is consistent with previous work 344 

suggesting sensitivity to disparity-defined depth in these areas (Ban et al., 2012; Dövencioğlu 345 

et al., 2013; Murphy et al., 2013). 346 

To facilitate comparison of performance between conditions, we calculated a ‘3D 347 

structure index’ to examine decoding performance that could be attributed to information 348 

about 3D shape. We expressed prediction performance in units of discriminability (d') and 349 

contrasted performance for the mirror vs. anti-mirror condition with the painted vs. flat 350 

condition based on a simple subtraction. The logic of this contrast is that for both sets of 351 

comparisons there is minimal difference in the material appearance of the shapes, so the 352 

contrast reflects differences in the 3D structure of the shapes in both conditions. We also 353 

created a ‘Gloss index’ by contrasting performance in the mirror vs. anti-mirror contrast with 354 

the [mirror and anti-mirror] vs. painted classification. The logic of this contrast is to compare 355 

similarly glossy objects (with different disparity information) against differentially glossy 356 
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objects (with different disparity information). The formulas of the two indices are presented 357 

as below: 358 

 359 

3D structure index = dꞌ(painted vs. flat) – dꞌ(mirror vs. anti-mirror) 360 

Gloss index = dꞌ(mirror & anti-mirror vs. painted) – dꞌ(mirror vs. anti-mirror) 361 

 362 

We used mirror vs. anti-mirror as baseline for normalizing 3D structure index and 363 

Gloss index because in this contrast both conditions have the same visual appearance (glossy) 364 

and similar 3D structure. The comparison between the two indices is suggestive of whether a 365 

brain area is more specialized for gloss processing or 3D structure processing. We present the 366 

two indices across all ROIs in Fig. 5B. We first considered whether the indices are 367 

significantly above chance level (p<.05, one-tailed, Bonferroni corrected), using permutation 368 

tests to calculate 95% shuffled baseline of d' difference for Gloss index (0.14) and 3D 369 

structure index (0.16). We found that the Gloss index was significantly above chance in 370 

DIPSA (t11=4.4, p<.01) and LO (t11=5.3, p<.01), suggesting that signals in these areas are 371 

discriminable based on gloss information. For the 3D structure index, we found sensitivity 372 

significantly above chance in V3B/KO (t11=3.5, p<.05) and LO (t11=4.1, p<.05). These results 373 

suggest that LO processes information relevant to both 3D structure and material properties. 374 

We next sought to compare the indices against each other. To this end we ran a 2 375 

(Gloss index and 3D structure index) × 15 (ROIs) repeated-measures ANOVA. This 376 

indicated a main effect of ROI (F14,154=2.5, p<.01) and importantly a significant interaction 377 

with index (F14,154=2.8, p<.01). We then used post-hoc contrasts to test the differences 378 

between the indices in each ROI. We found a significantly higher Gloss index in V2, pFs, 379 

DIPSM and DIPSA, suggesting areas preferentially engaged in the processing of material 380 

properties (Fig. 5B, asterisks indicate p<.05). It is reassuring to note that areas V2 and pFs 381 
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were previously found to be involved in the processing of information about specular 382 

reflectance from monocular cues (Sun et al., 2015; Wada et al., 2014), suggesting that they 383 

represent general information about surface gloss regardless of the source. In summary, LO 384 

appears to process both surface properties and 3D structure information, while V2, pFs, 385 

DIPSM and DIPSA selectively process surface properties. Transfer analysis between [mirror 386 

& anti-mirror vs. painted] and [flat vs. painted] suggested that the processing of surface 387 

properties and 3D structure information involves in the same voxels in LO (see Fig. 6).  388 

To ensure that we had not missed any important loci of activity related to gloss or 389 

structure, we used a searchlight classification analysis (Fig. 4A). This confirmed that 390 

locations identified by the searchlight procedure fell within those we had sampled using our 391 

region of interest localiser approach.  392 

In addition to making measurements of binocularly-defined gloss, we also used an 393 

image editing procedure to alter the impression of gloss evoked by monocular cues (Fig.  1C). 394 

As an initial analysis of the fMRI responses evoked by viewing these stimuli, we tested for 395 

the ability of an MVPA classifier to discriminate glossy vs. matte stimuli. Fig. 7A shows the 396 

classification results of Glossy vs. Matte stimuli. We found widespread performance above 397 

chance (p<.05, one-tailed, Bonferroni corrected) when comparing between glossy and matte 398 

versions of the stimuli (V1, V2, V3v, V4, LO, pFs, V3d, V3A, V3B/KO, POIPS). This was 399 

consistent with an MVPA of data collected in a previous study (Sun et al., 2015) that 400 

contrasted objects rendered with different surface reflection parameters to alter perceived 401 

gloss (Fig. 7B). This also indicates that the additional conditional conditions (Rough and 402 

Textured) that were used in the non-stereoscopic gloss session had a very limited effect on 403 

gloss processing, because the results are consistent with our previous study (Sun et al., 2015) 404 

did not contain Rough and Textured conditions. We also used a searchlight procedure for 405 
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these data (Fig 4B), that confirmed we had captured relevant responses within our 406 

independently-localised ROIs. 407 

Considering the non-stereoscopic gloss results together with the preceding binocular 408 

gloss results, suggests that some cortical areas (i.e. V3d, V3A, V3B/KO, V4, LO) support the 409 

decoding of both monocular and binocular gloss cues. However, our critical interest was 410 

whether the same neural populations (as sampled by voxels) were involved in processing of 411 

both binocular and monocular gloss cues. To examine this issue, we performed a transfer 412 

analysis to test whether training a classifier on gloss defined by monocular cues (non-413 

stereoscopic imaging session) would support predictions for fMRI responses evoked by 414 

binocular cues (and vice versa). Our expectation was that a cortical area that shows transfer in 415 

both directions would suggest an area intricately involved in processing gloss, regardless of 416 

its image source.  417 

We first trained the SVM classifier to discriminate Glossy vs. Matte conditions in the 418 

non-stereoscopic gloss session and then tested whether the classifier could discriminate 419 

[mirror & anti-mirror] vs. painted activation in the binocular gloss session. We found 420 

significant transfer from monocular to binocular gloss in areas V1, V2, V3d and V3B/KO 421 

(Fig. 8: black bars). We then tested whether there was transfer from binocular gloss to 422 

monocular gloss, but found no evidence for transfer in this direction (Fig. 8: white bars). As a 423 

follow-up analysis, we also conducted a searchlight classification analysis, in case our ROI 424 

approach did not capture important loci of activity. This analysis confirmed our choice of 425 

ROIs, and reconfirmed that while we observed transfer from monocular to binocular gloss 426 

cues (Fig. 9A), we did not observe transfer from binocular to monocular gloss cues (Fig. 9B).  427 

 428 

 429 
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General discussion 430 

 431 

Here we sought to test for cortical areas involved in the processing of gloss from 432 

binocular and monocular cues to surface material. We sampled fMRI activity from across the 433 

visual processing hierarchy, and contrasted fMRI responses in conditions that evoked 434 

different impressions of surface gloss. We found that ventral area LO supported the decoding 435 

of information about both (i) the material properties of objects and (ii) 3D structure. By 436 

contrast we found that differences in gloss were more discriminable than differences in 437 

disparity-defined shape based on fMRI responses in dorsal anterior Interparietal Sulcus 438 

(DIPSA). We contrasted responses to monocular and binocular signals to gloss, finding 439 

differential involvement of areas within the dorsal and ventral streams. Importantly, V3B/KO 440 

appeared to be involved in the processing of both types of information. This was supported 441 

by a transfer analysis that showed binocularly specified gloss could be decoded using an 442 

algorithm trained on differences in perceived gloss specified by monocular features. These 443 

results point to the involvement of both ventral and dorsal brain areas in processing 444 

information related to gloss, with an intriguing confluence in area V3B/KO that has 445 

previously been associated with the processing of 3D structure. 446 

Our approach to investigating binocular cues to gloss was to make subtle 447 

modifications to the rendering process so that low-level image statistics were almost identical 448 

between different conditions. This allowed us to test for the neural processing of binocular 449 

signals to surface reflectance properties, which are likely to interact with the processing of 450 

monocular cues to gloss (such as the luminance intensity of specular reflections, their contrast 451 

and spatial frequency (Marlow & Anderson, 2013; Marlow, Kim, & Anderson, 2012; 452 

Motoyoshi et al., 2007; Sharan, Li, Motoyoshi, Nishida, & Adelson, 2008). To test the 453 

impression of gloss from monocular cues, we also used a simple image-editing technique that 454 

altered participants’ impressions of gloss by rotating specular highlight components in the 455 
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image plane. This broke the relationship between surface curvatures specified by the image 456 

and the location of reflections (Fig. 1C) and ensured that low-level image features were near-457 

identical (Anderson & Kim, 2009; Kim et al., 2011; Marlow et al., 2011). This is a different 458 

procedure to that used in previous studies that used spatial scrambling, phase scrambling or 459 

changing overall luminance (Okazawa et al., 2012; Sun et al., 2015; Wada et al., 2014). It is 460 

reassuring that the results of this manipulation (Fig. 7A) converge with a comparable analysis 461 

of results from a previous study that employed image scrambling (Fig. 7B) (Sun et al., 2015) . 462 

In particular, both data sets indicate that monocular gloss cues are processed in ventral areas 463 

as well as in dorsal areas V3d, V3A and V3B/KO.  464 

More broadly, our results suggest that gloss-related signals are processed in earlier 465 

visual areas (V1, V2, V3d, V3v) and ventral visual areas (V4, LO, pFs), consistent with 466 

previous findings (Okazawa et al., 2012; Wada et al., 2014). We provide converging evidence 467 

in line with two previous studies (using a different approach to generate stimuli) that human 468 

V3B/KO is involved in gloss processing (Sun et al., 2015; Wada et al., 2014). In addition, our 469 

results indicate that higher dorsal area POIPS supports the decoding of monocular gloss cues 470 

(Fig. 7A). This is not something that has been found before (Sun et al., 2015; Wada et al., 471 

2014). It is possible that our use of MVPA to analyse these data provides a more sensitive 472 

tool to reveal representations that were not detected using the standard general linear model 473 

contrasts in previous work. However, it is also possible that our image editing technique 474 

evoked the impression of surface occlusion that increased the complexity of the viewed shape, 475 

and may have promoted subtle differences in the degree to which the stimuli engaged the 476 

participants’ attention.  477 

It is informative to compare the results we obtained in the non-stereoscopic and 478 

binocular gloss imaging sessions. Results from the non-stereoscopic gloss manipulations 479 

indicated responses in V1 and V2 that were not identified in by the binocular gloss 480 
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manipulations: this may be due to the very strong image similarity of the images across 481 

conditions for the binocular stimuli (Fig. 1B). In contrast, dorsal area V3d, V3A and 482 

V3B/KO were found respond to both monocular and binocular gloss cues. This pattern 483 

suggests that these areas may represent general information about surface gloss regardless of 484 

how it is conveyed. Other dorsal areas (especially for hMT+/V5, V7, VIPS DIPSM and 485 

DIPSA) were engaged by the binocular gloss information but not by monocular gloss cues. 486 

Our finding of this dorsal involvement was not anticipated from previous studies of material 487 

perception; however, it is broadly consistent with previous imaging studies that have pointed 488 

to the strong involvement of dorsal areas in processing binocular cues (Ban et al., 2012; 489 

Dövencioğlu et al., 2013; Murphy et al., 2013; Neri, Bridge, & Heeger, 2004; Vanduffel et al., 490 

2002). Higher ventral areas such as V4 and LO were also found to be involved in processing 491 

binocular gloss information. This is compatible with previous fMRI studies of material 492 

perception that have pointed to the involvement of higher ventral areas (Cant & Goodale, 493 

2007, 2011; Cavina-Pratesi, Kentridge, Heywood, & Milner, 2010a, 2010b; Hiramatsu, Goda, 494 

& Komatsu, 2011).  495 

It is important to note that slightly different experimental procedures and tasks were 496 

used for the binocular and non-stereoscopic gloss sessions. In particular, we used an oddball 497 

task for binocular session to make participants focus on binocular gloss information instead 498 

of simply judging on monocular changes (i.e. illumination and object shape), while we used a 499 

1-back task in non-stereoscopic session. These differences may have affected the difference 500 

of SVM classification performance between the two sessions. However, the performance 501 

difference across ROIs within each session should not have been affected. Moreover, the 502 

evidence of transfer in V3B/KO despite differences in procedure may offer reassurance that 503 

this result is likely to be due to the common factors (i.e., gloss) between experiments, rather 504 

than differences in task or the 3D shapes.  505 



Page 23 of 37 

While we found clear evidence for fMRI responses that differentiated glossy and non-506 

glossy binocular cues, we did not find activity patterns that supported the decoding of mirror 507 

vs. anti-mirror stimuli. From the perspective of the impression of surface material this is not 508 

surprising (these stimuli look equally glossy), however, the stimuli do contain differences in 509 

binocular disparities that we might expect the brain to be able to decode. Nevertheless, our 510 

stimuli contained disparities that are difficult to fuse (Muryy et al., 2014), perhaps leading to 511 

unstable and/or unreliable estimates of binocular disparities. In addition, we presented 512 

different shapes that had different disparity structures, meaning that the disparity differences 513 

within a shape between mirror and anti-mirrored stimuli may have been overcome by the 514 

differences between individual shapes.  515 

We found that the preference for processing information about binocular gloss vs. 3D 516 

structure differed across ROIs. In particular, we found that V3B/KO, hMT+/V5, V7 and LO 517 

not only responded to binocular gloss information but also information about 3D structure 518 

(Fig. 5A). The comparison between the Gloss index and the 3D structure index (Fig. 5B) 519 

shows that V2, DIPSM, DIPSA and pFs had better classification performance for decoding 520 

binocular gloss information than 3D structure information, indicating that these areas may be 521 

more specialized for processing surface properties than 3D structure. Interestingly, V2 and 522 

pFs were also found to have selectivity for gloss information from specular reflectance in 523 

previous studies (Okazawa et al., 2012; Wada et al., 2014) as well as in the current study (Fig. 524 

7). The relatively weaker decoding performance in V2 and pFs for binocularly defined gloss 525 

suggests a preference for monocular gloss cues in these areas. By contrast, LO appears to 526 

respond to information about binocular gloss and 3D structure equally well (Fig. 5B) and 527 

most importantly, it was the only ROI that showed strong transfer effect between the two 528 

kinds of information (Fig. 6). One possible explanation is that the processing of binocular 529 
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gloss and 3D structure influence each other, as shown by previous psychophysical studies 530 

(Blake & Bülthoff, 1990; Muryy et al., 2013). 531 

A direct way to examine whether an area combines monocular and binocular gloss 532 

cues and represents surface gloss in a general way is to test whether the activities that afford 533 

classification evoked by one cue type can transfer to the classification of the other. Here we 534 

trained an SVM classifier to discriminate between glossy and matte objects for monocular 535 

and binocular gloss information and found transfer effects from monocular to binocular cues 536 

in left V3B/KO (as well as a small part of V3v and V1, see Fig. 9). However, we did not find 537 

a transfer effect from binocular to monocular gloss cues. A possible explanation for this 538 

asymmetry is that the underling neural populations that respond to binocular gloss are more 539 

specialised than those that respond to monocular gloss. Under this scenario, we would 540 

conceive that a relatively large population of neurons responds to monocular gloss cues, but 541 

only a subset of these neurons responds to both monocular and binocular cues. When the 542 

classifier is trained on binocular differences, it would select the units that respond to both 543 

cues. However, a classifier trained on monocular gloss differences could select voxels 544 

reflecting a broad population, many of which do not respond to binocular cues.  545 

More generally, this architecture might suggest that the neural representation of 546 

surface material involves a number of co-localised but specialist neuronal populations that 547 

respond to a range of different cues that are diagnostic of surface gloss. Previous studies have 548 

identified various monocular cues that could contribute to the perception of gloss (Anderson 549 

& Kim, 2009; Doerschner et al., 2011; Fleming et al., 2003; Gegenfurtner et al., 2013; Kim & 550 

Anderson, 2010; Kim et al., 2011; Kim et al., 2012; Landy, 2007; Marlow & Anderson, 2013; 551 

Marlow et al., 2011; Motoyoshi et al., 2007; Nishio et al., 2012; Nishio et al., 2014; Okazawa 552 

et al., 2012; Olkkonen & Brainard, 2010; Sun et al., 2015; Wada et al., 2014) and discussed 553 

in detail the computations involved in decomposing the intensity gradients in images of 554 
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surfaces into distinct causes (shading, texture markings, highlights, etc.). Each of these 555 

subtypes may be encoded by specialist populations whose aggregated effect supports the 556 

impression of gloss. In the case of the binocular gloss cues we have studied, it seems likely 557 

that the brain exploits information about image locations that are difficult to fuse due to large 558 

vertical (ortho-epipolar) disparities or horizontal (epipolar) disparity gradients whose 559 

magnitude exceed fusion limits (Muryy et al., 2013). One means of conceptualising the 560 

differences between the binocular stimuli we used is in terms of the complexity of the 561 

binocular disparity signals – i.e., mirror and anti-mirror stimuli could be thought of as more 562 

complex (because of the large disparities) than the painted and flat stimuli. Our results 563 

suggest differences between these conditions that align to differences in the perceptual 564 

impression of gloss; however, we cannot rule out that the critical differences related to 565 

overall disparity complexity per se rather than gloss. Under this scenario, the areas we have 566 

localised might correspond to a halfway house between a metric based on complexity and one 567 

based on the appearance of gloss. Nevertheless, our observation of transfer between 568 

monocular and binocular gloss cues is suggestive of a representation of gloss per se.  569 

In summary, here we used systematic manipulation of binocular gloss cues to test for 570 

cortical areas that respond to surface material properties. We show the involvement of 571 

regions within the ventral and dorsal streams, and draw direct comparisons with cortical 572 

responses defined by monocular gloss cues. Our results point to the potential integration of 573 

binocular and monocular cues to material appearance in area V3B/KO that showed partial 574 

evidence for transfer between different signals.  575 

 576 

 577 
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Figure captions 585 

 586 
 587 

Figure 1. Stimuli used for binocular and non-stereoscopic gloss experiments. (A) Synthetic 588 

objects (“potatoes”) were rendered under three different illumination maps to create the 589 

stimuli. (B) Schematic illustration of the rendering procedure and example stereograms for 590 

each condition (cross the eyes to fuse the image pairs). Mirror condition: reflections entering 591 

each eye follow the law of specular reflection, creating a physically correct image of a 592 

polished object reflecting its surrounding environment (schematically illustrated using the 593 

color spectrum). Painted condition: pixel intensities for each location on the surface of the 594 

object are determined based on the reflection of a ray cast from midway between the 595 

participant’s eyes. The object is imaged from the true positions of the two eyes, meaning that 596 

the environment effectively acts as a texture painted onto the surface of the object. Anti-597 

mirror condition: the reflected ray vectors are reversed for the two eyes, so the left eye 598 

images a portion of the environment appropriate for the right eye. This alters the disparities 599 

produced by reflection, but the object appears glossy. Flat condition: we randomly select the 600 

image of one eye (the right eye in the example) and present it to both eyes. Objects look flat 601 

and made specular reflections have the same apparent depth as the image plane. (C) An 602 

example stimulus in non-stereoscopic gloss session. Specular components are presented in 603 

Glossy condition while in the Matte condition the specular components are rotated by 45 604 

degrees in the image plane, making the object appear matte. 605 

 606 

Figure 2. Results of psychophysical ratings of perceived gloss for the different binocular 607 

conditions. Participants (n=6, different from the participants of scan sessions) were presented 608 

with four pairs of stereo stimuli (corresponding to the four conditions) concurrently on a 609 
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screen viewed with 3D prism glasses (NVP3D) in the laboratory. The shape and illumination 610 

of each stimulus pairs were randomly chosen from the three different potato shapes and the 611 

three different illumination maps described in Fig. 1. Participants were asked to choose (i) the 612 

most and (ii) the least glossy object by pressing numerical keys which correspond to the 613 

position of the four stereo stimuli on the screen. Judgements were blocked into 180 trials, 614 

with block order counterbalanced across participants. The probability of choosing each 615 

condition was averaged across participants. Bar graphs show mean selection probability ± 1 616 

SEM. A one-way repeated-measures ANOVA (mirror, painted, anti-mirror, flat) was 617 

significant for both blocks (F3,15=12.0, p<.001 for most glossy block; F3,15=27.3, p<.001 for 618 

least glossy block). Asterisks represent significant differences based on Tukey’s HSD post 619 

hoc tests (p<.05). 620 

 621 

Figure 3. The stimulus presentation protocol in binocular gloss session for one scan. On each 622 

run, 23 blocks were presented (16 s + 2 s response time each), including 7 fixation blocks and 623 

16 experimental blocks. During each experimental block, stimuli were presented for 1000 ms 624 

with 600 ms interstimulus interval (ISI). Participants were instructed to detect stimuli that 625 

differed from the others in terms of glossiness (oddball detection task for glossiness). 626 

 627 

Figure 4. Searchlight classification analysis results for binocular (A) and non-stereoscopic 628 

(B) gloss conditions across 12 participants. The color code represents significant t-value of 629 

mirror vs. flat and Glossy vs. Matte classification accuracies in (A) and (B) respectively 630 

(testing against chance level 0.5). Blue dashed lines are the ROI boundaries we defined with 631 

independent localizer scans. The significance level is p<.05 with cluster-size thresholding 632 

25mm2. Regions with significant results are presented on the flat maps of one representative 633 

participant. Note that since classification results are averaged across participants and then 634 
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presented on the flat maps of one representative participant, individual ROI boundaries may 635 

not perfectly fit the group level. 636 

 637 

Figure 5. MVPA prediction performance across 12 participants for (A) [mirror & anti-638 

mirror] vs. painted (black bars), mirror vs. anti-mirror (gray bars), and painted vs. flat (white 639 

bars). The bars reflect mean prediction accuracy with ± 1 SEM. Solid horizontal lines 640 

represent chance performance for the binary classification (0.5). Dotted horizontal lines 641 

represent the upper 95th percentile with Permutation tests (1000 repetitions for each ROI of 642 

each participant with randomly shuffling stimulus condition labels per test. The one-tailed, 643 

95% boundaries of accuracy distributions were averaged across all ROIs, which was 52.52% 644 

for [mirror & anti-mirror] vs. painted, 53.11% for mirror vs. anti-mirror, and 53.13% for vs. 645 

painted flat). Asterisks in the bottom of the bars represent accuracies significantly above the 646 

shuffled baseline (p<.05, one-tailed, Bonferroni corrected). (B) d' difference between [mirror 647 

& anti-mirror vs. painted] and [mirror vs. anti-mirror] classification is used as a Gloss index. 648 

The d' difference between [painted vs. flat] and [mirror vs. anti-mirror] is used as a 3D 649 

structure index. Dotted horizontal lines represent the upper 95th percentile of a permutation 650 

tests (1000 repetitions). Asterisks at the bottom of the bars indicate that the index was 651 

significantly above the shuffled baseline (p<.05, one-tailed, Bonferroni corrected). Black dots 652 

above bar pairs represent significant difference between the two indexes (Tukey’s HSD post-653 

hoc test at p<.05).  654 

 655 

Figure 6. MVPA prediction performance across 12 participants for transfer analysis between 656 

[mirror & anti-mirror vs. painted] and [flat vs. painted]. We trained the SVM classifier to 657 

discriminate mirror & anti-mirror vs. painted and tested whether it is distinguishable for flat 658 

vs. painted (black bars). We also tested the transfer effect in the other way (white bars). The 659 



Page 30 of 37 

bars reflect mean classification accuracy with ± 1 SEM. Solid horizontal lines represent 660 

chance performance 0.5 for the binary classification. Dotted horizontal lines represent the 661 

upper 95th percentile with Permutation tests (1000 repetitions. The one-tailed, 95% 662 

boundaries of accuracy distributions for black bars was 52.24% and 53.17% for white bars). 663 

Asterisks in the top of the bars represent that the accuracies were significantly above the 664 

shuffled baseline (p<.05, one-tailed, Bonferroni corrected).  665 

 666 

Figure 7. MVPA prediction performance for Glossy vs. Matte in non-stereoscopic gloss 667 

session in the current study (A) and in our previous study (Sun et al., 2015) with a group of 668 

15 participants (B). The bars reflect mean classification accuracy with ± 1 SEM. Solid 669 

horizontal lines represent chance performance 0.5 for the binary classification. Dotted 670 

horizontal lines represent the upper 95th percentile with Permutation tests (1000 repetitions. 671 

The one-tailed, 95% boundaries of accuracy distributions in A was 52.79% and 52.39% in B). 672 

Asterisks in the top of the bars represent that the accuracies were significantly above the 673 

shuffled baseline (p<.05, one-tailed, Bonferroni corrected). Higher dorsal areas (V7-DIPSA) 674 

were not defined in (B) as parietal localizer was not applied in that study. 675 

 676 

Figure 8. (A) MVPA prediction performance across 12 participants for the transfer analysis 677 

between binocular and monocular gloss cues. We trained the SVM classifier to discriminate 678 

Glossy vs. Matte conditions in non-stereoscopic gloss session and tested whether it could 679 

predict [mirror & anti-mirror] vs. painted in the binocular gloss session (black bars). We also 680 

tested the transfer effect in the other way (white bars). The bars reflect mean classification 681 

accuracy with ± 1 SEM. Solid horizontal lines represent chance performance 0.5 for the 682 

binary classification. Dotted horizontal lines represent the upper 95th percentile with 683 
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permutation tests (1000 repetitions for each ROI). Asterisks above the bars represent that the 684 

accuracies were significantly above shuffled baseline (p<.05, one-tailed, without correction).  685 

 686 

Figure 9. Searchlight transfer analysis results. In (A) we trained the SVM classifier to 687 

discriminate Glossy vs. Matte conditions in the non-stereoscopic gloss session and then tested 688 

[mirror & anti-mirror] vs. painted in the binocular gloss session. In (B) we tested for transfer 689 

in the opposite direction. The color code represents the t-value against chance level (0.5) with 690 

25mm2 cluster-size thresholding. Significant transfer is found primarily by training on non-691 

stereoscopic gloss cues and subsequently testing on binocular information, but not in the 692 

opposite direction. 693 

 694 

 695 

 696 

 697 

 698 

 699 

 700 

 701 

 702 
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