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Abstract 

Advances in deep learning have enabled researchers in the field of medical imaging to employ such techniques 

for various applications, including early diagnosis of different diseases. Deep learning techniques such as 

convolutional neural networks offer the capability of extracting invariant features from images that can improve 

the performance of most predictive models in medical and diagnostic imaging. This work concentrates on 

reviewing deep learning architectures along with medical imaging modalities where the crucial applications of 

such algorithms, including image classification and segmentation, are discussed. Also, brain imaging as a 

branch of medical imaging which allows scientists to explore the structure and function of the brain is explored, 

and the applications of deep learning to early diagnose Alzheimer‟s Disease, and Autism as the most critical 

brain disorders are studied. Moreover, the recent research findings revealed that employing deep learning-based 

semantic segmentation techniques could significantly improve the accuracy of models developed for brain 

tumor detection. Such advances in early diagnosis of disorders and tumors encourage medical imaging 

practitioners to implement software applications assisting them to improve their decision-making process. 
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1. Introduction 

Deep learning, which is currently one of the most essential and practical machine learning techniques, has the 

ability to learn to detect and classify objects by extracting features from input samples. It should be mentioned 

that the human brain pattern first inspired the creation and invention of deep neural networks.  

------------------------------------------------------------------------ 

* Corresponding author.  

brought to you by COREView metadata, citation and similar papers at core.ac.uk

provided by American Scientific Research Journal for Engineering, Technology, and Sciences...

https://core.ac.uk/display/352759823?utm_source=pdf&utm_medium=banner&utm_campaign=pdf-decoration-v1


American Scientific Research Journal for Engineering, Technology, and Sciences (ASRJETS) (2020) Volume 72, No  1, pp 58-66  

 

59 
 

Deep learning also has shown high-level performance in various fields, and applications such as Image 

Classification, Object Detection, Video Processing, Natural Language Processing, Speech Recognition, 

therefore, for improving the accuracy rate and pace in these fields, variety of architectures have been developed 

to reduce the processing problems [1]. Convolutional neural network (CNN), which is famous for its 

powerfulness, has been the most successful and efficient algorithm was introduced in deep learning science. It 

consists of a large number of hidden layers such as a Conv layer, pooling layer, and a fully-connected layer, 

which each one composes of variants of neural neurons having the ability to recognize and classifying particular 

features from an input. Its architecture is composed of a considerable number of convolutional cores to reduce 

the size of the input and highlight the critical features making the system able to extract the exact needed 

information in higher layers [2]. The image classification task is reputable for its intensity and the high-level 

ability for predicting the sample‟s class. This technique works via trainable layers of the network which firstly, 

all the layers (including conv, pooling, fully connected) are trained by the training samples gathered for the 

specific purposes, then after, through passing the testing samples through the layers, the CNN model predicts 

and distinguishes each one into predefined classes [3]. Besides image classification, also semantic segmentation 

contributes a vital role in the deep learning field. The main aim of segmentation is locating the exact location 

and counting the existing number of objects in one specific sample rather than classifying them into different 

classes. Bearing in mind, determining the exact and accurate dimensions of any object is an elaborate task and 

requires a large number of advanced algorithms. However, scientists have designed and introduced a 

sophisticated and powerful network named “Fast R-CNN” for addressing and facilitating this problem [4]. As 

mentioned earlier, beside processing and classifying images, deep learning algorithms have shown a satisfactory 

and low error-rate performance in video processing, natural language processing, and the fields related to 

sequence data. Due to the differences in processing sequence data except for standard ones, models with 

different algorithms and architectures are required with the ability to maintain and passing the continuing 

samples through the layers without any interruption. Fortunately, several high-level deep learning models such 

as Recurrent Neural Network (RNN), Long Short-Term Memory (LSTM), Gated Recurrent Unit (GRU), are 

introduced to accommodate such these needs [5]. Forasmuch as training the models is through collected 

samples, detecting the best dataset is one of the essential parts of each procedure [6]. For instance, there are 

different image modalities with different approaches that can be used in medical imaging. CT scan images have 

a proper resolution and high efficiency, capturing the specific area of a body but emits X-Radiation which is not 

the best option for the patients. PET scan is a powerful imaging technique that uses nuclear substances for 

visualizing and measuring metabolic processes usually used for diagnosing cancers, which for its radioactive 

radiation, is considered a dangerous method. Magnetic resonance imaging (MRI) is known as the most 

straightforward technique, uses strong magnetic fields, gradients, and radio waves to generate images of the 

different organs in the body and is the most common method considerably used for researches and medical 

purposes [7, 8]. Therefore, achieving high performance and accuracy from using deep learning techniques in 

medical science, especially for diagnosing brain disorders such as Alzheimer‟s, Autism, and brain stroke, 

requires having a bright and high-resolution brain imaging samples [9]. Concluding, from imaging techniques 

mentioned above, researches has shown MRI and fMRI samples are the most efficient and useful data is 

commonly considered and used for training deep learning models and diagnosing brain diseases [10]. Also, it 

should be noted that PET scan brain images have also been used in some different researches and medical 
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purposes, which could bring a satisfactory result. 

2. Deep learning-based semantic segmentation 

Semantic segmentation is known as a process for distributing an image into variants of pixels due to the aim of 

making the sample more understandable and easier for analyzing purposes. Bearing in mind that segmentation is 

significantly different from image classification tasks. The main difference is in semantic segmentation, each 

specific pixel in the sample attributes to a class, although during the image classification process, the whole 

sample is assigned to a class. Deep Learning, which is considered as a branch of Artificial neural network and 

has the intensity to be trained by the variety of different data samples, showed a very satisfactory efficiency in 

image classification, object detection, localization, which in some cases the error rate was less than human being 

miscalculation. Today‟s advanced deep learning algorithms have the ability to facilitate semantic segmentation 

tasks. There are entirely four main prominent models of deep learning named Stacked Auto Encoder (SAE), 

Deep Belief Network (DBN), Convolutional Neural Network (CNN), Recurrent Neural Network (RNN) [11]. 

Due to the success and high ability of the CNN model, it has been significantly valuable for researchers and 

variants of architectures have been introduced to improve the performance and efficiency for extracting features. 

With the help of convolutional neural networks, semantic segmentation has made great strides. Today, VGGnet 

and Resnet are regarded as the best architectures with the highest efficiency for CNNs. In brief, VGG 

architecture is consisting of thirteen Conv layers; each is followed by a max-pooling layer and three FC layers. 

And Resnet, although it is more many times deeper than other models, has less computational complexity, 

which increases its accuracy and pace [12]. Researchers have discovered by determining the convolutional layer 

rather than fully connected layer, the performance and accuracy of semantic segmentation are substantially 

increased. Therefore, by transforming mentioned famous models to Fully Convolutional Network (FCN), we 

can accomplish higher and better performance in results. The reason behind semantic segmentation‟s 

complexity and needing more advanced models‟ attributes to processing three difficult tasks simultaneously. 

Firstly, Image classification, secondly, objects localization, and at the end, semantic segmentation. A process of 

segmentation is shown in the figures below as an instance. 

 

   Figure 1: Classification                                                  Figure 2: Localization 
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Figure 3: Semantic Segmentation     Figure 4: Full Instance 

The intensity and efficiency of the fusion of deep learning and semantic segmentation raised the expectation of 

using these techniques for medical purposes and helped to diagnose diseases, which were approximately a 

problematic and time-consuming task for human beings [13]. Researches have shown that semantic 

segmentation could achieve a convincing accuracy and authenticity efficiency invariant fields in medical 

science, including diagnosing and predicting stroke, tumor, Alzheimer‟s disease. Cognition and diagnosing 

procedures for the two most essential diseases, „stroke‟ and „tumor‟ is discussed below [14]. It is a time 

consuming, and tedious task and also might be with a high error-rate to localize the exact location of infarcts 

manually. Therefore, today‟s advanced segmentation methods are spontaneously able to be trained for 

diagnosing and recognizing the exact location of any stroke. Researches have shown that the most efficient 

model which can understand and learn the features from 2D MRI images is a fully convolutional Resnet 

network (Res-FCN). Therefore, after training the model with a large-scale dataset of MRI clinical images, the 

model reached a high performance that presented a very low false negatives equals to a mean number of 1.515 

per subject, which is regarded as a satisfactory result as misdiagnosing [15]. Due to the differences in size, 

location, contrast, and shape of each lesion, it is roughly a difficult task to detect the exact diagnosis of any 

tumor. However, today‟s sophisticated deep learning algorithms have also shown acceptable results for 

detecting any tumor, whether benign, premalignant, or malignant. By improving fully convolutional networks, 

scientists have designed a 3D-semantic segmentation deep-learning-based algorithm for diagnosing and 

treatment plans, especially for brain and lung tumors. The end to end designed algorithm with encoder-decoder 

is trained with PET an CT scan samples individually with a fully automatic approach. A graph cut based-

segmentation is also implemented for facilitating the progress [16]. 

3. Brain disorder diagnosis 

3.1  Alzheimer’s and MCI 

Today‟s the two most important and common diseases between usually older adults are Alzheimer‟s and Mild 

Cognitive Impairment (MCI). Alzheimer‟s disease is an irretrievable progressive brain disorder that causes brain 

cells to stop working and gradually die. This disease, which mainly appears in the middle-60s, advances steadily 

that leads to memory loss, anger, making patients unable to do the simplest human tasks [17]. Alzheimer‟s has 

seven different stages in which each higher stage exhibits more symptoms in both the person and their MRI 
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image, and the only way for diagnosing is through MRI /fMRI/PET scans. Mild Cognitive Impairment (MCI) is 

known as a similar disease to Alzheimer‟s, which the patient starts being led to dementia. Considering, on rare 

occasions, MCI leads to Alzheimer‟s, and the stages start from losing memory, debilitating verbal ability, and in 

high stages, misjudgment adds to mentioned problems. However, patients usually can survive and live longer 

than those who are diagnosed with having Alzheimer‟s [18]. 

3.2 Autism 

Another insidious and painful disease for a human being is Autism (ASD). Same as the two mentioned diseases 

earlier, Autism also impacts on brain cells; however, the symptoms are shown from mostly third year except 

ripe ages. Autism is combined with environmental and genetic factors, which causes a heavy toll on social 

communication, repetitive use of language, and inherent tendency with unusual objects. Although, a 

groundbreaking research has shown there is not any specific pattern of getting better or worse by becoming 

older. Because no medical or blood test could show the disease, ASD needs to be diagnosed by MRI images and 

brain scans, which with today‟s advanced deep learning algorithm, is not a complicated task [19]. 

4. Deep Learning in detecting Alzheimer’s disease 

As mentioned, Alzheimer‟s disease ultimately causes brain cells to die, and its procedure impacts on brain 

patterns. Therefore, it might seem to diagnose Alzheimer‟s from MRI, and fMRI images are utterly an 

uncomplicated task; however, due to the resemblance of an adult‟s brain pattern and patient‟s brain pattern, it is 

profoundly an elaborate task. Hierarchical deep learning, which was first inspired by the human brain, is based 

on complex algorithms and heavy processing, having the ability to extract high-level features from samples [20]. 

With today‟s advanced GPUs and variety of cutting-edge deep learning algorithms, predicting and diagnosing 

lots of diseases is approximately achievable, and also variants of researches have shown the beneficial 

performance of deep learning implementation in Medical Science. Diagnosing Alzheimer‟s is through advanced 

trainable convolutional neural networks (CNN). One of the essential parts of training each neural network is 

data. Due to the lack of MRI samples with Alzheimer‟s brain patterns, fortunately, a few big data platforms have 

been created, including 3D and 4D MRI and fMRI images for medical purposes to facilitate the process [21]. 

However, choosing the most efficient CNN model incredibly causes positive or negative effects on accuracy and 

results.  

 

Figure 5:  LeNet architecture consisting of 2 Conv layer, two pool layer, and two fully connected layer, and the 

output is in binary form 
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Researches have shown that LeNet and GoogleNet architecture are the two most successful model for predicting 

and diagnosing this disease. Scientists, by training a LeNet and a GoogleNet, which included dimensional 

reduction, through MRI samples, could accomplish diagnosing Alzheimer‟s with 99.9% accuracy via the LeNet 

model and almost 100% accuracy via GoogleNet. The figures below demonstrate LeNet and GoogleNet 

architecture used in their research briefly [22]. 

 

Figure 6: GoogleNet architecture with dimensional reduction 

 

Figure 7: After training the model by MCI, AD, and Normal Control brain scan so-called NC MRI samples, 

results showed a satisfactory accuracy rate of classifying test samples into three categories. The blue frame in 

the left refers to NC brain samples. The green frame in the middle shows the MCI brain patterns. And the red 

frame in the right shows the AD brain samples. 

As mentioned before, each cognitive brain impairment has different stages, and due to the importance of the 

exact stage for each patient, predicting and diagnosing the disease doesn‟t restrict to just classifying the sample 

as a normal control or diagnosed. Although scientists could hardly achieve diagnosing Alzheimer‟s in a few past 

years, which was a significant transformation and caused starting a new era for medical science, they are 
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ambitiously interested in designing convolutional network models being able to predict the exact stages, and 

also develop therapies to slow down its process. One of the most successful convolutional neural network was 

designed for classifying the exact stage of Alzheimer‟s disease (AD), and mild cognitive impairment (MCI) 

simultaneously is MCADNNet. This deep learning algorithm is based on an optimized convolutional neural 

network, including a multi-classification in the last layer applying a softmax layer. Also, for improving 

accuracy, a decision-making algorithm was designed to simplify the output of the model [23]. Ultimately the 

scientists who designed and developed MCADNNet could respectively achieve 99.77% accuracy for classifying 

MCI, AD, and normally aging brain samples in adults over the age of 75 years [24]. Figure 6 demonstrates the 

function of MCADNNet. 

5. Deep Learning in detecting Autism disease 

In the beginning, it is essential to mention the human brain, and its function has been a mystery for all scientific 

fields. There are approximately more than 100 billion neurons with more than 100 trillion connections in the 

brain of any human being and although, with the help of today‟s sophisticated computers and deep learning 

algorithms, scientists are not undoubtedly able to diagnose or prevent brain diseases like Autism Spectrum 

Disorder (ADS), Alzheimer‟s (AD) beforehand. However, a variety of researches are going on investigating to 

find the best methods for predicting and diagnosing such these diseases. Fortunately, scientists in new research 

explored one of the most significant deep learning models known as LeNet-5 could accomplish a very high 

accuracy for classifying Autism brain MRI samples from normal controls. In brief, LeNet composed of 5 layers, 

accepting gray-scale images with a size of 32 * 32 * 1 as input which is transferred to two convolutional layers 

each following with one subsampling layer, and at the end, a fully connected layer classifies the sample into 

existing classes [25]. Therefore, after running and training the LeNet-5 by both Autism (ADS) and normal 

control (NC), brain MRI samples on the NVIDIA GPU training system, the accuracy rate reached a peak of 

about 99.99% which certainly was a satisfactory achievement [19]. A simple LeNet-5 architecture is illustrated 

in figure 7. 

Figure 8: A LeNet model, which is one of the most straightforward CNN architectures composed of 5 layers 

considering conv and pooling and then, a fully connected layer 
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6. Conclusion 

This work summarized the recent applications of deep learning algorithms in medical imaging, where early 

diagnosis of brain disorders and tumors were discussed. The invariant feature extraction capability of deep 

learning techniques, especially CNN models, could significantly improve the performance of medical imaging 

classification and segmentation models. Such importance was achieved by using convolutional operators in deep 

learning architectures as an invariant feature extractor, which led the scientist to develop models with a 

performance close to 99% such as DeepAD and MCADNNet. Also, recent advances in early diagnosis of 

Autism using deep learning techniques have opened new avenues for researchers to discover new biomarkers to 

trace structure and functional changes in the brain. To conclude, medical image analysis using deep learning has 

advanced over the past decade, which encourages to productize such techniques rather than research 

applications.  
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