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ResumenAdvan
ed Swit
hing (AS) es una te
nología de red basada en PCI Express. PCI Express esla nueva genera
ión PCI, la 
ual está ya reemplazando el extensivamente usado bus PCI.AS es una extrapola
ión de PCI Express que toma prestadas sus dos 
apas arquite
óni
asde más bajo nivel e in
luye una 
apa de transa

iones optimizada para permitir nuevas
apa
idades 
omo la 
omuni
a
ión peer-to-peer. Mientras que PCI Express ya ha empezadoa reformar una nueva genera
ión de ordenadores personales y servidores tradi
ionales, unared de inter
onexión 
omún 
on la industria de las 
omuni
a
iones pare
e lógi
o y ne
esario.Así pues, AS estaba pensado para proliferar en los entornos de multipro
esadores, sistemaspeer-to-peer en las 
omuni
a
iones, alma
enamiento, redes de inter
onexión, servidores yplataformas empotradas.Por otro lado, la 
alidad de servi
io (Quality of Servi
e, QoS) se está 
onvirtiendo enuna 
ara
terísti
a importante para las redes de altas presta
iones. Propor
ionar QoS enentornos de 
omputa
ión y 
omuni
a
iones es a
tualmente el 
entro de mu
hos esfuerzos deinvestiga
ión por parte de la industria y en el ámbito a
adémi
o. AS in
orpora me
anismosque pueden ser usados para propor
ionar QoS. En 
on
reto, AS permite utilizar CanalesVirtuales (Virtual Channels, VCs), arbitraje en los puertos de salida y un me
anismo de
ontrol de admisión. Además, AS propor
iona un 
ontrol de �ujo a nivel de enla
e y VC.Estos me
anismos nos permiten agregar el trá�
o 
on 
ara
terísti
as similares en un mismoVC y propor
ionar a 
ada VC un tratamiento diferen
iado en base a sus requisitos.El objetivo prin
ipal de la tesis ha sido el estudio de los diferentes me
anismos de AS
on el �n de proponer un mar
o general para propor
ionar QoS a las apli
a
iones sobreesta te
nología de red. En este sentido, el fo
o prin
ipal del trabajo, dada su importan
iapara propor
ionar QoS, ha sido sido el estudio de los me
anismos de plani�
a
ión de AS.Nuestro objetivo ha sido implementarlos de una manera e�
iente, teniendo en 
uenta tantosus presta
iones 
omo su 
omplejidad. Para 
onseguir estos objetivos, hemos propuestovarias posibles implementa
iones del plani�
ador de mínimo an
ho de banda de AS. Hemospropuesto modi�
ar el plani�
ador basado en tabla de AS 
on el objetivo de solu
ionar losproblemas de éste para propor
ionar requisitos de QoS 
on tamaños de paquete variable.Hemos también propuesto 
ómo 
on�gurar el plani�
ador basado en tabla resultante paradesa
oplar las asigna
iones de an
ho de banda y laten
ia. Además, hemos llevado a 
abo undiseño hardware de los diferentes plani�
adores para obtener estima
iones sobre el tiempode arbitraje y el área de sili
io que requieren. Además, hemos desarrollado nuestro propiosimulador para evaluar las presta
iones de nuestras propuestas.ix



SummaryAdvan
ed Swit
hing (AS) is a network te
hnology based on PCI Express. PCI Express isthe next PCI generation, whi
h is already repla
ing the extensively used PCI bus. AS isan extrapolation of PCI ExpressSummary that borrows its lower two ar
hite
tural layersand in
ludes an optimized transa
tion layer to enable new 
apabilities like peer-to-peer
ommuni
ation. Whereas PCI Express has already begun to reshape a new generationof PCs and traditional servers, a 
ommon inter
onne
t with the 
ommuni
ations industryseems logi
al and ne
essary. In this way, AS was intended to proliferate in multipro
essor,peer-to-peer systems in the 
ommuni
ations, storage, networking, servers, and embeddedplatform environments.On the other hand, Quality of Servi
e (QoS) is be
oming an important feature forhigh-performan
e networks. The provision of QoS in 
omputing and 
ommuni
ation envi-ronments is 
urrently the fo
us of mu
h dis
ussion and resear
h in industry and a
ademia.AS provides me
hanisms that 
an be used to support QoS. Spe
i�
ally, an AS fabri
permits us to employ Virtual Channels (VCs), egress link s
heduling, and an admission
ontrol me
hanism. Moreover, AS performs a link-level �ow 
ontrol in a per VC basis.These me
hanisms allow us to aggregate tra�
 with similar 
hara
teristi
s in the same VCand to provide ea
h VC with a di�erent treatment a

ording to its requirements.The main obje
tive of this thesis has been to study the di�erent AS me
hanisms in orderto propose a general framework for providing QoS to the appli
ations over this networkte
hnology. In this line, the main fo
us of this work, due to its importan
e for the QoSprovision, is the study of the AS s
heduling me
hanisms. Our goal has been to implementthem in an e�
ient way, taking into a

ount both their performan
e and their 
omplexity.In order to a
hieve these obje
tives, we have proposed several possible implementations forthe AS minimum bandwidth egress link s
heduler taking into a

ount the link-level �ow
ontrol. We have proposed to modify the AS table-based s
heduler in order to solve itsproblems to provide QoS requirements with variable pa
ket sizes. We have also proposedhow to 
on�gure the resulting table-based s
heduler to de
ouple the bandwidth and laten
yassignations. Moreover, we have performed a hardware design of the di�erent s
hedulersin order to obtain estimates on the arbitration time and the sili
on area that they require.We have also developed our own network simulator in order to evaluate the performan
eof our proposals.
xi
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Chapter 1
Introdu
tion
In this 
hapter we introdu
e this thesis. Firstly, we dis
uss about the importan
e ofthe provision of Quality of Servi
e (QoS) over high-performan
e networks, in
luding abrief introdu
tion to Advan
ed Swit
hing (AS) and some of the me
hanisms that thisinter
onne
tion te
hnology in
orporates in its spe
i�
ation to provide QoS. Se
ondly, wemotivate the importan
e of studying how to provide QoS over AS. Finally, we settle theobje
tives we want to a

omplish and introdu
e the organization of the following 
hapters.1.1 QoS in High-Performan
e NetworksThe evolution of inter
onne
tion network te
hnology has been 
onstant along the previousde
ades. The speed and 
apa
ity of various 
omponents in a 
ommuni
ation system,su
h as links, swit
hes, memory, and pro
essors, have in
reased dramati
ally. Moreover,network topologies have be
ome more �exible, and the e�
ien
y of swit
hing, routing and�ow 
ontrol te
hniques have been improved.The advent of high-speed networking has introdu
ed opportunities for new appli
a-tions. Current pa
ket networks are required to 
arry not only tra�
 of appli
ations, su
has e-mail or �le transfer, whi
h does not require pre-spe
i�ed servi
e guarantees, but alsotra�
 of other appli
ations that requires di�erent performan
e guarantees, like real-timevideo or tele
ommuni
ations [MP01℄. The best-e�ort servi
e model, though suitable for the�rst type of appli
ations, is not so for appli
ations of the other type [Par05℄. Even in thesame appli
ation, di�erent kinds of tra�
 (e.g. I/O requests, 
oheren
e 
ontrol messages,syn
hronization and 
ommuni
ation messages, et
.) 
an be 
onsidered, and it would bevery interesting that they were treated a

ording to their priority [CMR06℄.1



CHAPTER 1. INTRODUCTIONThis is the reason be
ause the provision of QoS in 
omputing and 
ommuni
ationenvironments has been the fo
us of mu
h dis
ussion and resear
h in a
ademia during thelast de
ades. This interest in a
ademia has been renewed by the growing interest on thistopi
 in industry during the last years. A sign of this growing interest in industry is thein
lusion of me
hanisms intended for providing QoS in some of the last network standardslike Gigabit Ethernet [Sei98℄, In�niBand [Inf00℄, or Advan
ed Swit
hing (AS) [Adv03℄. Aninteresting survey with the QoS 
apabilities of these network te
hnologies 
an be found in[RSS06℄.A key 
omponent for networks with QoS support is the output (or egress link)s
heduling algorithm (also 
alled servi
e dis
ipline)[DKS89℄, [GM92℄, [Zha95℄. In a pa
ket-swit
hing network, pa
kets from di�erent �ows will intera
t with ea
h other at ea
h swit
h.Without proper 
ontrol, these intera
tions may adversely a�e
t the network performan
eexperien
ed by 
lients. The s
heduling algorithm, whi
h sele
ts the next pa
ket to betransmitted and de
ides when it should be transmitted, determines how pa
kets fromdi�erent �ows intera
t with ea
h other. Therefore, the s
heduling algorithm plays animportant role in providing the tra�
 di�erentiation that is ne
essary to provide QoS.Apart from providing a good performan
e in terms of, for example, good end-to-enddelay (also 
alled laten
y) and fair bandwidth allo
ation, an ideal s
heduling algorithm im-plemented in a high-performan
e network with QoS support should satisfy other property:To have a low 
omputational and implementation 
omplexity. This is be
ause in order toa
hieve a good performan
e, the time required to sele
t the next pa
ket to be transmittedmust be smaller than the average pa
ket transmission time. This means that the s
heduler
omputation time must be very small, if we 
onsider the high speed of high-performan
enetworks. Moreover, a low 
omplexity is required in order to be able to implement thes
heduler in a small sili
on area (note that high-performan
e swit
hes are usually imple-mented in a single 
hip).During the last de
ades a vast amount of s
heduling dis
iplines has been proposedin the literature for di�erent purposes. In general, these algorithms have been proposedfor lossy networks, like Internet or ATM, where pa
kets are thrown away in the presen
eof 
ongestion.1.2 Advan
ed Swit
hingAdvan
ed Swit
hing Inter
onne
t, or just Advan
ed Swit
hing (AS) [Adv05℄, is an open-standard fabri
-inter
onne
t te
hnology based on PCI Express [PCI03℄. PCI Express is2



1.3. MOTIVATION AND OBJECTIVESalready repla
ing the extensively used PCI bus. The PCI bus has served industry wellfor the last 10 years and is 
urrently extensively used. However, the pro
essors and I/Odevi
es of today and tomorrow demand mu
h higher I/O bandwidth than PCI 2.2 or PCI-X 
an deliver. The reason for this limited bandwidth is the parallel bus implementation.PCI Express eliminates the lega
y shared bus-based ar
hite
ture of PCI and introdu
esan improved and dedi
ated point-to-point inter
onne
t. The primary strength behind PCIExpress is in its support for lega
y PCI while addressing its inadequa
ies.AS is an extrapolation of PCI Express, borrowing its lower two ar
hite
tural lay-ers from PCI Express, and in
luding an optimized transa
tion layer to enable essential
ommuni
ation 
apabilities like peer-to-peer 
ommuni
ation. The need for AS essentially
omes be
ause 
omputing and 
ommuni
ation platforms begin to 
onverge by exhibit-ing in
reasing overlap in terms of the fun
tions they serve. Whereas PCI Express hasalready begun to reshape a new generation of PCs and traditional servers, a 
ommon in-ter
onne
t with the 
ommuni
ation industry seems logi
al and ne
essary, in order to keepdevelopment 
ost down, performan
e up and to redu
e time-to-market. In this way, ASwas intended to proliferate in multipro
essor, peer-to-peer systems in the 
ommuni
ations,storage, networking, servers and embedded platform environments. Together, PCI Expressand AS were thought to have the potential for building the next generation of inter
onne
ts[MK03℄.AS provides some me
hanisms, whi
h 
orre
tly used permit us to provide QoS.Spe
i�
ally, an AS fabri
 permits us to employ Virtual Channels (VCs), egress link s
hedul-ing, and an admission 
ontrol me
hanism. Moreover, AS performs a link-level �ow 
ontrolin a per VC basis. This means that both the s
heduling and the �ow 
ontrol are made ata VC level. These me
hanisms allow us to aggregate tra�
 with similar 
hara
teristi
s inthe same VC and to provide ea
h VC with a di�erent treatment a

ording to its tra�
requirements. AS de�nes two egress link s
hedulers: The VC arbitration table s
hedulerand the Minimum Bandwidth egress link s
heduler (MinBW). The main problem of the AStable s
heduler is, as we will show, that it does not work properly with variable pa
ket sizes.Regarding the MinBW s
heduler, AS does not spe
ify an algorithm or implementation forit, but some 
hara
teristi
s that it must respe
t.1.3 Motivation and Obje
tivesAs stated before, AS was intended for extending the 
apabilities of PCI Express, whi
his expe
ted to be
ome the next de fa
to lo
al I/O inter
onne
t. It was born with the3



CHAPTER 1. INTRODUCTIONsupport of 
ompanies like Agere, Al
atel, Huawei, Intel, Siemens, Vitesse, and Xilinx,whi
h founded the AS Inter
onne
t Spe
ial Interest Group (ASI SIG), whi
h was formedto develop the AS standard.When this thesis began, AS in 
onjun
tion with PCI Express was believed to havethe potential to provide an evolutionary yet revolutionary approa
h for building the nextgeneration of inter
onne
ts [MK03℄. On the other hand, QoS is an old topi
 that must berevisited in order to be adapted to the new high-performan
e inter
onne
tion te
hnologies,whi
h are in
orporating QoS me
hanisms in their spe
i�
ations. The ne
essity to study,propose ways to 
on�gure, and improve the me
hanisms integrated in the AS spe
i�
ationseemed a promising �eld of resear
h.Therefore, the main obje
tive of this work has been to study the di�erent me
ha-nisms that AS provide in order to propose a general framework for providing QoS to theappli
ations over this network te
hnology. In this line, the main fo
us of this work, dueto its importan
e for the QoS provision, is the study of the AS s
heduling me
hanisms.Our goal has been to implement them in an e�
ient way, taking into a

ount both theirperforman
e and their 
omplexity.However, the AS inter
onne
tion te
hnology is not �nally going to meet its expe
ta-tions. In fa
t, in February of 2007 the ASI SIG disbanded and transferred its spe
i�
ationand do
umentation to the PCI Industrial Computer Manufa
turers Group (PICMG), whi
his a 
onsortium of over 450 
ompanies who 
ollaboratively develop open spe
i�
ations forhigh-performan
e tele
ommuni
ations and industrial 
omputing appli
ations.Nevertheless, the resear
h performed in the provision of QoS over AS is still quitevaluable. Most of the proposals that we present in this thesis 
an be dire
tly employed inother high-performan
e te
hnologies or at least 
an be easily adapted to them. Moreover,some of the ideas behind the AS inter
onne
tion te
hnology are probably going to appearin those inter
onne
tion te
hnologies intended to �ll the gap that AS was intented to 
over.Given the main obje
tive of our work, we 
an outline a series of smaller obje
tives,whi
h gradually 
onverge towards our main goal. These obje
tives are:1. Studying the previous work. This involves two main resear
h areas: High-performan
enetworks in general and QoS provision in high-performan
e networks, in
luding thestudy of the s
heduling algorithms proposed until now.2. Studying the AS spe
i�
ation. A deep study of the spe
i�
ation, espe
ially of theme
hanisms intended to provide QoS requirements, is required.4



1.3. MOTIVATION AND OBJECTIVES3. Developing a simulation tool to model high-performan
e networks. This tool mustbe adjusted to the AS spe
i�
ation but, it has to be �exible enough to test di�erentproposals of QoS support. Moreover, it also has to be a

urate enough to providemeaningful results. Besides, a great variety of performan
e metri
s are desirable, tomeasure the goodness of di�erent proposals.4. Proposing possible implementations for the MinBW s
heduler. As stated before, ASdoes not spe
ify an algorithm or implementation for this s
heduler, but some 
hara
-teristi
s that it must respe
t. These 
hara
teristi
s and also the possible intera
tionwith other me
hanisms, like the link level �ow 
ontrol, must be studied.5. Solving the problem of the AS table s
heduler with variable pa
ket sizes. The mainlimitation of the AS table s
heduler is its problem to handle in an appropriate wayvariable pa
ket sizes. This problem must be solved in order to be able to provideQoS based on bandwidth requirements with this s
heduler.6. De
oupling the bounding between the bandwidth and laten
y assignments of thetable s
heduler. Table-based s
hedulers 
an be 
on�gured to provide QoS based onlaten
y requirements. However, this entails that those �ows that require a low laten
yare assigned a high bandwidth, whi
h 
an be a waste of resour
es. In order to beable to distribute the resour
es in an e�
ient way this bounding between laten
y andbandwidth must be de
oupled.7. Studying the hardware 
omplexity of the di�erent s
hedulers. A hardware designof the di�erent s
hedulers must be done in order to obtain estimates of the 
om-putational and implementation 
omplexity. Spe
i�
ally, the obje
tive is to obtainestimates of sili
on area and arbitration time required by the s
hedulers.8. Proposing a general framework for providing QoS over AS. This point in
ludes howto 
on�gure the s
hedulers and the admission 
ontrol me
hanism in order to provideQoS based on bandwidth and laten
y requirements.9. Evaluating our proposals from the performan
e point of view. In this 
ase, we studythe traditional QoS indi
es su
h as laten
y, jitter, and throughput.These points will be 
overed along this thesis. Moreover, in the last 
hapter we willrevisit them, to see in whi
h degree they were a

omplished.5



CHAPTER 1. INTRODUCTION1.4 Organization of the ThesisThis thesis is organized in ten 
hapters, whi
h are brie�y introdu
ed here:
• Chapter 1: This 
hapter introdu
es this thesis. Spe
i�
ally, it presents the motivationand obje
tives of this work.
• Chapter 2: This 
hapter presents an ar
hite
tural overview of high-performan
e net-works. We review di�erent network ar
hite
tures that we 
an found. We also reviewthe main 
omponents and possible organizations of the swit
hes, whi
h are one ofthe key network elements. Finally, we 
ompare lossy networks with lossless networks,due to the fa
t that high-performan
e networks are usually lossless.
• Chapter 3: This 
hapter presents a brief state of the art on the provision of QoS inhigh-performan
e networks. Due to the importan
e of the pa
ket s
heduling algo-rithm to provide QoS, we dedi
ate a spe
i�
 se
tion to this topi
.
• Chapter 4: In this 
hapter, we review the AS te
hnology. Spe
i�
ally, we fo
us onthose AS tra�
 management me
hanisms that 
an be used to provide QoS.
• Chapter 5: In this 
hapter we dis
uss about the implementation of the AS MinBWs
heduler. We present three new fair queuing s
heduling algorithms that ful�ll allthe properties that this s
heduler must have and, therefore, 
an be implemented inthis te
hnology.
• Chapter 6: In this 
hapter we present the De�
it Table s
heduling me
hanism andits de
oupling 
on�guration methodology. Moreover, we show several possibilities inorder to adapt the existing AS table s
heduler into the DTable s
heduler withoutmodifying too mu
h the AS spe
i�
ation.
• Chapter 7: In this 
hapter we present the hardware design employed to obtain es-timates on sili
on area and arbitration time required by the minimum bandwidthand table s
hedulers. Moreover, we analyze and 
ompare the e�e
t of several designparameters over the 
omplexity of the di�erent s
hedulers.
• Chapter 8: In this 
hapter we present a general framework to provide QoS overAS that uses some of the AS me
hanisms reviewed in Chapter 4. Spe
i�
ally, wepresent a tra�
 
lassi�
ation based on bandwidth and laten
y requirements, employan admission 
ontrol (AC) me
hanism to ensure QoS provision, and show how to
on�gure the minimum bandwidth and table-based AS egress link s
hedulers.6



1.4. ORGANIZATION OF THE THESIS
• Chapter 9: In this 
hapter we evaluate the performan
e of our proposals by simula-tion.
• Chapter 10: This 
hapter �nishes the thesis. We summarize the work done and dis-
uss whi
h are the main 
ontributions of our work, whi
h publi
ations have followed,and whi
h are the dire
tions of future work.In addition to these, there is a detailed bibliography at the end of the thesis.
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Chapter 2
High-Performan
e Networks
Networks are responsible for the 
ommuni
ation between the 
omponents of many systems.Therefore, They have been extensively studied and there are a plethora of proposals. High-performan
e networks are a subset of networks that are 
hara
terized by the appli
ationrequirements, rather than physi
al 
hara
teristi
s [DYL02℄. In this 
ase, the appli
ationsdemanding high-performan
e networks require a very high bandwidth and a very shortresponse time or delay.There are many systems where a high-performan
e inter
onne
t is ne
essary. Here,we give a list of examples, but the number of appli
ations requiring inter
onne
tion net-works is 
ontinuously growing. For example: Internal 
ommuni
ation in very large-s
aleintegration (VLSI) 
ir
uits, system and storage area networks, internal networks for tele-phone swit
hes and Internet proto
ol (IP) routers, pro
essor-to-pro
essor and pro
essor-to-memory inter
onne
ts for super
omputers, inter
onne
tion networks for multi
omputersand distributed shared-memory multipro
essors, and 
lusters of workstations and personal
omputers.As we see, inter
onne
tion networks are a key 
omponent in a variety of systems.Spe
ially in super
omputers, the network is usually the bottlene
k, rather than the pro-
essors. For this reason, the theoreti
al maximum performan
e from parallel appli
ationsis limited by the 
ommuni
ations subsystem [DYL02℄. This illustrates the importan
e ofe�
ient high-performan
e inter
onne
ts.In this 
hapter, we will review di�erent network ar
hite
tures that we 
an found.We will also review the main 
omponents and possible organizations of the swit
hes, whi
hare one of the key network elements. Finally, we will 
ompare lossy networks with losslessnetworks, due to the fa
t that high-performan
e networks are usually lossless.9



CHAPTER 2. HIGH-PERFORMANCE NETWORKS2.1 Network 
lassi�
ationInter
onne
tion networks 
an be 
lassi�ed a

ording to network topology [DYL02℄. In thisway, we would have: Shared medium networks, dire
t networks, and indire
t networks.Hybrid approa
hes are also possible. This network 
lasses will be des
ribed in the nextse
tions.
2.1.1 Shared medium networksIn shared medium networks, there is a transmission medium shared by all 
ommuni
atingdevi
es. In su
h shared medium networks, only one devi
e is allowed to use the network ata time. On the other hand, all the devi
es 
an listen simultaneously. The most 
ommonshared medium is a bus.The main advantage of shared medium networks, besides their simpli
ity, is theirability to support atomi
 broad
ast. This property is important to e�
iently support manyappli
ations requiring one-to-all or one-to-many 
ommuni
ation servi
es, su
h as barriersyn
hronization and snoopy 
a
he 
oheren
e proto
ols.However, due to limited network bandwidth, a single shared medium 
an onlysupport a limited number of devi
es before the medium be
omes a bottlene
k. Therefore,shared medium networks s
ale badly. This means that the inter
onne
tion 
annot bee�
iently expanded to 
ope with in
reasing numbers of 
ommuni
ating devi
es.
2.1.2 Dire
t networksAs we have seen, the main problem with shared medium based networks is the s
alability.The dire
t network or point-to-point network is a popular network ar
hite
ture that s
aleswell to a large number of devi
es. A dire
t network 
onsists of a set of nodes, ea
h onebeing dire
tly 
onne
ted to a (usually small) subset of other nodes in the network. Ea
hnode 
ontains one of the devi
es that are 
ommuni
ating. Ea
h node, in addition tothe devi
e 
ontains a swit
h. Swit
hes handle 
ommuni
ation among nodes, sin
e ea
hswit
h is 
onne
ted to some other swit
hes, belonging to neighbor devi
es. Usually, twoneighboring nodes are 
onne
ted by a pair of unidire
tional 
hannels in opposite dire
tions.A bidire
tional 
hannel may also be used to 
onne
t two neighboring nodes.10



2.2. SWITCHING TECHNIQUESDire
t networks are 
hara
terized by their topology, whi
h is the way in whi
h theswit
hes are 
onne
ted by 
hannels. Popular network topologies in
lude: Meshes, torus,K-ary n-
ubes, trees.Dire
t networks are very popular for high-speed inter
onne
ts, spe
ially in multi-
omputers. There are many real-life examples of this network design and interested readers
an 
onsult [DYL02℄.2.1.3 Indire
t networksIndire
t networks are another major 
lass of inter
onne
tion networks. Instead of providinga dire
t 
onne
tion among some nodes, the 
ommuni
ation between any two nodes has tobe 
arried through some external swit
hes. That means that nodes no longer have swit
hes,but network adapters or network interfa
es.The inter
onne
tion of the swit
hes de�nes various network topologies, just like indire
t networks. However, the main advantage of indire
t networks is that several nodes 
anshare the same swit
h, thus redu
ing 
omponent 
ount. In addition to regular topologies,like those for dire
t networks, in indire
t networks there is support for irregular topologies.This is a typi
al 
ase in 
lusters, whi
h 
an be built just by adding new swit
hes and
omputers to the existing system.Multistage inter
onne
tion networks (MINs) are also a popular topology for indire
tnetworks. In this 
ase, the devi
es are 
onne
ted through a number of swit
h stages.The number of stages and the 
onne
tion patterns between stages determine the routing
apability of the networks.There are many variations of MIN topology, depending on the 
onne
tion pattern.In most inter
onne
tion te
hnologies links are bidire
tional (or pairs of two unidire
tionallinks are bundled together) and thus, bidire
tional MINs are used. In bidire
tional MINs,
onne
tions have a forward path, a turnaround point, and a ba
kward path. The advantageof this is that there are no 
y
les and routing is easy.2.2 Swit
hing te
hniquesA swit
hing te
hnique is the te
hnique used to transfer information through the network.At the appli
ation level, the appli
ation generates user messages or just messages. Thesemessages are pushed to the network level through network interfa
es. In these devi
es,11



CHAPTER 2. HIGH-PERFORMANCE NETWORKSmessages are 
onverted into pa
kets. A message 
an generate one or more pa
kets. In thelatter 
ase, pa
kets must be reassembled at the re
eiver's network interfa
e, to forward theoriginal message to the appli
ation.Taking into a

ount the previous information, the swit
hing te
hnique deals withhow to transfer pa
kets from one end-node to another, passing through one or moreswit
hes. In the 
ase of dire
t networks, ea
h devi
e is a swit
h by itself, while in in-dire
t networks swit
hes are separated devi
es.We will see in the following the four swit
hing te
hniques more oftenly used inhigh-performan
e networking: Cir
uit swit
hing, pa
ket swit
hing, virtual 
ut-through,and wormhole. A more 
omprehensive des
ription of these te
hniques and other less usualte
hniques 
an be found at [DYL02℄.2.2.1 Cir
uit swit
hingIn 
ir
uit swit
hing, a physi
al path from the sour
e to the destination is reserved priorto the transmission of the data. In this 
ase, messages are not pa
ketized, i.e. we transfermessages dire
tly. This is realized by inje
ting a spe
ial message, whi
h is 
alled probe,into the network. This probe 
ontains the destination address and some additional 
ontrolinformation. It progresses toward the destination reserving physi
al links as it is transmit-ted through intermediate swit
hes. When the probe rea
hes the destination, a 
ompletepath has been set up and an a
knowledgment is transmitted ba
k to the sour
e. In thisway, a 
ir
uit is established.The message 
ontents may now be transmitted at the full bandwidth of the hardwarepath. The 
ir
uit may be released by the destination or by the last few bits of the message.The 
ir
uit may also be kept for a longer period, as in telephony networks.The main disadvantage of 
ir
uit swit
hing is that the physi
al path is reserved forthe duration of the message and may blo
k other messages. For example, 
onsider the
ase where the probe is blo
ked waiting for a physi
al link to be
ome free. All of the linksreserved by the probe up to that point remain reserved, 
annot be used by other 
ir
uits,and may be blo
king other 
ir
uits, preventing them from being set up.2.2.2 Pa
ket swit
hingIn 
ir
uit swit
hing, the 
omplete message is transmitted after the 
ir
uit has been setup. Alternatively, the message 
an be partitioned into pa
kets. The �rst few bytes of a12



2.2. SWITCHING TECHNIQUESpa
ket 
ontain routing and 
ontrol information and are referred to as the pa
ket header.The header information is extra
ted by the intermediate swit
hes and used to determinethe output link over whi
h the pa
ket is to be forwarded. This means that ea
h pa
ketis individually routed from sour
e to destination. This te
hnique is referred to as pa
ketswit
hing.Pa
ket swit
hing is advantageous when messages are short and frequent. Unlike
ir
uit swit
hing, where a segment of a reserved path may be idle for a signi�
ant periodof time, a 
ommuni
ation link is fully utilized when there is data to be transmitted. Manypa
kets belonging to a message 
an be in the network simultaneously even if the �rst pa
kethas not yet arrived at the destination.However, splitting a message into pa
kets produ
es some overhead. In additionto the time required at sour
e and destination nodes, every pa
ket must be routed atea
h intermediate node. Another disadvantage of pa
ket swit
hing is that the storagerequirements at the swit
hes 
an be
ome extensive if pa
kets 
an be
ome large and manypa
kets must be bu�ered at a node. This 
an happen when networks are large and swit
heshave a signi�
ant radix (number of ports).
Store-and-forward vs. Virtual 
ut-throughPa
ket swit
hing 
an be implemented in two possible ways. In the �rst 
ase, whi
h isreferred to as store-and-forward swit
hing, a pa
ket is 
ompletely bu�ered at ea
h in-termediate node before it is forwarded to the next node. Store-and-forward swit
hing isbased on the assumption that a pa
ket must be re
eived in its entirety before any routingde
ision 
an be made and the pa
ket forwarded to the destination.However, this is not generally ne
essary and, rather than waiting for the entirepa
ket to be re
eived, the pa
ket header 
an be examined as soon as it is re
eived. Theswit
h 
an start forwarding the header and following data bytes as soon as routing de
isionshave been made and the output bu�er is free. In fa
t, the pa
ket does not even have tobe bu�ered at the output and 
an 
ut through to the input of the next swit
h beforethe 
omplete pa
ket has been re
eived at the 
urrent swit
h. This swit
hing te
hnique isreferred to as virtual 
ut-through swit
hing. With this swit
hing te
hnique the pa
ket ise�e
tively pipelined through su

essive swit
hes. If the header is blo
ked on a busy output
hannel, the 
omplete pa
ket is bu�ered at the node. Thus, at high network loads, virtual
ut-through swit
hing behaves like store-and-forward.13



CHAPTER 2. HIGH-PERFORMANCE NETWORKS2.2.3 Wormhole swit
hingThe need to bu�er 
omplete pa
kets within a swit
h 
an make it di�
ult to 
onstru
t small,
ompa
t, and fast swit
hes. In wormhole swit
hing, message pa
kets are also pipelinedthrough the network. However, the bu�er requirements within the swit
hes are substan-tially redu
ed over the requirements for virtual 
ut-through swit
hing. A message pa
ketis broken up into �its. The �it is the unit of �ow 
ontrol, and input and output bu�ers ata swit
h are typi
ally large enough to store a few �its.The pa
ket is pipelined through the network at the �it level and is typi
ally toolarge to be 
ompletely bu�ered within a swit
h. Thus, at any instant in time a blo
kedpa
ket o

upies bu�ers in several swit
hes.The primary di�eren
e between wormhole swit
hing and virtual 
ut-through swit
h-ing is that, in the former, the unit of �ow 
ontrol is a single �it and, as a 
onsequen
e,small bu�ers 
an be used. Just a few �its need to be bu�ered at a swit
h.In the absen
e of blo
king, the pa
ket is pipelined through the network. However,the blo
king 
hara
teristi
s are very di�erent from that of virtual 
ut-through. If therequired output 
hannel is busy, the pa
ket is blo
ked �in pla
e�. The small bu�er sizesat ea
h node (smaller than pa
ket size) 
ause the pa
ket to o

upy bu�ers in multipleswit
hes, similarly blo
king other pa
kets. In e�e
t, dependen
ies between bu�ers spanmultiple swit
hes. This property 
ompli
ates the issue of deadlo
k freedom. However, thesmall bu�er requirements and pa
ket pipelining enable the 
onstru
tion of swit
hes thatare small, 
ompa
t, and fast.2.3 Swit
h ar
hite
tureOne of the key elements of a high-performan
e network are the swit
hes. The main 
om-ponents of a generi
 high-performan
e swit
h are:
• Bu�ers. These are FIFO bu�ers for storing messages in transit. The bu�er sizemust be an integer number of �ow 
ontrol units, otherwise some spa
e would bewasted. Depending on the design, bu�ers may be asso
iated only with inputs (inputbu�ering), outputs (output bu�ering), or both.
• Routing unit. This logi
 implements the routing fun
tion. For adaptive routingproto
ols, the message headers are pro
essed to 
ompute the set of 
andidate output14



2.3. SWITCH ARCHITECTURE
hannels and generate requests for these 
hannels. For oblivious routing proto
ols,routing is a very simple operation.
• Crossbar. This 
omponent is responsible for 
onne
ting swit
h input bu�ers to swit
houtput bu�ers in high-speed swit
hes. In the past, other alternatives were used, likebuses, but nowadays, 
rossbars are very popular.
• Crossbar s
heduler. This unit 
on�gures the 
rossbar every s
heduling 
y
le, sele
tingthe output link for in
oming messages. Output 
hannel status is 
ombined with input
hannel requests. Con�i
ts for the same output must be arbitrated (in logarithmi
time). If the requested bu�er(s) is (are) busy, the in
oming message remains in theinput bu�er until a requested output be
omes free. Fast s
heduling algorithms are
ru
ial to maintain a low �ow 
ontrol laten
y through the swit
h.Sin
e the design of e�
ient 
rossbar s
hedulers for input-queued swit
hes is a 
omplextask, there is a trend on providing internal speed-up to the 
rossbars. That meansthat the 
rossbar point-to-point 
onne
tions are faster than the links 
onne
ted tothe swit
h. Typi
al values for this speed-up are 1.5 or 2.0, meaning that the 
rossbaris 50% to 100% faster than the links. In this way, the 
rossbar, despite s
hedulerine�
ien
ies, is not the bottlene
k of the system.When there is speed-up in the 
rossbar, bu�ers at the outputs of the swit
h aremandatory. The reason is that, sin
e the 
rossbar is faster than the output links,some memory is needed to store the ex
ess of information transferred ea
h s
heduling
y
le. However, this also implies that some kind of internal �ow 
ontrol is needed toavoid over�owing the output bu�ers, leading to more 
omplex ar
hite
tures.These basi
 blo
ks are found in most high-performan
e swit
h designs. However,the organization of the swit
h may vary. In order to do their swit
hing fun
tion, the moste�
ient swit
hes implement a 
rossbar. However, we also saw that the swit
hes also haveto implement some bu�er spa
e when using pa
ket swit
hing or any of its variants. Inthis 
ase, there are several options regarding where to put the bu�ers. We will see in thefollowing the most usual swit
h organizations.2.3.1 Central bu�erIn 
entral bu�er organization, there is only one 
entral bu�er in the swit
h, whi
h isa

essed by all input and output ports. In this 
ase, if L is the 
hannel rate and N is thenumber of ports of the swit
h, the a

ess rate to the 
entral bu�er is (N + N)× L.15



CHAPTER 2. HIGH-PERFORMANCE NETWORKSAlthough it seems that there is no 
rossbar in this ar
hite
ture, in fa
t there is one.In order to 
onne
t all the input and output ports with the memory modules, a 
rossbarorganization is needed.This swit
h organization is very advantageous for bu�er utilization, sin
e all thetra�
 �ows 
an take advantage of the shared bu�er. Moreover, all the output ports havea

ess to pa
kets, without the problems of input-bu�ered swit
hes.However, the requirements of memory bandwidth make this swit
h organizationpoorly s
alable. Moreover, �ow 
ontrol is more 
omplex in this ar
hite
ture, sin
e any�ow 
an use any portion of the bu�er. We 
an �x this by partitioning the bu�er in spa
ededi
ated to ea
h input 
hannel, but, by doing so, we would lose some of the advantagesof 
entral bu�er swit
h ar
hite
ture.2.3.2 Output queuingThe output bu�er organization 
onsists in a separate bu�er for ea
h output port. In thisway, in
oming pa
kets are stored immediately in their 
orresponding output port.In order to a
hieve this, upon pa
ket re
eption, they are de
oded and the outputport is 
al
ulated. Afterwards, pa
kets are immediately sent through a 
rossbar to theoutput port, where they are stored in a bu�er.The output ports bu�er aggregate bandwidth is (N +1)×L. Moreover, the 
rossbarmust work at rate of n× L, sin
e, in the worst 
ase, all input ports may require to inje
tpa
kets for the same output port.The �ow 
ontrol in output queuing is 
omplex. The reason is that the bu�er spa
eat any output port is shared by all input 
hannels. We 
an solve this by partitioning thebu�ers in spa
e reserved for ea
h input, but this is disadvantageous sin
e we lose �exibilityin bu�er assignment.The bu�ers and 
rossbar required rate make this ar
hite
ture poorly s
alable. Forthis reason it is not usually proposed for high-speed swit
hes.2.3.3 Input queuingIn an input queuing swit
h organization, there is a bu�er at ea
h input port. Whenpa
kets are re
eived, they are stored in the input port where they arrive. Independently,the 
rossbar is s
heduled mat
hing pa
kets ready at input bu�ers with free output 
hannels.16



2.3. SWITCH ARCHITECTUREWhen a pa
ket is 
hosen for transmission, it passes through the 
rossbar and is immediatelyforwarded through the output link. In this way, there are no bu�ers at the output ports.The rate requirements of input bu�ers are just (1 + 1) × L, whi
h makes thisar
hite
ture an ex
ellent 
hoi
e for s
alable swit
hes.However, input queuing has an important disadvantage that did not have the pre-vious swit
h ar
hite
tures: The head-of-line (HOL) blo
king [KHM87℄. It happens whena pa
ket at the head of a queue blo
ks, be
ause it is requesting an output port whi
h is
urrently busy with another pa
ket. This pa
ket may prevent other pa
kets in the samequeue from advan
ing, even if they request available output links. A

ording to syntheti
tra�
 studies [HK88℄, the maximum throughput of input-queued swit
hes is below 60%.There are two 
ommonly a

epted solutions for this problem. The �rst one is
alled virtual output queues (VOQ) [DCD98℄, although it is also known as advan
ed inputqueuing. This solution 
onsists in organizing the input bu�ers in su
h a way that there areas many queues as output ports. These are dynami
 queues and do not require additionalbandwidth in bu�ers. Sin
e pa
kets requesting di�erent output ports are stored in di�erentqueues, the HOL blo
king is 
ompletely eliminated.The se
ond solution for performan
e issues in input-queued swit
hes 
onsists inproviding some speed-up for the swit
h. This solution is dis
ussed in the next se
tion.
2.3.4 Combined input and output queuingWhen an input-bu�ered swit
h has a 
rossbar that operates faster than the link rate,the output ports need to implement some bu�er to store the additional pa
kets. In thisar
hite
ture, the memory a

ess rate needed, both at input and output bu�ers, is (S+1)×L,where L is the external line rate and S is the speed-up fa
tor (1 means no speed-up).This ar
hite
ture 
an also implement the VOQs at the input ports and provide evenbetter performan
e. In this way, an s
alable solution exists for high-speed swit
hes.The 
ombined input and output queuing swit
h ar
hite
ture is a widely a

eptedsolution in high-performan
e swit
hes. For this reason, we will assume in the rest of thisthesis that this is the ar
hite
ture implemented in our swit
h models.17



CHAPTER 2. HIGH-PERFORMANCE NETWORKS2.3.5 Combined input-
rosspoint queuingThe kind of 
rossbar most 
ommonly implemented in swit
hes is bu�erless, i.e. bu�ers areeither at the inputs, the outputs, at both pla
es, or at a 
entral lo
ation. However, there isan old design that is re
ently getting mu
h attention where there are small bu�ers at ea
h
rosspoint. This �bu�ered 
rossbar" or 
ombined input-
rosspoint queuing (CICQ) ar
hi-te
ture has signi�
ant advantages over the previous, traditional bu�erless 
on�guration:
• The s
heduling task is dramati
ally simpli�ed; QoS support is easily implementable;there are no s
heduler ine�
ien
ies to be 
ompensated by speedup.
• The 
rossbar 
an operate dire
tly on variable-size pa
kets, hen
e there is no need forsegmentation and reassembly 
ir
uits; the need for mutually syn
hronized line 
ards(at the 
ell-time level) is also eliminated.
• Internal speedup is not needed, be
ause there is no pa
ket segmentation and nos
heduler ine�
ien
ies; hen
e, the external line rate 
an be as high as the 
rossbarline rate.
• The egress path of the swit
h needs no bu�er memory �at least no large, o�-
hipmemory� be
ause pa
ket reassembly is not needed, and be
ause, in the la
k of internalspeedup, there is no output queue build up; this eliminates a major 
ost 
omponent.The rate of 
rosspoint bu�ers is (1+1)×L, but the swit
h needs N ×N su
h smallbu�ers. This has two drawba
ks: The �rst is that bu�er is very fra
tioned and, therefore,at a 
ertain point most of the bu�ers will be likely empty, while spa
e would be ne
essaryat others. The se
ond disadvantage is that this ar
hite
ture s
ales poorly when 
omparedwith the bu�erless 
rossbar ar
hite
tures. However, this problem will be attenuated asCMOS te
hnology improves.2.4 Lossy versus lossless networksWhen using pa
ket swit
hing, it may happen that instantaneous rate demanded of a link ishigher than its 
apa
ity. Bu�ers are provided to attenuate this problem, but if the demandpersists, bu�ers may be over�owed. There are two ways of handling this problem. The�rst one 
onsists in dropping pa
kets when bu�ers get full. The se
ond one 
onsists inimplementing me
hanisms that avoid transmitting pa
kets if there is not enough spa
e at18



2.4. LOSSY VERSUS LOSSLESS NETWORKSthe other end to store those pa
kets. The �rst possibility makes a network lossy, the se
ondlossless.2.4.1 Lossy networksBu�er management algorithms are used in lossy networks to de
ide whi
h pa
kets to dis
ardin 
ongestion situations and when. The simplest bu�er management algorithm is TailDrop, whi
h simply dis
ards a pa
ket if the queue is full at the arrival time of the pa
ket.Another 
ommonly algorithm used is Random Early Dete
tion (RED) [FJ93℄, whi
h 
androp pa
kets with 
ertain probability even if the queues are not yet full. The 
hara
teristi
sof lossy networks are:
• The information that is lost must be retransmitted by the sour
es. A sour
e knowsthat a pa
ket was dropped either be
ause it re
eives a NACK or be
ause a 
on�guredtime passes without re
eiving an ACK.
• Deadlo
k situations 
annot happen and 
ongestion never propagates ba
kwards.
• However, sin
e pa
kets may be dropped, some bandwidth is wasted. This leads to the
on
ept of goodput, whi
h is the fra
tion from network throughput that is a
tuallyuseful.
• Another problem of lossy networks is that, due to pa
ket drops and retransmissions,the delay of pa
kets may get intolerably high for some appli
ations.A typi
al example of this kind of networks is ATM [For95℄ and traditionally Eth-ernet. However, this last te
hnology in
luded in its gigabit version [Sei98℄ an stop and golink level �ow 
ontrol me
hanism that makes this te
hnology lossless [RS05℄. Nevertheless,this me
hanism is not usually employed and thus, Ethernet is in general still a losslessnetwork.2.4.2 Lossless networksLossless networks employ link-level �ow 
ontrol me
hanism to avoid dropping pa
kets when
ongestion arises. Sometimes, these me
hanism are also 
alled ba
kpreassure te
hniques.The 
hara
teristi
s of lossless networks are: 19
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• Sin
e pa
kets are never dropped, no retransmissions are needed and bandwidth is notwasted. However, there is some 
ontrol overhead, whi
h is the bandwidth 
onsumedby �ow 
ontrol messages. However, this is usually negligible.
• The problem of Head-Of-Line (HOL) blo
king appears. This phenomenon happenswhen a pa
ket ahead of a FIFO queue blo
ks be
ause of the �ow 
ontrol, preventingthe rest of pa
kets in the same queue from advan
ing.
• When 
ongestion persists over time, the bu�ers 
ontaining the blo
ked pa
kets willbe �lled and the �ow 
ontrol will prevent other swit
hes from sending pa
kets tothe 
ongested ports. Therefore, the 
ongestion will be rapidly propagated to otherswit
hes, even rea
hing the inje
ting end nodes. This has been 
alled tree saturation[PN85℄ or, in other 
ontexts, 
ongestion spreading or 
ongestion tree. Congestiontrees may dramati
ally a�e
t the performan
e of the network. The reason is thatthey a�e
t not only �ows that are dire
tly 
ontributing to the 
ongestion, but other�ows that share the same bu�ers due to the HOL blo
king e�e
t.
• Pa
kets may be delayed or blo
ked when they may over�ow a bu�er in the next hop.The designers must be 
areful to avoid deadlo
k situations, where there is a 
y
le ofdependen
ies between pa
kets and none of them 
an advan
e.In high-performan
e networks, lossless �ow 
ontrol is generally preferred. Thisis the 
ase in for example Myrinet [BCF95℄, Quadri
s [BAP03℄, In�niBand [Inf00℄, andAdvan
ed Swit
hing (AS) [Adv03℄. The reason is that retransmissions and the delays theyinvolve are not tolerable by the appli
ations whi
h use the network. There are two main�ow 
ontrol me
hanisms for lossless networks: Stop and go and 
redit based �ow 
ontrol.Stop and GoIn stop and go, the re
eiver bu�er, of size B, has two marks, kSTOP and kGO, su
h as 0 <

kGO < kSTOP < B. The state of the bu�er is 
hara
terized by the amount of information
ontained, f . Initially, f = 0 and it may grow as pa
kets are stored in the bu�er. Likewise,
f de
reases as pa
kets are forwarded to the next stage and, thus, are removed from thebu�er. The obje
tive of the �ow 
ontrol me
hanism is to avoid that f > B happens. Inorder to a
hieve this, two 
ontrol symbols are used. The bu�er generates a STOP 
ontrolsymbol when f in
reases to kSTOP , and generates a GO 
ontrol symbol when f de
reasesto kGO. The kSTOP and kGO parts of the bu�er provide the sla
k ne
essary for the delay20
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Figure 2.1: Elements of stop and go �ow 
ontrol.between sender and re
eiver. The margin between both marks provides hysteresis, i.e. aworking area where no signals are generated. The elements of the systems are illustratedin Figure 2.1.The main advantage of stop and go �ow 
ontrol is its simpli
ity to be implemented.The re
eiving bu�er must take into a

ount just two thresholds and send the STOP andGO 
ontrol tokens, usually by means of spe
ial 
ontrol messages. On the other hand, thesending devi
e also needs simple logi
 to handle the �ow 
ontrol proto
ol.The biggest drawba
k of stop and go is that the optimum value of kSTOP and kGOis di�
ult to 
al
ulate. It depends on link bandwidth, link length, and delay to produ
eand de
ode the 
ontrol messages. For this reason, a 
ompromise value is oftenly used, withenough sla
k for the worst 
ase.Credit-Based Flow ControlIn 
redit-based �ow 
ontrol, the re
eiver bu�er is divided in a set of slots. In the mostsimple implementations, ea
h slot is equivalent to a pa
ket. However, when variable pa
ketsizes are used, the slot represents a �xed amount of information, for instan
e 64 bytes. Thisis known as the �ow 
ontrol unit or �it.When the system is initialized, the re
eiver informs the sender with the numberof �its in its bu�er. The sender stores this value in a register, the 
redits 
ounter. The21



CHAPTER 2. HIGH-PERFORMANCE NETWORKSoperation of the system is as follows: Every time the sender transmits a pa
ket through thelink, it de
rements the 
redits 
ounter with the number of �its of the pa
ket. If a pa
ketis larger than the amount of �its available in the 
redits 
ounter, it is not transmitted. Inthis way, the re
eiver's bu�er 
annot be over�owed.

Figure 2.2: Elements of 
redit-based �ow 
ontrol.When the re
eiver is able to transmit messages to the next stage and, therefore,slots be
ome available in the bu�er, 
orresponding 
redits are sent upstream. In this way,the 
redits 
ounter of the sender is in
remented and more pa
kets are allowed into the link.The elements of the system are illustrated in Figure 2.2.

22



Chapter 3
QoS in High-Performan
e Networks
The importan
e of network QoS is widely a

epted by both the resear
h 
ommunity andthe manufa
turers. However, the problem is that existing network devi
es are not so wellprepared for the new demands. Implementing QoS is still a very a
tive resear
h topi
,with multiple possible solutions 
ompeting against ea
h other. Depending on the networkar
hite
ture, di�erent te
hniques have to be taken into 
onsideration. Many resear
h e�ortsare today performed around the main aspe
ts related to QoS in di�erent environments.The in
reasing use of the Internet and the appearan
e of new appli
ations havebeen the dominant 
ontributions to the need of QoS. For this reason, it is not surprisingthat most of the studies are fo
used on delivering QoS on the Internet [FH98, XN99℄.Many of the servi
es available through the Internet are provided by appli
ations runningon 
lusters. Therefore, the resear
hers are also proposing me
hanisms for providing QoSon these platforms, as we will show later.More re
ently, with the advent of di�erent types of wireless te
hnologies, wirelessdevi
es are be
oming in
reasingly popular for providing the users with Internet a

ess. Itis possible to transmit data with them but also voi
e, or exe
uting multimedia appli
ationsfor whi
h QoS support is essential. The QoS me
hanisms proposed for wired networks arenot dire
tly appli
able to wireless networks, and therefore, spe
i�
 approa
hes have beenproposed [CS99, BCN99℄.Therefore, QoS is a very interesting topi
 in network design in many 
ontexts. Thework presented in this thesis is about providing QoS over AS, whi
h is a pa
ket-swit
hedhigh-performan
e network. Therefore, in this se
tion we will fo
us on the provision of QoSin high-performan
e networks. 23



CHAPTER 3. QOS IN HIGH-PERFORMANCE NETWORKS3.1 Appli
ation tra�
 requirementsMultimedia appli
ations have grown as important drivers for the need of high-performan
enetworks. This kind of appli
ations 
an take advantage of the new 
apabilities of inter
on-ne
tion networks. However, these new appli
ations have additional requirements whi
h aredi�erent to the requirements of traditional appli
ations. Multimedia appli
ations integrateseveral media, like video, audio, stati
 images, graphi
s, text, et
. This multimedia tra�
introdu
es new requirements the network must satisfy.From a networking perspe
tive, the QoS requirements of present appli
ations 
anbe grouped in four indi
es. These parameters were not taken into a

ount in the design ofmost best-e�ort networks [GG99, Bla00℄, be
ause they were not as important in the pastas nowadays. Let us see whi
h are these four 
ommonly 
onsidered indi
es:
• Bandwidth. The provision of bandwidth means that the network has enough 
apa
ityto support appli
ation throughput requirements. This means that the network isable to transfer all the information generated by the appli
ation without introdu
ingmeaningful 
ongestion in the sour
e. This requirement is fundamental for almost anymultimedia appli
ation to work properly.
• Laten
y. The laten
y or delay represents the amount of time taken by a user messageto rea
h its destination. There are appli
ations, like voi
e or video transmission,whi
h have very restri
tive laten
y requirements, sin
e messages that do not arrivein time are dis
arded as useless. Therefore, messages that are delivered late translateinto wasted throughput and worse QoS for the appli
ations. The analysis of the delay
omponents over the sour
e-to-destination path shows that up to 100-150 ms 
an bespared for 
ompression, pa
ketization, jitter 
ompensation, propagation delay, et
.[GGK99℄, leaving no more than few tens of millise
onds for queuing delay withinthe many swit
hes on the path. The limits of 10 and 100 ms for audio and video,respe
tively, are 
ommonly a

epted (see, for instan
e, annex G of IEEE standard802.1D-2004 [IEE04℄).
• Jitter. The variation of the laten
y of two 
onse
utive messages re
eived by an ap-pli
ation is 
alled jitter [ECT05℄. Figure 3.1 illustrates a typi
al probability densityfun
tion for laten
y and shows that jitter is bound between the minimum and max-imum laten
ies [Wan01℄. In multimedia appli
ations, the re
eiver expe
ts to re
eiveinformation in regular intervals. Messages that arrive too ahead in time must bebu�ered in the destination until the appli
ation is ready to 
onsume them. There-fore, if too many messages arrive too early it may happen that the appli
ation bu�er24



3.1. APPLICATION TRAFFIC REQUIREMENTS

Figure 3.1: Pa
ket laten
y probability density.is over�owed and some pa
kets are dis
arded. This 
an happen, for instan
e, whentransmitting video frames for a video-on-demand appli
ation. The 
ommonly a
-
epted limits for jitter are the same as for laten
y, that is, 10 and 100 ms for audioand video, respe
tively.
• Information loss. Another requirement for multimedia appli
ations is the loss rate ofinformation. This is important be
ause if some messages are lost, then it would a�e
tthe quality per
eived by the user. In traditional appli
ations, the loss of data is alsoa serious problem, but in this 
ase it 
an be solved with retransmissions. However,the retransmission of data introdu
es a waste of throughput and additional delaysthat are usually intolerable in high-performan
e networks. For this reason, mosthigh-performan
e networks implement me
hanisms to avoid dropping pa
kets in thefa
e of 
ongestion (as we saw in Se
tion 2.4).In order to de�ne whi
h are the a
tual requirements of a multimedia appli
ation, interms of the indi
es we have presented before, it is usual to study the quality per
eived bythe users [Hal01℄. That means that the bandwidth, laten
y, jitter, and data loss require-ments are 
hosen in order to obtain a performan
e in the appli
ation level that allows theusers to per
eive the multimedia appli
ation without degradations.The degree of toleran
e or sensitivity to ea
h of these parameters varies widely fromone appli
ation to another. For example, multimedia appli
ations are usually sensitive tolaten
y and jitter, but many of them 
an tolerate pa
ket losses to some extent. However,the severity of the e�e
t of losses on the quality of these appli
ations is also in�uen
edby parameters su
h as the 
ompression and en
oding te
hniques used, the loss pattern,25



CHAPTER 3. QOS IN HIGH-PERFORMANCE NETWORKSthe transmission pa
ket size, and the error re
overy te
hnique implemented [WZ98℄. For afurther dis
ussion about di�erent appli
ations and their requirements, see [EGBS03℄.The QoS parameters an appli
ation may wish to spe
ify 
an be expressed in aquantitative manner or a qualitative manner. While the former spe
i�es numbers and�quantities� in order to express the QoS requirements, the latter usually spe
i�es relativelevels su
h as better than or low loss. Quantitative requirements 
an be expressed in adeterministi
 or statisti
al way su
h as per
entile or average values.3.2 Tra�
 
lassesIn the previous se
tion, we introdu
ed QoS from the point of view of the appli
ations.These appli
ations need that the network satis�es some QoS indi
es. From the networkperspe
tive, it is very di�
ult to 
onsider the requirements of every possible appli
ation.Therefore, a set of tra�
 
lasses are de�ned to group appli
ations.The number and 
hara
teristi
s of tra�
 
lasses must be diverse enough to satisfyall the users, but, at the same time, it is interesting from the network perspe
tive to be asnarrow as possible, to redu
e 
omplexity.On
e we have settled a 
ertain group of tra�
 
lasses, it is the responsibility ofusers to 
hoose whi
h one is the most appropriate for their appli
ations.Ea
h tra�
 
lass is de�ned by a set of spe
i�
 QoS requirements. There are severalproposals for 
lassifying tra�
. A 
lassi
al one is introdu
ed by ATM [For95℄, based on�ve di�erent tra�
 
lasses:
• CBR (Constant Bit Rate). This tra�
 
lass in
ludes the 
onne
tions that require�xed bandwidth and low delay. The assigned bandwidth will be always availableduring the lifetime of the 
onne
tion, thus it 
an be used to emulate 
ir
uit swit
hing.Some appli
ations that 
an use this tra�
 
lass are telephony, video 
onferen
e, rawaudio and video transmission, and, in general, 
ommuni
ations where bounds areneeded on delay and bandwidth.
• rt-VBR (real time-Variable Bit Rate). In this 
ase, this tra�
 
lass is aimed forappli
ations also with delay requirement, but with a variable inje
tion rate, oftenlyin bursts of pa
kets. The two 
hara
teristi
s of this tra�
 are average and peak rate.Instead of using peak rate for bandwidth reservation, the network 
an make statisti
26



3.2. TRAFFIC CLASSESmultiplexing in order to save some bandwidth. Examples of appli
ations belongingto rt-VBR are 
ompressed audio and video transmission.
• nrt-VBR (non real time-Variable Bit Rate). The appli
ations that also generatebursty tra�
, but do not require a short delay, belong to this 
ategory. For instan
e,some kinds of video and audio broad
asts 
an �t in this 
ategory.
• ABR (Available Bit Rate). This tra�
 
lass was proposed for regular data tra�
,like �le transfer or e-mail, whi
h does not require servi
e guarantees. Although thereare no guarantees on maximum delay or minimum bandwidth, it is desirable thatswit
hes provide the best performan
e that is possible. For this reason, this tra�
 isalso known as best-e�ort tra�
.
• UBR (Unspe
i�ed Bit Rate). This tra�
 
lass was proposed for appli
ations that useany ex
ess of network 
apa
ity, after all the other tra�
 
lasses have been served. Inthis way, there are no requirements on bandwidth or delay and pa
kets 
an be safelydropped. Appli
ations using this 
lass 
an be like ABR appli
ations, but with evenless priority.Other authors have proposed alternatives to this 
lassi�
ation. For instan
e, in[KLC98℄ there are only three of the previous 
lasses, sin
e there is no distin
tion betweenboth VBR 
lasses and UBR tra�
 is not 
onsidered. Another example is the proposed byPelissier [Pel00℄, whi
h proposes four tra�
 
lasses:DBTS (Dedi
ated Bandwidth Time Sensitive). This kind of tra�
 requires a guaranteedminimum of bandwidth and also a maximum delay. It would be similar to ATM'sCBR and rt-VBR tra�
 
lasses. Intera
tive appli
ations like video
onferen
e andVoi
e over IP (VoIP) would belong to this 
ategory.DB (Dedi
ated Bandwidth). This tra�
 
lass demands a minimum bandwidth, but it isnot too sensible to delay. Therefore, it is similar to ATM's nrt-VBR.BE (Best-E�ort). This tra�
 is usually bursty. In this 
ase, there are no stri
t re-quirements of bandwidth or laten
y. This 
ategory is similar to ATM's ABR. Themajority of tra�
 generated by 
onventional appli
ations belongs to this 
ategory.This in
ludes FTP, e-mail, web browsing, et
.CH (Challenged). This tra�
 
lass re
eives a degraded performan
e in order to avoidthat it disturbs BE tra�
. In this sense, it is similar to ATM's UBR. An example oftra�
 of this 
ategory would be a ba
kup 
opy, whi
h would take pla
e in momentswhen it would not disturb the other types of tra�
.27



CHAPTER 3. QOS IN HIGH-PERFORMANCE NETWORKSThere are many other 
lassi�
ations, but we will see just another one. In re
entIEEE standards, like for instan
e IEEE standard 802.1D-2004 [IEE04℄, there are seventra�
 
lasses, brie�y des
ribed in Table 3.1.Table 3.1: Tra�
 types suggested by the standard IEEE 802.1D-2004.SC Des
riptionNetwork 
ontrol (NC) Tra�
 to maintain and support the network infrastru
ture 
har-a
terized by a �must get there� requirement.Voi
e (VO) Tra�
 with a limit of 10 ms for laten
y and jitter.Video (VI) Tra�
 with a limit of 100 ms for laten
y and jitter.Controlled load (CL) Tra�
 from appli
ations subje
t to some form of admission 
ontrolbased on bandwidth.Ex
ellent-e�ort (EE) The best-e�ort type servi
es that an information servi
es organi-zation would deliver to its most important 
ustomers.Best-e�ort (BE) LAN tra�
 as we know it today.Ba
kground (BK) Bulk transfers and other a
tivities that should not impa
t the useof the network by other appli
ations.This IEEE 
lassi�
ation mixes quantitative and qualitative requirements for thedi�erent types of tra�
. In de�nes a 
ontrol tra�
 type with a generi
 low laten
y re-quirement and two tra�
 types, voi
e and video, with expli
it bandwidth, laten
y, andjitter requirements. This two tra�
 types 
ould be 
ompared with the DBTS tra�
 typeproposed by Pelissier. It also 
onsiders a tra�
 type with only bandwidth requirements,as the Pelissier DB tra�
 type. Finally, this 
lassi�
ation propose to di�erentiate amongthree types of best-e�ort tra�
 with qualitative requirements.3.3 Per �ow versus per 
lass QoS provisionThere are many 
hoi
es related to the provision of QoS. One of the most important 
hoi
esis whether resour
es are allo
ated for individual �ows or for tra�
 aggregates. Dependingon this de
ision we will have a di�erent QoS model. The two outstanding examples ofboth models are integrated servi
es (IntServ) [BCS94℄, whi
h handle individual �ows; anddi�erentiated servi
es (Di�Serv) [BBC98, Ber98℄, whi
h handle �ow aggregates.IntServ is an ar
hite
ture that spe
i�es the elements to guarantee QoS in IP net-works. The idea of IntServ is that every router in the system implements IntServ, and everyappli
ation that requires some kind of guarantees has to make an individual reservation.28



3.3. PER FLOW VERSUS PER CLASS QOS PROVISIONBesides the resour
e reservation pro
edure, in IntServ also 
lassi�
ation and forwardinga
tions, su
h as s
heduling, are made on a per-�ow basis. �Flow Spe
s� [Par92℄ des
ribeswhat the reservation is for, while RSVP [BZB97℄ is the underlying me
hanism to signal ita
ross the network.The main problems of IntServ QoS ar
hite
ture are [XN99℄:
• The amount of information that ea
h intermediate router has to handle and storegrows proportional to the number of established 
onne
tions. This is a very largeamount of information, sin
e routers may handle millions of 
onne
tions.
• The requirements of IntServ routers are very high. All of them must implementRSVP proto
ol, 
onne
tion admission 
ontrol, QoS arbiting, et
.
• In order to IntServ to work, all the routers must be able to provide QoS. In this way,a gradual adoption of IntServ would not be possible.Therefore, IntServ is an ar
hite
ture that does not s
ale well. On the other hand,Di�Serv [BBC98℄ is a QoS ar
hite
ture that spe
i�es a simple, s
alable, and 
oarse-grainedme
hanism for 
lassifying and managing network tra�
, and providing QoS guarantees onmodern IP networks.In Di�Serv, IP pa
kets must be labeled with a tra�
 
lass tag. This tag, knownas Di�Serv Code Point (DSCP), is used at every router to 
hoose where to store pa
kets,how to s
hedule, when to drop pa
kets, et
.In Di�Serv, the tra�
 is divided into a limited number of forwarding 
lasses meaningthat the resour
es are allo
ated to tra�
 aggregates instead of individual �ows. Theforwarding 
lass of a pa
ket is en
oded in the IP pa
ket header. In Di�Serv, no resour
ereservations are made. Instead, assuran
es are based on prioritization, provisioning andpossibly admission 
ontrol.The Di�Serv ar
hite
ture addresses the problem of s
alability by keeping the stateinformation at the network edges. The task of the edge nodes is to perform pa
ket 
las-si�
ation and tra�
 
onditioning: Pa
kets are �rst 
lassi�ed based for example on theirsour
e or destination address or appli
ation type (port number) and marked with an ap-propriate Di�Serv Code Point (DSCP) value; the 
onditioner then measures how well thetra�
 of the �ow mat
hes its tra�
 pro�le. All pa
kets that are in-pro�le are sent to thenetwork, while the out-pro�le pa
kets may be remarked, shaped or dropped. The 
orenodes, on the other hand, merely forward pa
kets a

ording to the DSCP in the pa
ket29



CHAPTER 3. QOS IN HIGH-PERFORMANCE NETWORKSheader: Forwarding a
tions, su
h as s
heduling, are performed on per-
lass rather thanper-�ow basis.Contrary to IntServ, Di�Serv does not de�ne any end-to-end servi
e. Instead, inDi�Serv ea
h forwarding 
lass represents a per hop behavior (PHB) that de�nes how apa
ket is treated in a single node. The PHB 
an be implemented by using bu�er man-agement and s
heduling. Even though the PHBs only de�ne forwarding treatments, notend-to-end servi
es, the end-to-end servi
es 
an be 
onstru
ted from the PHBs by 
ombin-ing them with admission 
ontrol.
3.4 Tra�
 management me
hanismsIn order to provide appli
ations with their QoS requirements, di�erent 
ontrol me
hanismsmust be implemented in the operations and management of the network. During the lastde
ade various QoS 
ontrol me
hanisms have been proposed for di�erent purposes. Inorder to provide QoS guarantees 
ongestion must be avoided in the queues employed byQoS �ows. Therefore, a 
ertain degree of overlap exists with 
ongestion 
ontrol te
hniques.One useful way to 
lassify QoS me
hanisms is based on the time s
ale at whi
h theyoperate. Starting from the shortest time s
ale, the levels of QoS 
ontrol me
hanisms 
an bedivided into pa
ket level, round-trip-time level, session level and long-term level [FBT01℄.Figure 3.2 shows a 
lassi�
ation of some QoS me
hanisms following this approa
h.Me
hanisms operating at the pa
ket level time s
ale (∽ 1 − 100µs) in
lude tra�

lassi�ers, poli
ers, markers, shapers, pa
ket s
hedulers, bu�er management, link-level�ow 
ontrol me
hanisms, et
. The next fastest time s
ale, the round-trip-time s
ale (∽
1 − 100ms), is the time s
ale where feedba
k-based �ow and 
ongestion 
ontrol operate.The session time s
ale (from se
onds to minutes or longer) refers to the time that usersessions usually last and thus this is the time s
ale of admission 
ontrol and QoS routing.Finally, the long-term time s
ale ranges from minutes to even months. Me
hanismsoperating at this level are for instan
e tra�
 engineering and 
apa
ity planning. The restof this se
tion gives a brief des
ription of the most important QoS 
ontrol me
hanismsmentioned above. 30



3.4. TRAFFIC MANAGEMENT MECHANISMS

Figure 3.2: Time s
ale hierar
hy of QoS 
ontrol me
hanism.3.4.1 Tra�
 
lassi�
ationClassi�
ation is a pro
ess that re
ognizes whi
h 
onne
tion or 
lass the in
oming pa
ketsbelong to. As a result of the 
lassi�
ation pro
ess, the total in
oming tra�
 stream isdivided into logi
ally separate substreams that 
an be treated in di�erent ways.
3.4.2 Poli
ing/ShapingTra�
 poli
ing is typi
ally deployed at the edge of a network and/or 
lose to the sour
e.Upon arrival of a pa
ket, a poli
ing algorithm �rst determines if the pa
ket is in 
omplian
ewith the servi
e-level agreement negotiated between the sour
e of the tra�
 and the net-work. If not, the tra�
 may be remarked, shaped or even dropped. Shaping me
hanisms
onformate the tra�
 into a given 
ontrolled pattern. It is used to smooth tra�
 andredu
e its variation over time.The token bu
kets (and leaky bu
kets) are the most 
ommon me
hanisms used forpoli
ing/shaping tra�
 at a network node. A token bu
ket has a bu
ket of depth b andgenerates tokens at the rate of τ . Ea
h arriving pa
ket 
onsumes a token (or a number oftokens dire
tly proportional to the pa
ket size, depending on the implementation) beforeit 
an be transmitted into the network. 31



CHAPTER 3. QOS IN HIGH-PERFORMANCE NETWORKS3.4.3 Pa
ket s
hedulingPa
ket s
heduling is one of the most important QoS me
hanisms be
ause it enfor
es re-sour
e allo
ation by de
iding when pa
kets are transmitted. These de
isions have a greatimpa
t on performan
e parameters su
h as throughput, delay, or jitter. The obje
tive ofpa
ket s
heduling is to share the 
ommon resour
es so that some prede�ned poli
y will bemet. We have dedi
ated Se
tion 3.5 to this important topi
.
3.4.4 HOL blo
king elimination te
hniquesAs stated in Se
tion 2.4.2 in page 19 lossless networks have the problem of HOL blo
king.This phenomenon happens when a pa
ket ahead of a FIFO queue blo
ks be
ause of the�ow 
ontrol, preventing the rest of pa
kets in the same queue from advan
ing. Severalte
hniques have been proposed for eliminating HOL blo
king and, in general, the moste�e
tive ones are based on storing pa
kets belonging to di�erent �ows in separate queuesat ea
h network port. The most relevant te
hniques implementing this basi
 idea arereviewed in the following se
tions.Virtual Output Queues at network level (VOQnet)This te
hnique requires, at ea
h swit
h port, as many queues as end nodes in the network,and every in
oming pa
ket will be stored in the queue assigned to its destination. Thiste
hnique is in general very e�e
tive in HOL blo
king elimination, sin
e �ows addressed todi�erent destinations will be always stored in di�erent queues. However, VOQnet requiresa lot of resour
es and does not s
ale with network size.Virtual Output Queues at swit
h level (VOQsw)In this 
ase, there will be, at ea
h in
oming swit
h port, as many queues as output ports inthe swit
h, and every in
oming pa
ket will be stored in the queue assigned to the outputport requested by the pa
ket. Therefore, the number of queues at ea
h port depends onthe number of swit
h ports, but not on the number of network endpoints. However, thiste
hnique only solves the HOL blo
king problem at the swit
h level.32



3.4. TRAFFIC MANAGEMENT MECHANISMSRegional Expli
it Congestion Noti�
ation (RECN). Regional Expli
it Congestion Noti�
ation (RECN) [GQF06℄ is a novel 
ongestion
ontrol te
hnique that 
laims to be e�
ient and s
alable. The RECN me
hanism dete
ts�ows that produ
e 
ongestion and it separates them in independent queues. This is adynami
 pro
ess that e�
iently manages problemati
 �ows by allo
ating new queues onlywhen needed.3.4.5 QoS routingTraditional routing is based on �nding the shortest path between the sour
e and the desti-nation. However, this shortest path approa
h may not be optimal, sin
e usually it 
ausestra�
 to 
entralize in some parts of the network. Therefore, it 
ould be better for a �ow tobe routed along a path that may not be the shortest but that is less heavily loaded. Theidea in QoS routing is to �nd a path for a �ow or for a tra�
 aggregate in the networkunder multiple 
onstraints, su
h as delay and bandwidth.QoS routing algorithms 
an be greedy in the sense that they try to optimize theperforman
e of one �ow or aggregate without taking into a

ount network wide e�e
ts[Wan01℄. However, in wider sense one obje
tive of QoS routing is also to a
hieve highresour
e utilization in the network.3.4.6 Admission 
ontrolConne
tion admission 
ontrol or just Admission Control (AC) is a set of a
tions taken bythe network to de
ide whether a new 
onne
tion is a

epted or reje
ted. It is a preventiveload 
ontrol me
hanism that prote
ts the QoS requirements for all the 
onne
tions in
ludingthe newly admitted one [LZ01℄. Many studies dedi
ated to AC 
an be found in the literaturebe
ause of the AC 
ru
ial role with respe
t to QoS guarantees and network resour
esmanagement. A lot of solutions 
entralized or distributed, stati
 or dynami
, more or lessadaptive have been proposed in papers and di�erent resear
h proje
ts.The AC approa
hes 
an be 
lassi�ed based on the main method used to take de
i-sions about the admission or reje
tion of the new 
onne
tions. The work [GTP04℄ identi�esseveral basi
 solutions for AC: Based on a priori tra�
 knowledge or des
riptors, based on33



CHAPTER 3. QOS IN HIGH-PERFORMANCE NETWORKSmeasurements upon the a
tual resour
es utilization, and based on probe pa
kets sent intothe network to test its 
urrent 
apabilities. Combined methods 
an be also used.A priori-based admission 
ontrolThe a priori-based AC [LZ99℄ is based on the assumption that it has perfe
t knowledge ofthe tra�
 
hara
teristi
s of the new 
onne
tion and the number and tra�
 
hara
teristi
s ofea
h 
onne
tion that is traversing ea
h link. The AC also knows the total network resour
e
apabilities in terms of available bandwidth and in some 
ases also available bu�er spa
e.This information will enable the AC to 
ompute the total amount of resour
es required.Hen
e, it will only a

ept a new 
onne
tion if there are enough resour
es to provide theQoS requirements to the new 
onne
tion and to the already established 
onne
tions. Theimplementation of this approa
h is simpler than for other methods be
ause it does notinvolve the monitoring system of the network.In [KS99℄ a 
lassi�
ation depending on the test needed to a

ept/reje
t a new
onne
tion of several a priori-based AC s
hemes is performed:
• Tests based on average and peak rate 
ombinatori
s.
• Tests based on additive e�e
tive bandwidths.
• Tests based on engineering the loss 
urve.
• Tests based on maximum varian
e approa
hes.
• Tests based on re�nements of e�e
tive bandwidths using large deviations theory.The a
tual performan
e of the a priori-based AC s
hemes depends essentially onthe a

ura
y of tra�
 des
riptors and the degree of 
onforman
e of the real tra�
 �owswith respe
t to the des
riptors. Note that, sin
e no tra�
 measurement is taken into
onsideration, the performan
e of this admission 
ontrol s
heme 
an be very low if theprovided tra�
 des
riptors do not depi
t the a
tual behavior of the sour
es, for instan
ethat 
ould happen in 
ase of non-
onformant non-poli
ed sour
es, or the appropriate tra�
des
riptors are not known a priori.Measurement-based admission 
ontrolThe measurement-based AC [GT99℄ does not take its de
ision based on the user issuedinformation on tra�
 des
riptors, but on information delivered by the network monitoring34



3.4. TRAFFIC MANAGEMENT MECHANISMSsystem. This subsystem makes real-time measurements, thus trying to �learn� the tra�

hara
teristi
s. Therefore, the total demand is not 
al
ulated by AC based on tra�
models and the number of a
tive 
onne
tion instan
es but it uses the real tra�
 load valuewhi
h has been measured. This method has the advantage that the user-spe
i�ed tra�
des
riptors 
an be very simple, whi
h 
an be easily poli
ed (e.g. peak rate only). The over-provisioning is less probable than in the �rst method. Also, by measuring the aggregated�ows, the statisti
al values 
omputed are more a

urate than estimating the statisti
al
hara
teristi
s for individual �ows. The main problems of the method are related to thea

ura
y of measurements (estimation errors), system dynami
s and memory related issues[GT99℄.Probe-based admission 
ontrolIn the probe-based AC, the end host/appli
ation sends probe pa
kets through the networkto test the desired path [BKS00℄. Using some prede�ned metri
 the host de
ides if the �ow
an be admitted. The route followed by the probes should be the same for real pa
kets.The probe-based s
hemes dedu
e the network ability to sustain the o�ered load dire
tly,without relying on pre-allo
ated network 
apa
ity information. Be
ause these methods relyon potentially impre
ise end-to-end measurements to guide their AC de
isions, endpointAC is primarily intended for soft real-time servi
es, similar to Intserv Controlled Load orDi�serv qualitative servi
es, in whi
h the aggregate load is kept at reasonable levels butno hard guarantees are given to individual �ows.They introdu
e laten
y in response times, and have inherent problems 
aused byprobes stealing bandwidth from established �ows and denial of servi
e when simultane-ous attempts 
ongest the network and none is a

epted although resour
es are available[BKS00℄. Moreover, probe-based algorithms are limited by a tra�
 awareness that is re-stri
ted to the traversal route while �u
tuating tra�
 patterns, espe
ially within a busynetwork, provide limited temporal information des
ribing the network load. The 
olle
tionand 
al
ulation of statisti
al data 
an be both 
ostly to gather and pro
ess [RSJS03℄.3.4.7 Network planningNetwork planning is a longer term pro
ess that in
ludes de
iding what elements and me
h-anisms will be used in the network and how the network should be dimensioned andprovisioned. For example, when planning a radio network, questions su
h as how manybase stations are required, need to be addressed.35



CHAPTER 3. QOS IN HIGH-PERFORMANCE NETWORKS3.5 S
heduling algorithmsServi
e dis
ipline, also 
alled pa
ket s
heduling, is an important me
hanism to provide QoSguarantees in 
omputer networks, su
h as end-to-end delay bounds and fair bandwidthallo
ation [DKS89℄, [GM92℄, [Zha95℄. During the last de
ades a vast amount of s
hedulingdis
iplines have been proposed in the literature for di�erent purposes. This se
tion outlinessome desirable properties of s
heduling dis
iplines and presents possible ways to 
lassifys
heduling dis
iplines.In order to be able to design new s
heduling dis
iplines and to 
ompare the existingones with ea
h other, it is important to de�ne the desirable properties of a s
heduling dis
i-pline. It is obvious that many of these properties are tightly related to the QoS guaranteesmade for the end user. However, there are also some general desirable properties:Good End-to-End Delay As stated before, the end-to-end delay (also 
alled laten
y) isde�ned as the sum of the transmission delay, the propagation delay, and the queuingdelay experien
ed at ea
h network node. The last 
omponent is by far the mostsigni�
ant. In some appli
ations if a pa
ket experien
es a laten
y higher than a
ertain value, the value of the pa
ket information may be greatly diminished or evenworthless. Moreover, a larger delay bound implies in
reased burstiness of the sessionat the output of the s
heduler, thus in
reasing the bu�ering needed at the swit
hesto avoid pa
ket losses [SV98℄. Thus, a good s
heduling algorithm should guaranteea

eptable queuing delay.Flexibility The s
heduling dis
ipline should be able to a

ommodate appli
ations withvarying tra�
 
hara
teristi
s and performan
e requirements rather than just optimizethe performan
e from a 
ertain appli
ation's point of view [Zha95℄. In future networksseveral appli
ations with diverse requirements will have to be supported makingne
essary for the s
heduling dis
ipline to be �exible.Prote
tion Real network environment is not stati
. As a 
onsequen
e, the s
hedulingdis
ipline should be able to prote
t the well behaving users from di�erent sour
es ofvariability, su
h as best-e�ort tra�
, bad behaving users and network load �u
tua-tions [Zha95℄. Bad behaving users refer, for example, to users who send more pa
ketsthan their tra�
 pro�le allows. Network load �u
tuations, on the other hand, are
aused by tra�
 bursts at a router. These bursts may a

umulate even if the usersmeet their tra�
 
onstraints at the entran
e of the network. Ideally, the s
hedulingdis
ipline should be able to satisfy the performan
e requirements of well behavingusers even in the presen
e of these fa
tors.36



3.5. SCHEDULING ALGORITHMSSimpli
ity Performan
e 
hara
teristi
s are not the only parameters that must be takeninto a

ount when de
iding whi
h is the best s
heduler in networks with QoS sup-port. Other important property, spe
ially in high-performan
e networks, is simpli
ity[Siv00℄. This is be
ause in order to a
hieve a good performan
e, the pro
essing over-heads must be some orders of magnitude smaller than the average pa
ket transmissiontime. This means that the time needed to de
ide the next pa
ket to be transmit-ted must be very small, if we 
onsider the high speed of high-performan
e networks.Moreover, a low 
omplexity is required in order to be able to implement the s
hedulerin a small sili
on area (note that high-performan
e swit
hes are usually implementedin a single 
hip).S
heduling dis
iplines 
an be 
ategorized in many ways. Traditionally they havebeen divided into work-
onserving and non-work-
onserving dis
iplines [Zha95℄. Anotherpossible 
lassi�
ation is based on their internal stru
ture, a

ording to whi
h there are twomain ar
hite
tures: Sorted-priority and frame-based [Sti96℄. Other di�erentiation 
an bemade based on if they are intended to provide bandwidth or laten
y requirements. Figure3.3 summarizes these possible 
ategorizations.

Figure 3.3: S
heduler 
lassi�
ation.A work-
onserving s
heduling dis
ipline serves pa
kets as long as there is a nonemptyqueue in the system. The server is idle only when there are no pa
kets to be sent. Anon-work-
onserving server, on the other hand, may remain idle even if there are pa
ketswaiting in the system. Non-work-
onserving servers obviously have larger average delaysthan work-
onserving servers. They also result in lower utilization of network resour
es37



CHAPTER 3. QOS IN HIGH-PERFORMANCE NETWORKS[LY99℄. However, non-work-
onserving s
heduling dis
iplines also have some important ad-vantages. For instan
e, the server may postpone the transmission of a pa
ket if it expe
tsa more important pa
ket to arrive soon [Sti96℄.Moreover, non-work-
onserving s
heduling dis
iplines may also be used to 
ontrolthe delay jitter (maximum di�eren
e between the inter arrival times of 
onse
utive pa
kets)of real-time appli
ations: The server delays the pa
kets so that their inter arrival timesremain roughly 
onstant. Another possible appli
ation of non-work-
onserving s
hedulingdis
iplines is shaping [LY99℄.Sorted-priority s
heduling dis
iplines use a global variable, often 
alled virtual time(to distinguish it from real time), asso
iated with the server. The purpose of this variableis to keep tra
k of the progress of the server and it is usually updated at pa
ket arrivaland departure instants. For ea
h pa
ket in the system, a time stamp is 
omputed as afun
tion of this variable. Pa
kets are then sorted based on these time stamps and served inthis order. The 
omplexity of a sorted-priority algorithm is determined by the 
omplexityof 
al
ulating the time stamp, updating the priority list and sele
ting the highest prioritypa
ket for transmission. The 
omplexity of time stamp 
al
ulation is dependent on thespe
i�
 s
heduling dis
ipline. For example, in Weighted Fair Queuing (WFQ) [DKS89℄the updating of virtual time is 
onsiderably more 
omplex than in the Self-Clo
ked FairQueuing (SCFQ) [Gol94℄.Frame-based s
heduling dis
iplines use a frame of �xed or variable length whi
his divided among di�erent 
onne
tions/
lasses based on the reservations of the 
onne
-tions/resour
es allo
ated for the 
lass. The more resour
es are allo
ated for a 
onne
-tion/
lass, the larger part of the frame it re
eives. The frame is split among the 
onne
-tions/
lasses in a similar way in ea
h servi
e round.In the next se
tion we will review two kind of s
hedulers of spe
ial interest inthis thesis: Fair s
heduling algorithms, whi
h are work-
onserving bandwidth-orientedalgorithms, and table-based s
hedulers, whi
h are in
luded in the frame-based 
ategory.3.5.1 Fair queuing algorithmsFair queuing algorithms allo
ate bandwidth to the di�erent �ows in proportion to a spe
i-�ed set of weights. The perfe
t fair queuing s
heduling algorithm is the General Pro
essorSharing (GPS) s
heduler [DKS89℄, [PG93℄. However, GPS is an ideal �uid-based algorithmthat 
annot be a
tually implemented and thus, several pa
ket-based approximations havebeen proposed, whi
h try to emulate the GPS system as a

urately and simply as possible.38



3.5. SCHEDULING ALGORITHMSGeneral Pro
essor Sharing (GPS)GPS is said to be an ideal algorithm sin
e it is based on a �uid model (as shown in Figure3.4) and thus, assumes that tra�
 is in�nitely divisible and that di�erent �ows 
an beserved simultaneously in a weighted fashion.
Figure 3.4: GPS �uid model.In a link of rate R served by a GPS s
heduler, ea
h session i is assigned a weightvalue φi that re�e
ts the amount of resour
es that should be allo
ated for the �ow. If thereare N �ows served, then for any two ba
klogged1 �ows i and j,

ri(γ, t)

rj(γ, t)
=

φi

φj

,where ri(γ, t) denotes the amount of tra�
 served for �ow i in an interval (γ, t). Therefore,in any interval (γ, t) �ow i re
eives servi
e with a rate:
ri ≥

φi∑N

j=1 φj

× RThis 
orresponds to the situation where all the �ows are ba
klogged during theinterval. However, if some �ows are not ba
klogged, the ex
ess of bandwidth will be dis-tributed among the ba
klogged �ows in proportion to their weights. Then, ea
h ba
klogged�ow i at every moment t is served simultaneously at rate:
ri(t) =

φi∑
jǫB(t) φj

×R,where B(t) is the set of sessions that are 
urrently ba
klogged at time t.1A �ow is 
onsidered ba
klogged when there are pa
kets from that �ow ready to be transmitted in thes
heduler queues. 39



CHAPTER 3. QOS IN HIGH-PERFORMANCE NETWORKSGPS is 
onsidered to be an attra
tive s
heduling dis
ipline be
ause it has manydesirable properties. First, it provides fairness for the �ows by servi
ing ea
h �ow with arate equal to or greater than the �ows's guaranteed rate. Se
ond, if the in
oming tra�
is leaky-bu
ket 
onstrained [Tur86℄, it has been proved that stri
t bounds for worst-
asenetwork queuing delay exist [PG93℄. Third, the 
lasses 
an be treated in di�erent ways byvarying the weights. For instan
e, if there are two 
lasses with weights φ1 = 1 and φ2 = 0,GPS redu
es to stri
t priority s
heduling. On the other hand, if all 
lasses are assignedequal weights, GPS behaves as a uniform pro
essor sharing system.However, despite these advantages, GPS is not a realisti
 servi
e dis
ipline sin
e in apa
ket network, servi
e is performed pa
ket-by-pa
ket, rather than �bit-by-bit� and thus, it
annot be implemented in pra
ti
e. Di�erent pa
ket-by-pa
ket approximations of GPS havebeen proposed, whi
h try to emulate the GPS system as a

urately and simply as possiblewhile still treating pa
kets as entities. It has been shown that s
heduling algorithms 
anprovide similar end-to-end delay bounds to GPS if their pa
ket servi
e does not signi�
antlydi�ers from GPS [PG93℄. Examples of these approximations are Weighted Fair Queuing(WFQ) [DKS89℄, pa
ket-by-pa
ket GPS [PG93℄, Self-Clo
k Fair Queueing SCFQ [Gol94℄,Worst Case Weighted Fair Queuing (WF2Q) [BZ96℄, frame-based fair queuing [SV96℄, andHierar
hi
al Pa
ket Fair Queuing [BZ97℄.A real-world pa
ket-by-pa
ket servi
e dis
ipline typi
ally 
onsists of the followingtwo fun
tions:1. Tra
king GPS time: This fun
tion tra
ks the progress of GPS virtual time (de-s
ribed later) with respe
t to the real time. Its main obje
tive is to estimate the GPSvirtual start and �nish times of a pa
ket, whi
h are the times that a pa
ket shouldhave started and �nished to be served, respe
tively, if served by a GPS s
heduler.2. S
heduling a

ording to GPS 
lo
k: This fun
tion s
hedules the pa
kets basedon the estimation of their GPS virtual �nish/start times. For example, WFQ sele
tsthe pa
ket with the lowest GPS virtual �nish time among the pa
kets 
urrently inqueue to be served.The algorithms that follow this approa
h are in
luded in the �Sorted-priority� familyof algorithms. This kind of s
heduling algorithms assign ea
h pa
ket a tag and s
hedulingis made based on the ordering of these tags. �Sorted-priority� algorithms are known too�er good delay bounds [SV98℄. However, this family of algorithms su�ers from two majorproblems. The �rst problem is that these algorithms require pro
essing at line speeds fortag 
al
ulation and tag sorting. In other words, ea
h time a pa
ket arrives at a node, its40



3.5. SCHEDULING ALGORITHMStime tag is 
al
ulated and the pa
ket is inserted at the appropriate position in the orderedlist of pa
kets waiting for transmission. This means that these algorithms require at leastthe 
omplexity of a sear
h algorithm in the list of queued pa
kets: O(log(N)), where N isthe maximum number of pa
kets at the queue, or if the bu�ers are not shared, O(log(J)),where J is the number of a
tive �ows. The 
omplexity of 
omputing the GPS virtual �nishtimes of the pa
kets has long been believed to be O(J) [PG93, SV96, SV98, CG01℄. In[ZX04℄ and [XL05℄ a deeper dis
ussion on this topi
 
an be found.The se
ond problem that may happen in the sorted-priority approa
h is that thevirtual 
lo
k 
annot be reinitialized to zero until the system is 
ompletely empty and allthe sessions are idle. The reason of this is that the time tag is an in
reasing fun
tion of thetime and depends on a 
ommon-referen
e virtual 
lo
k, whi
h in turns re�e
ts the valueof the time tag of previously served pa
kets. In other words, it is impossible to reinitializethe virtual 
lo
k during the busy period, whi
h, although statisti
ally �nite (if the tra�
 is
onstrained), 
an be extremely long, espe
ially given that most 
ommuni
ation tra�
 hasbeen shown to exhibit self-similar patterns whi
h lead to heavily tailed bu�er o

upan
ydistributions.Therefore, for pra
ti
al implementation of sorted-priority algorithms, very high-speed hardware needs to be designed to perform the sorting, and �oating-point units mustbe involved in the 
omputation of the time tags.
Weighted Fair Queuing (WFQ)Weighted Fair Queuing (WFQ) [DKS89℄, also known as pa
ket-by-pa
ket GPS (PGPS)[PG93℄, is perhaps the best known s
heduling dis
ipline approximating the GPS system.The basi
 idea in WFQ is to emulate the GPS system by stamping ea
h pa
ket p thatarrives at the egress link, with a virtual �nish time Fp that represents the time at whi
hthe pa
ket would depart under the referen
e GPS system. The pa
kets are then served inin
reasing order of the time stamps. It should be noted, however, that at the time whenthe WFQ server be
omes free, it may be that the next pa
ket to depart under GPS hasnot yet arrived [Zha95℄. For example, suppose that there is only one large pa
ket in theWFQ system at time γ when the server be
omes free. In order to be work-
onserving, theserver sele
ts this pa
ket for transmission. However, just after time γ a very small pa
ket
ould arrive, su
h that it would be served under the GPS system before the large pa
ket.Obviously, it is not possible for the server to be both work-
onserving and serve the pa
ketsin exa
t order of Fp. Thus, an additional 
ondition is needed to des
ribe the fun
tioning41



CHAPTER 3. QOS IN HIGH-PERFORMANCE NETWORKSof WFQ [PG93℄: The server pi
ks the �rst pa
ket that would 
omplete servi
e in the GPSsimulation if no additional pa
kets were to arrive after time γ.In WFQ, the 
al
ulation of virtual �nish times is based on the simulation of thereferen
e GPS system in the ba
kground. The GPS virtual time V(t), as a fun
tion of realtime t, is 
al
ulated as follows:
V (0) = 0

V (tj−1 + γ) = V (tj−1) +
γ∑

iǫBj(t)
φi

γ ≤ tj − tj−1, j = 2, 3, ...Here {tj}j=1,2,... are the times at whi
h two types of events happen under GPS:
• The servi
e starts for a new pa
ket.
• The servi
e �nishes for a pa
ket 
urrently in queue.In order to 
al
ulate ea
h pa
ket tag, let Ak

i be the real time that the kth pa
ket ofthe ith session arrives and Lk
i be its length. Let Sk

i and F k
i be the virtual times when itshould have started and �nished servi
e under GPS, respe
tively. These two virtual timesof a pa
ket are 
al
ulated as soon as the pa
ket arrives as:

Sk
i = max{F k−1

i , V (Ak
i )}

F k
i = Sk

i +
Lk

i

φiThe WFQ algorithm is one of the best approximations of GPS and thus, it o�ersvery good laten
y bounds. However, the pri
e to be paid for this advantage is the veryhigh implementation and 
omputation 
omplexity of this s
heduling me
hanism. This
omplexity 
omes mainly from the 
ost of the real-time emulation of the GPS �uid system.Spe
i�
ally, it 
omes from keeping tra
k of the set of a
tive �ows [Gol94℄.Worst-
ase Fair Weighted Fair Queuing (WF2Q)Worst Case Weighted Fair Queuing (WF2Q) [BZ96℄ is a variant of WFQ that aims atemulating more a

urately the GPS system. Whereas in WFQ only the �nish times ofpa
kets in the GPS system are used for making s
heduling de
isions, in WF2Q also thestart times are 
onsidered. More pre
isely, the WF2Q algorithm sele
ts for transmission42



3.5. SCHEDULING ALGORITHMSa pa
ket that would be �nished �rst in the GPS system, from among those pa
kets thathave already started re
eiving servi
e in GPS.It is shown that the servi
e order of pa
kets under WFQ and WF2Q system 
anbe di�erent for the same tra�
 arrival pattern [Zha95℄. Sin
e WFQ may sele
t a pa
ketfor transmission even if the pa
ket has not started being served in GPS, WFQ 
an be farahead of the GPS system. On the 
ontrary, in WF2Q there is no su
h problem. A

ordingto [Zha95℄ the servi
e provided by WF2Q and GPS 
an di�er at most by one pa
ketsize. WF2Q nevertheless presents the same disadvantage as WFQ, namely the additional
omplexity introdu
ed by the real-time emulation of the GPS �uid system.
Self-Clo
ked Fair Queuing (SCFQ)The Self-Clo
ked Fair Queuing (SCFQ) algorithm [Gol94℄ de�nes fair queuing in a self-
ontained manner and avoids using a hypotheti
al queuing system as referen
e to determinethe fair order of servi
es. This obje
tive is a

omplished by adopting a di�erent notionof virtual time. Instead of linking virtual time to the work progress in the GPS system,the SCFQ algorithm uses a virtual time fun
tion whi
h depends on the progress of thework in the a
tual pa
ket-based queuing system. This approa
h o�ers the advantage ofremoving the 
omputation 
omplexity asso
iated to the evaluation of V (t) that may makeWFQ unfeasible in high-speed inter
onne
tion te
hnologies.Therefore, when a pa
ket arrives, SCFQ uses the servi
e tag (�nish time in WFQ)of the pa
ket 
urrently in servi
e as the V (t) to 
al
ulate the new pa
ket tag. Thus, in this
ase the servi
e tag is 
omputed as

Sk
i = max{Sk−1

i , Scurrent}+
Lk

i

φiAs stated before, the SCFQ algorithm avoids the emulation of a GPS system tomaintain the virtual time. This redu
es the 
omputational 
omplexity of the tag 
al
ula-tion. Therefore, the 
omputational 
omplexity of the SCFQ algorithm is lower than the
omplexity of the WFQ algorithm. However, the simpli�
ation in 
omputation does not
ome without a 
ost: In some situations SCFQ 
an perform worse than WFQ and WF2Q.Figure 3.5 shows the pseudo
ode for the SCFQ algorithm.43



CHAPTER 3. QOS IN HIGH-PERFORMANCE NETWORKSPACKET ARRIVAL (newPa
ket,�ow):
newPacketserviceTag ← max(currentServiceTag, f lowlastServiceTag) + newPacketsize

flowreservedBandwidth

flowlastServiceTag ← newPacketserviceTagARBITRATION:while (There is at least one pa
ket to transmit)
selectedPacket← Pa
ket with the minimum serviceTag
currentServiceTag ← selectedPacketserviceTagTransmit selectedPacketif (There are no more pa
kets to transmit)

∀flow
flowlastServiceTag ← 0

currentServiceTag ← 0Figure 3.5: Pseudo
ode of the SCFQ s
heduler.Weighted Round Robin (WRR)Weighted Round Robin (WRR) is a frame-based s
heduling dis
ipline that provides asimple way to emulate the GPS system. In the WRR, a list of �ow weights is visitedsequentially, ea
h weight indi
ating the number of pa
kets from the �ow that 
an be trans-mitted. The WRR algorithm fa
es a problem if the average pa
ket size of the di�erent �owsis di�erent. In that 
ase, the bandwidth that the �ows obtain may not be proportional tothe assigned weights. Therefore, the WRR algorithm does not work properly with variablepa
ket sizes. However, today network te
hnologies usually use variable pa
ket sizes.De�
it Round Robin (DRR)The DRR algorithm [SV95℄ is a variation of the WRR algorithm that works on a properway with variable pa
ket sizes. In order to handle properly variable pa
ket sizes, theDRR algorithm asso
iates ea
h queue with a quantum and a de�
it 
ounter. The quantumassigned to a queue is proportional to the bandwidth assigned to that queue. The de�
it
ounter is set to 0 at the beginning. The s
heduler visits sequentially ea
h queue. Forea
h queue, the s
heduler transmits as many pa
kets as the quantum allows. When apa
ket is transmitted, the quantum is redu
ed by the pa
ket size. The unused quantumis saved in the de�
it 
ounter, representing the amount of quantum that the s
hedulerowes the queue. At the next round, the s
heduler will add the previously saved quantumto the 
urrent quantum. When the queue has no pa
kets to transmit, the quantum is44



3.5. SCHEDULING ALGORITHMSdis
arded, sin
e the �ow has wasted its opportunity to transmit pa
kets. Figure 3.6 showsthe pseudo
ode for this algorithm.while (There is at least one pa
ket to be transmitted)if ((There are no pa
kets in the queue of selectedF low) or(selectedF lowsizeF irst > totalQuantum))
deficitCounterselectedF low ← totalQuantum
selectedF low ← Next a
tive �ow
totalQuantum← deficitCounterselectedF low + quantumselectedF low

totalQuantum = totalQuantum− selectedF lowsizeF irstTransmit pa
ket from sele
tedFlowif (There are no more pa
kets in the queue of selectedF low)
totalQuantum← 0Figure 3.6: Pseudo
ode of the DRR s
heduler.A well-known problem of the WRR and DRR algorithms is that the laten
y andfairness depend on the frame length. The frame length in these algorithms is de�ned asthe sum of all the weights in the WRR algorithm or the quantums in the DRR algorithm.The longer the frame is, the higher the laten
y and the worse the fairness. In order forDRR to exhibit lower laten
y and better fairness, the frame length should therefore bekept as small as possible. Unfortunately, given a set of �ows, it is not possible to sele
tthe frame length arbitrarily. A

ording to the implementation proposed in [SV95℄, DRRexhibits O(1) 
omplexity provided that ea
h �ow is allo
ated a quantum no smaller thanthe MTU. As observed in [KSP02℄, removing this hypothesis would entail operating ata 
omplexity whi
h 
an be as large as O(N). Note that this restri
tion a�e
ts not onlythe weight assigned to the smallest �ow, but to the rest of the �ows in order to keep theproportions between them.The 
omplexity of the DRR algorithm is quite small. Provided that ea
h �ow isallo
ated a quantum no smaller than the MTU and if a list of a
tive �ows is maintained,the algorithm 
an 
y
le through the list knowing that it is always possible to transmitat least one pa
ket from ea
h �ow. This means that there will never be a need to 
y
lethrough the entire table several times in order to gather enough weight for the transmissionof a single pa
ket. Ea
h time a pa
ket is transmitted, the algorithm must 
ompute if morepa
kets from the same �ow 
an be transmitted or it must 
hange to the next a
tive �ow.However, this 
omputation 
an be performed with simple integer units.45



CHAPTER 3. QOS IN HIGH-PERFORMANCE NETWORKS3.5.2 Table-based s
hedulersThe �sorted-priority� fair queuing algorithms, like WfQ, WF2Q, and SCFQ, are knownto o�er very good delay [SV98℄. However, their 
omputational 
omplexity is very high,making their implementation in high-speed networks rather di�
ult. The De�
it RoundRobin (DRR) algorithm [SV95℄ has a very low 
omputational 
omplexity, but dependingon the situation the laten
y that provides 
an be very bad.On the other hand, in the table-based s
hedulers instead of serving pa
kets ofa �ow in a single visit per frame, like in the WRR or DRR, the servi
e is distributedthroughout the entire frame. This approa
h is followed in [CM03℄ and in two of the lasthigh-performan
e network inter
onne
tion proposals: Advan
ed Swit
hing (AS) [Adv03℄and In�niBand (IBA) [Inf00℄. These table-based s
hedulers are intended to provide a goodlaten
y performan
e with a low 
omputational 
omplexity.List-based WRRIn this generalization of the 
lassi
al WRR dis
ipline, instead of serving pa
kets of a �owin a single visit per frame, the servi
e is distributed throughout the entire frame. For this,a list of �ow identi�ers, 
alled �servi
e list�, is maintained. When s
heduling is needed,the list, or table, is 
y
led through sequentially and a pa
ket is transmitted from the �owindi
ated by the 
urrent table entry. The number of times that a �ow identi�er appearsin the servi
e list is proportional to its weight, but these appearan
es are not ne
essarily
onse
utive as in the 
lassi
al WRR algorithm. Note that, the list-based WRR, as theoriginal WRR, is intended for environments with �xed pa
ket size.In [CM03℄, three ways of distributing the �ow identi�ers to 
onform the servi
e listare proposed: Simply Interleaved WRR, Uniformly Interleaved WRR, and WF2Q Inter-leaved WRR. These three possible ways of distributing the �ow identi�ers result in threedi�erent s
hedulers with di�erent 
hara
teristi
s. Note that, in all the 
ases the proportionof table entries asso
iated with ea
h �ow indi
ates the bandwidth assigned to ea
h �ow.Therefore, the di�eren
e between the three s
hedulers is in the way of distributing the �owidenti�ers among the table entries. These di�erent forms of interleaving the �ow identi�ersresult in di�erent laten
y 
hara
teristi
s for the three s
hedulers.In [CM03℄ it is shown that all the approa
hes are able to improve the performan
eof the 
lassi
al WRR. However, the WF2Q Interleaved WRR approa
h o�ers the bestproperties. Any of the three list-based WRR approa
hes 
an be implemented in either, theIn�niBand or AS table-based s
hedulers. Note that, the proposed list-based WRR s
hemes46



3.5. SCHEDULING ALGORITHMSdo not involve pa
ket tag 
al
ulation and sorting, and hen
e, they have lower implemen-tation 
omplexity than the �sorted-priority� s
hemes. These reasons make promising thiskind of s
hedulers.In order to 
ompute any servi
e list for a list-based WRR s
heduler, let be wi theinteger weight assigned to ea
h �ow i, J the number of �ows, and N =
∑N

i=1 wi the numberof entries of the servi
e list.Simply Interleaved WRR In order to 
ompute the servi
e list of this approa
h, wedivide the servi
e list in Wmax = max{wi}
J
i=1 sets of entries (bins). Session with weight wiregisters itself in the �rst wi bins. Ea
h bin will have at maximum one entry assigned toany given �ow. A servi
e list is then 
omputed by listing all the sessions in the �rst bin,followed by all those in the se
ond bin, and so on, up to the Wmaxth bin.Uniformly Interleaved WRR In this approa
h, the number of bins equals the least
ommon multiple (denoted by WLCM) of {wi}

J
i=1. Session i registers itself in every (n ×

(WLCM/wi))th bin for 1 ≤ n ≤ wi. A servi
e list is then 
omputed, by listing the sessionsbin after bin.WF2Q Interleaved WRR In this approa
h, the servi
e list is 
omputed by assumingthat all sessions are always ba
klogged and determining the sequen
e in whi
h the pa
ketsare transmitted in the WF2Q s
heme. The servi
e list is then set equal to this sequen
e.The In�niBand table-based s
hedulerIn�niBand uses Virtual Channels (VCs) to aggregate �ows with similar 
hara
teristi
s andthe arbitration is made at a VC level. The maximum number of uni
ast VCs that a port
an implement is 16. In�niBand de�nes a s
heduler that uses two tables, one for s
hedulingpa
kets from high-priority VCs and another for low-priority VCs. The maximum amount ofdata that 
an be transmitted from high-priority VCs before transmitting a pa
ket from thelow-priority VCs 
an be 
on�gured. Ea
h table has up to 64 entries. Ea
h entry 
ontainsa VC identi�er and a weight, whi
h is the number of units of 64 bytes to be transmittedfrom that VC. This weight must be in the range of 0 to 255, and is always rounded upas a whole pa
ket. When arbitration is needed, the table is 
y
led through sequentiallyand a 
ertain number of pa
kets is transmitted from the VC indi
ated by the VC identi�erdepending on the entry weight. 47
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Chapter 4
Advan
ed Swit
hing Review
Advan
ed Swit
hing (AS) [Adv05℄ is an open-standard fabri
-inter
onne
t te
hnology basedon PCI Express [PCI03℄, whi
h is already repla
ing the extensively used Peripheral Com-ponent Inter
onne
t (PCI) bus. The PCI bus has served industry well for the last tenyears and is 
urrently used extensively. However, the pro
essors and I/O devi
es of todayand tomorrow demand mu
h higher I/O bandwidth than PCI 2.2 or PCI-X 
an deliver.The reason for this limited bandwidth is the parallel bus implementation. PCI Expresseliminates the lega
y shared bus-based ar
hite
ture of PCI and introdu
es an improvedand dedi
ated point-to-point inter
onne
t. The primary strength behind PCI Express isin its support for lega
y PCI while addressing its inadequa
ies.AS is an extrapolation of PCI Express, borrowing its lower two ar
hite
tural layersand in
luding an optimized transa
tion layer to enable essential 
ommuni
ation 
apabilitieslike peer-to-peer 
ommuni
ation. In this 
hapter, we review the AS te
hnology, fo
usingon those tra�
 management me
hanisms that 
an be used to provide QoS.4.1 Introdu
tionThe widely adopted PCI uses a parallel bus at the physi
al layer and a load-store-basedsoftware usage model. Sin
e PCI's introdu
tion, its bus frequen
y and width have in-
reased to satisfy the ever-in
reasing I/O demands of appli
ations. Its extension, PCI-X,is ba
kward 
ompatible with PCI in terms of hardware and software interfa
es. PCI-Xdelivers higher peak I/O performan
e and e�
ien
y than PCI. However, the pro
essorsand I/O devi
es of today and tomorrow demand mu
h higher I/O bandwidth than PCI orPCI-X 
an deliver. 49
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Figure 4.1: PCI, PCI-X, and PCI Express bandwidth 
omparisons.In PCI and PCI-X ar
hite
tures, signal skews exist in the underlying parallel physi-
al interfa
e; these limit bus frequen
y and width. Furthermore, as stated in Se
tion 2.1.1,all the devi
es 
onne
ted to a bus share its bandwidth. Therefore, PCI and PCI-X havelimited bandwidth s
alability.Due to the widespread adoption and implementation of the PCI bus and the result-ing investment in hardware and software, the industry is leaning toward an evolutionaryrather than a repla
ement te
hnology to prote
t its investments. In July 2002, the PCISpe
ial Interest Group (PCI SIG) released the PCI Express spe
i�
ation v1.0 to its mem-bers. The v1.1 was published in mar
h of 2005 [Adv05℄. The spe
i�
ation de�nes a serialbus stru
ture for 
hip-to-
hip and add-in 
ard appli
ations, the fun
tions provided todayby the PCI inter
onne
t.PCI Express is a serial inter
onne
t, whi
h results in lower pin 
ounts, lower powerand full duplex transmission. It provides improvement in areas of s
alability, reliability,and quality of servi
e. Figure 4.1 shows a bandwidth 
omparison of the di�erent PCIte
hnologies. In terms of software, PCI Express is fully 
ompatible with PCI at the ap-pli
ation level. PCI Express addresses many of the limitations of PCI's parallel bus-basedar
hite
ture and is well positioned to be
ome the su

essor of the PCI inter
onne
t for thePC, traditional server, and dire
t atta
hed storage markets [Chr04℄. By providing a man-ageable transition from PCI, PCI Express has steadily gained support from key industryplayers, who are making substantial produ
t development investments.However, the greatest asset of PCI Express, whi
h is its 
ompatibility with PCI,limits its use in 
omplex systems. PCI Express is designed to operate in systems with asingle host pro
essor 
onne
ted to a multitude of peripheral devi
es. Thus, it is limited in its50



4.1. INTRODUCTIONability to handle multipro
essor appli
ations, found in 
ommuni
ations, storage, and bladeservers, whi
h have more sophisti
ated 
ommuni
ation models, involving multipro
essingor peer-to-peer 
ommuni
ation.Therefore, during the development of the PCI Express spe
i�
ation, the industryrealized that a 
ertain 
lass of appli
ations would require a superset of the PCI Expressfeatures. The Advan
ed Swit
hing Inter
onne
t Spe
ial Interest Group (ASI SIG) wasformed to develop a spe
i�
ation that would build this fun
tionality on top of the PCIExpress Physi
al and Data Link layers. Advan
ed Swit
hing (AS) further enhan
es the
apabilities of PCI Express by providing proto
ols suitable for a variety of appli
ations,in
luding multipro
essing and peer-to-peer 
omputing.In De
ember 2003, the ASI SIG announ
ed the approval and release of version 1.0of the Advan
ed Swit
hing 
ore spe
i�
ation [Adv03℄. Companies, su
h as Agere, Al
atel,Huawei, Intel, Siemens, Vitesse, and Xilinx were joined by other semi
ondu
tor vendorsand major players in the 
ommuni
ations and 
ompute markets, all of whi
h had expertisein developing advan
ed serial inter
onne
ts.AS was targeted for appli
ations su
h as 
onverged servers, advan
ed storage, 
om-muni
ation a

ess/edge infrastru
ture, and blade servers, whi
h until now have not beenwell served by industry standard inter
onne
ts. Instead, these appli
ations have had torely on proprietary solutions for the 
ombination of high availability, distributed pro
essing,QoS features, and multi Gbit/s performan
e.As stated before, AS is built on the same physi
al and link layers as PCI Expresste
hnology. Moreover, it in
ludes an optimized transa
tion layer to enable essential 
om-muni
ation 
apabilities, in
luding:
• Proto
ol en
apsulation.
• Some me
hanisms, whi
h 
orre
tly used permit to provide QoS.
• Enhan
ed fail-over.
• High availability.
• Congestion and system management.Moreover, dire
t uni
ast 
ommuni
ation between any two nodes, or multi
ast 
ommuni
a-tion between a sour
e node and multiple designated destination nodes, are supported bythe AS ar
hite
ture. 51



CHAPTER 4. ADVANCED SWITCHING REVIEWAS provides a high level of �exibility for system ar
hite
ts, allowing a number ofdi�erent I/O proto
ols to share the fabri
. The proto
ol is identi�ed in a header atta
hedto the data pa
ket. In addition, the data payload 
an 
ontain either a native AS pa
ketor en
apsulate a pa
ket in its native format, su
h as Ethernet, SONET, TCP/IP, or PCIExpress.In fa
t, the main advantage of AS lies in its innate ability to seamlessly 
o-existwith PCI Express devi
es. This is the result of having the same physi
al and link layers,whi
h in turn greatly simpli�es the bridging required between the two inter
onne
ts. Thisis a parti
ular important feature to systems developers where ASI will serve as 
entralswit
h fabri
 
onne
ting PCI Express endpoints. Possible appli
ations of this may be:
• Aggregation and dynami
 re
on�guration of multiple PCI Express trees within asingle swit
hing element.
• PCI Express based endpoints virtualized a
ross multiple hosts/pro
essors.
• PCI Express based pro
essors 
lustered together a
ross several line 
ards within abox or ra
k.Summing up, AS is an extrapolation of PCI Express, borrowing its lower two ar
hi-te
tural layers from the PCI Express spe
i�
ation, but diverging at the transa
tion layerand in the marketpla
es it intends to serve. Whereas PCI Express has already begun toreshape a new generation of PCs and traditional servers, AS was intended to proliferate in:Multipro
essor, peer-to-peer systems in the 
ommuni
ations, storage, networking, servers,and embedded platform environments.4.2 Layer ar
hite
tureAs stated before, AS uses the same physi
al layer as PCI Express. It also shares mu
h ofthe link layer. Additional Data Link Layer Pa
kets (DLLPs) have been in
orporated for thepurpose of ex
hanging VC 
redit-�ow 
ontrol as well as 
ongestion management messagesbetween AS link partners. It also inherits the di�erentiated tra�
 
lasses (TCs) and VC
on
epts. Over the physi
al and link layers of PCI Express, AS implements an optimizedtransa
tion layer, providing a ri
h set of features and 
apabilities. The relationship betweenPCI Express and AS layer ar
hite
ture is illustrated in Figure 4.2.52
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Figure 4.2: AS layer ar
hite
ture.
4.2.1 Physi
al layerThe physi
al layer, whi
h is the same that in the PCI Express inter
onne
t, transportspa
kets between the link layer of two AS network elements. It 
onsists in a dual-simplex
hannel, whi
h is implemented as a transmit pair and a re
eive pair, with an initial band-width of 2.5 Gb/s/dire
tion. A data 
lo
k is embedded using the 8b/10b en
oding s
heme,whi
h is also used in Fibre Channel and Gigabit Ethernet [ANS93, Sei98℄. Note that withthe 8b/10b en
oding s
heme the e�e
tive bandwidth is only 2 Gb/s/dire
tion. Moreover,the physi
al layer atta
hes to the pa
kets a start symbol and an end symbol.The bandwidth of a link may be linearly s
aled by adding signal pairs to formmultiple lanes. The physi
al layer supports x1, x2, x4, x8, x16, or x32 lane widths. Whenseveral lanes are present, the data is split in bytes and ea
h byte is transmitted, with 8b/10ben
oding, a
ross a separate lane. This data disassembly and reassembly is transparent toother layers. Note that this way of s
aling the link bandwidth is di�erent from a typi
alparallel approa
h where the bits belonging to the same byte would be transmitted using adi�erent lane. During initialization, ea
h AS link is set up following a negotiation of lanewidths by the two agents at ea
h end of the link. No �rmware or operating system softwareis involved. 53



CHAPTER 4. ADVANCED SWITCHING REVIEW4.2.2 Link layerThe primary role of the link layer is to ensure reliable delivery of pa
kets a
ross the ASlink. The link layer is responsible for data integrity and adds a sequen
e number and aCRC to the transa
tion layer. The link layer will automati
ally retry a pa
ket that wassignaled as 
orrupt.A 
redit-based �ow 
ontrol proto
ol ensures that pa
kets are only transmitted whenthere is enough bu�er spa
e at the other end to store them, making sure that no pa
ketis dropped when 
ongestion appears. This makes AS a lossless network. Flow 
ontrol
redits use a 64 bytes granularity. This �ow 
ontrol operates over all links in
luding thosebetween adja
ent swit
h elements and between swit
h elements and endpoints (and betweenendpoints if there is no intervening swit
h).4.2.3 Transa
tion layerAS supports uni
ast and multi
ast tra�
. For uni
ast tra�
 the AS transa
tion layerprovides sour
e-based routing versus the memory-mapped routing of PCI Express. Byeliminating the top-down hierar
hy with a single host stru
ture of memory mapped rout-ing, AS enables true peer-to-peer and multipro
essor environments in multiple topologies,in
luding mesh, star, and dual star, whi
h are topologies typi
ally employed in blade serversand tele
om systems. Figure 4.3 shows a simpli�ed example of typi
al topologies for PCIExpress and AS. Multi
ast routing enables a single pa
ket generated by a sour
e to be sentto multiple endpoints. Dupli
ate pa
kets are generated at points along the fabri
 wherethe asso
iated multi
ast distribution tree bran
hes.The pa
ket size, when transmitting the pa
ket between link partners, is determinedby the number of bytes between the start and end symbols at the link layer. Cut-throughforwarding1 does not have the advantage of knowing the exa
t size of a pa
ket until the endsymbol has been re
eived. Pa
kets 
ontain a Credit Required �eld to provide an indi
ationof the size of the asso
iated pa
ket for 
ut-through routing purposes. This �eld indi
atesthe number of 
redits ne
essary to hold the entire transa
tion layer AS pa
ket.The maximum size of an AS pa
ket is 2176 bytes. Flow 
ontrol 
redits use a 64bytes granularity. The Credit Required �eld 
ontains 5 bits. This results in a maximumCredit Required value of 34 and a maximum of 32 Credit Required en
odings. The shortfall1A node starts to send a pa
ket before the pa
ket has been 
ompletely re
eived, as explained in Se
tion2.2.2. 54
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Figure 4.3: PCI Express and AS example topologies.in 
redit reporting 
apability is handled by treating the three largest values: 32, 33, and34 as if they are 34 for 
ut-through purposes.AS en
apsulates data pa
kets and atta
hes a header that routes them through thefabri
, regardless of the pa
ket format. The header 
ontains a Proto
ol Interfa
e �eld thatis used at the pa
ket's destination to determine pa
ket format. Thus, nearly any transport,network, or link layer proto
ol 
an be routed through an AS network. PCI Express pa
ketsare a parti
ularly important format for system developers where AS will serve as a 
entralswit
h fabri
 
onne
ting PCI Express endpoints. There is a spe
i�
 proto
ol interfa
edesigned to allow multiple-enabled PCI Express CPUs to 
onne
t transparently to multiple-enabled PCI Express I/O nodes through the AS fabri
 using PCI Express plug-and-playsoftware.4.3 Pa
ket format and routingEssentially, every AS pa
ket 
ontains two headers: One for fabri
 navigation (the routeheader) and the other for 
ontent (the Proto
ol Interfa
e (PI) header). Moreover, in orderto guarantee the transmission of the pa
ket between link partners, additional information isatta
hed to the pa
ket by the data link layer and the physi
al layer of the transmitting linkpartner. This information is removed from the pa
ket by the physi
al layer and the datalink layer of the re
eiving link partner. Therefore, in addition to the expli
it AS pa
ketformat, an AS pa
ket at the physi
al layer 
ontains a start symbol, sequen
e number, linkCRC, and stop symbol. Figure 4.4 shows an AS pa
ket with the physi
al and link layersinformation atta
hed. 55
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Figure 4.4: Stru
ture of an Advan
ed Swit
hing pa
ket.This split header model provides a great �exibility in data-
arrying 
apabilities,both for existing proto
ols and for future proto
ols. A single AS fabri
 
an 
on
urrently
arry an indeterminate number of independent data proto
ols. Moreover, the separation ofrouting information from the rest of the pa
ket enables simple, high-performan
e and 
oste�e
tive swit
h designs. Swit
hes are 
on
erned only with the routing information and,with some ex
eptions for path building and devi
e management pa
kets, do not 
are aboutthe 
ontent of the payload, i.e., they are agnosti
 to the en
apsulated proto
ol. There aretwo basi
 pa
ket types for AS: Uni
ast pa
kets and path-building pa
kets. The information
ontained within an AS route header in
ludes:
• Routing information (Turn Pool, Turn Pointer, and Dire
tion).
• Tra�
 Class (TC).
• Deadlo
k avoidan
e information.
• Cut-Through `Credits Required' information.
• Proto
ol Interfa
e (PI) identi�er.4.3.1 Uni
ast pa
ketsUni
ast routing is used for sending a pa
ket from a single origin to a single destination. ASemploys sour
e routing for uni
ast tra�
 and thus, as a uni
ast pa
ket traverses throughthe fabri
, there is no need for swit
hes to use destination look-up tables to route thepa
ket. This results in simpler swit
h design and negates laten
ies involved in su
h look-up s
hemes.A uni
ast pa
ket 
ontains routing information in the form of a 31-bit turn pool,turn pointer, and dire
tion �ag. This information, whi
h is in
luded in the route header, is56
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Figure 4.5: Uni
ast route header format.used by swit
hes to forward the uni
ast pa
ket. The turn pool 
ontains a 
ertain numberof turns. The turn value indi
ates the relative position of a swit
h's egress port from theingress port at whi
h the pa
ket arrives. A turn is variable in length, ranging from 1 to 8bits, depending on the port 
ount of the swit
h immediately in its path. The turn pointerindi
ates whi
h turn is 
urrently a
tive. Note that as a pa
ket moves through the fabri
,di�erent turns through di�erent swit
hes are required to properly route the pa
ket. Forexample, a pa
ket traversing four 3-bit swit
hes and one 4-bit swit
h would use 5 di�erentturns (through 5 swit
hes), 
onsuming 16 of the available 31 bits in the turn pool (
alledthe a
tive portion of the turn pool). The remaining 15 bits would be unused. The 8-bitmaximum for a turn 
orrelates obviously to the 256-port maximum port 
ount on an ASswit
h. The dire
tion �ag is used to indi
ate whether the pa
ket is being forward-routed,from origin to terminus, or ba
kward-routed, from terminus to origin.The �elds of a uni
ast pa
ket header, whi
h are shown in Figure 4.5, are:

• Proto
ol Interfa
e (PI). This �eld identi�es the type of the en
apsulated pa
ket.
• Perishable (P). The Perishable Flag indi
ates whether the asso
iated pa
ket maybe silently dis
arded if it en
ounters 
ongestion. Support for dis
arding pa
kets isoptional. The asso
iated PI di
tates the rules for setting this bit.� When 0: The pa
ket 
annot be dis
arded by fabri
 
omponents unless theyen
ounter a routing error within a fabri
, or other error at destination.� When 1: Any node in a pa
ket's path 
an 
hoose to dis
ard a pa
ket if 
ongestionprevents the timely forwarding of a pa
ket.
• Pa
ket CRC (PCRC). The Pa
ket CRC Flag indi
ates whether a CRC has beenappended to the pa
ket's payload or the end of the PI header if no payload is in
luded.
• Tra�
 Class (TC). This �eld indi
ates the tra�
 
lass of the asso
iated pa
ket.
• Ordered-Only (OO). The Ordered-Only �ag, when set, indi
ates that the asso
iatedTC is to be routed through an Ordered-Only Uni
ast VC. When 
lear, this �ag57
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ates that the asso
iated pa
ket is to be routed through either the bypassable orordered queue (depending on the value of the Type Spe
i�
 �ag) of a Bypass CapableUni
ast VC.
• Type Spe
i�
 (TS). The Type Spe
i�
 Flag is reserved for Ordered-Only VCs and isthe Bypassable �ag for Bypass Capable VCs.� When 0: The pa
ket 
onsumes ordered 
redit and is not Bypassable.� When 1: The pa
ket 
onsumes bypass 
redit and is Bypassable.
• Credits Required. The 
redits required �eld indi
ates the number of 
redits that mustbe available to perform 
ut-through forwarding of the asso
iated pa
ket.
• Forward Expli
it Congestion Noti�
ation (FECN). A pa
ket's Forward Expli
it Con-gestion Noti�
ation (FECN) Flag must be initialized to 0 by a pa
ket's origin. Asthe pa
ket is routed a
ross a fabri
, if the pa
ket en
ounters 
ongestion, then theFECN �ag may be set. On
e set, the �ag remains set until it rea
hes its destination.
• Turn Pointer. For forward paths, this �eld referen
es the position one greater (tothe left) of the most signi�
ant bit of the next turn value (also the position of leastsigni�
ant bit of the previous turn). For ba
kward paths, this �eld 
ontains theposition of the least signi�
ant bit of the next turn value.
• Header CRC. This �eld 
ontains the CRC performed over the no mutable part of theroute header.
• Turn Pool. This �eld 
ontains the variable bit width turn values of a path spe
i�
a-tion.
• Dire
tion (D). This �ag, when 
lear, indi
ates that the Turn Pool is being traversedin the forward dire
tion (left to right) or, when set, that the Turn Pool is beingtraversed in the ba
kward dire
tion (right to left).4.3.2 Path building headerPath-building pa
kets in
lude variations for spanning tree and multi
ast fun
tions. Path-building pa
kets are 
onstru
ted su
h that the re
eiving devi
e is provided a path ba
kthrough the fabri
 to the origin devi
e. As a path-building pa
ket traverses the fabri
, themethod that swit
hes use to route them is based on whether the pa
ket is further identi�edin its header as a spanning tree pa
ket or a multi
ast pa
ket.58



4.3. PACKET FORMAT AND ROUTINGSpanning tree pa
kets, as their name says, are used for a spanning tree pro
ess. Thispro
ess is initiated by a fabri
 manager ele
ted from amongst various 
andidate devi
es.This pro
ess is part of an initial fabri
 dis
overy and involves a promis
uous generation,or blind broad
ast of pa
kets, whi
h are used to identify topology, node 
apabilities andpaths between all 
ommuni
ating devi
es, in
luding a path from ea
h node to the fabri
manager for purposes of event/status noti�
ations. Redundant paths are also identi�edduring this pro
ess, but are pla
ed into a blo
ked state unless needed in the 
ase of a pathfailure or tra�
 
ongestion. Swit
hes 
onsume, then regenerate these pa
kets to everyother egress port they have, ex
ept the port at whi
h the pa
ket arrived (the ingress port)or any expli
itly masked port. As a result, all nodes on the fabri
 re
eive spanning treepa
kets and are identi�ed to the fabri
 manager.The multi
asting feature allows an endpoint to target a pa
ket to multiple endsystems. A multi
ast group index is 
arried on ea
h multi
ast pa
ket's route header. Amulti
ast group uniquely identi�es a set of swit
h egress ports for ea
h swit
h hop on amulti
ast pa
ket's path. A multi
ast group table in a swit
h is looked up, using pa
ket'smulti
ast group index. The pa
ket is then repli
ated on ea
h port 
ontained in the multi
astgroup. As stated before, in the pro
ess of traversal through the fabri
, ea
h multi
ast pa
ket
onstru
ts a turn pool from the sour
e, by re
ording turns within the swit
h. This providesa ba
kward route to the multi
ast sour
e end system for event noti�
ations regarding thismulti
ast pa
ket.4.3.3 Proto
ol interfa
eAs stated before, an AS route header is not su�
ient to de�ne a data proto
ol, and must
ontain an en
apsulated pa
ket de�ned by the AS route header's PI �eld. The AS routeheader 
ontains only enough information to manage the movement of a pa
ket from onefabri
 lo
ation to another and to identify the 
ontents (
ontained proto
ol) of the pa
ket.Endpoints are the responsible to extra
t meaning from the 
ontent of the en
apsulatedpa
ket payload based upon the pa
ket's PI.PI types are spe
i�ed from PI-0 to PI-127, with PI-0 to PI-7 reserved for fabri
servi
es and PI-8 to PI-254 reserved for tunneling spe
i�
 proto
ols. The 128 possible PIsare summarized in Table 4.1. Some spe
i�
 PIs are:
• PI-2: Segmentation And Reassembly (SAR). The Maximum Transfer Unit (MTU) ofan AS network is the smallest MTU supported among all the network elements. Allpa
ket sizes must be restri
ted a

ording to the network MTU. If an endpoint needs59



CHAPTER 4. ADVANCED SWITCHING REVIEWto transmit a larger pa
ket, the pa
ket must be split into pa
kets of network MTUsize. This involves keeping tra
k of the multiple segments of the original pa
ket andreassembling them at the destination.
• PI-8: PCI Express En
apsulation. This is the standard tunneling s
heme for passingnative PCI Express pa
kets through the AS fabri
, o�ering the simpli
ity of 
ompletesoftware 
ompatibility with PCI Express peripherals within an AS environment. Asystem 
an 
ontain a mix of PCI Express and AS 
omponents to o�er the bestfeatures of both te
hnologies.
• PI-9: So
ket Data Transport (SDT). A low overhead proto
ol that provides dire
thardware implementation of the well-known so
ket inter-pro
essor 
ommuni
ationinterfa
e's read/readv/readn and write/writev/writen data movement model. SDTwill move massive amounts of data with minimal pro
essor overhead.
• PI-10: Simple Load/Store (SLS). An extension of the PCI load/store model thato�ers a low overhead model for transporting data a
ross the fabri
. SLS providesa simple load/store abstra
tion that would allow PCI, PCI-X, PCI Express, Hy-perTransport, RapidIO, and virtually any other inter
onne
t that used a load/storemodel to interoperate within an AS fabri
 via translation of their native proto
olinto the 
ommon SLS proto
ol. SLS is a trusted 
ommuni
ation model that providesthe advantages of e�
ien
y, low overhead, and low laten
y.
• PI-11: Simple Queuing (SQ). A simple messaging proto
ol that uses queues in pla
eof spe
i�
 addresses to move messages a
ross an AS fabri
. SQ allows multipleendpoints to share a single queue resour
e, thus minimizing the 
ontext required for
on
urrent 
ommuni
ation.4.4 Virtual 
hannels and tra�
 
lassesAS fabri
 supports di�erentiated 
lasses of servi
e utilizing Tra�
 Class (TC) identi�ers,Virtual Channels (VCs), and an egress link s
heduling me
hanism. As we will see in thenext se
tion, AS de�nes two egress link s
heduling me
hanisms. Manufa
turers 
an 
hoosebetween implement one of these me
hanisms or implement their own proprietary egresslink s
heduler.VCs provide a means of supporting multiple independent `logi
al data �ows' overa given 
ommon physi
al 
hannel, i.e., the link. Con
eptually, this involves multiplexing60



4.4. VIRTUAL CHANNELS AND TRAFFIC CLASSESTable 4.1: Proto
ol interfa
e identi�ers.PI Index Proto
ol Interfa
e0 Path Building(0:0) (Spanning Tree Generation)(0:1-127) (Multi
ast)1 Congestion Management (Flow ID messaging)2 Segmentation and Reassembly (SAR)3 Reserved for future AS Fabri
 Management Interfa
es4 Devi
e Management5 Event Reporting6-7 Reserved for future AS Fabri
 Management Interfa
es8-95 ASI-SIG de�ned PIs96-126 Vendor de�ned PIs127 Invalid
di�erent data �ows onto a single physi
al Link. Pa
kets moving through di�erent VCs donot have any ordering requirements between them. As a result, pa
kets moving in one VCare not subje
t to blo
king 
onditions that may exist in other VCs.A pa
ket's Tra�
 Class Identi�er (TC or TC ID) is transmitted unmodi�ed fromorigin to destination through an AS fabri
. The need for TCs arises be
ause not alllinks de�ne the same number of VCs. At ea
h hop within an AS fabri
, the TC ID
ontained in the pa
ket's AS route header is used to apply appropriate VC sele
tion.Pa
kets with di�erent TC IDs do not have ordering requirements between them. However,pa
kets moving along a 
ommon path within the same VC remain ordered be
ause theAS queue stru
ture has no provisions for bypassing independent TCs within the same VC.As a result, pa
kets with di�erent TCs moving within the same single VC are subje
t toblo
king 
onditions that may be 
aused by pa
kets within that VC that have a di�erentTC assignment.AS supports up to 20 VCs of three di�erent types: Up to 8 bypassable uni
ast VCs(BVCs), up to 8 ordered-only uni
ast VCs (OVCs), and up to 4 multi
ast VCs (MVCs).Table 4.2 shows a brief des
ription of ea
h type, the number of them that a AS element
an implement and their identi�ers. The bypassable VC with the highest identi�er in ea
hnetwork element is 
alled the Fabri
 Management Channel (FMC). Note that the link-level�ow 
ontrol is made at a VC level. This means that ea
h VC has its own 
redit 
ountfor the 
redit-based �ow 
ontrol. Moreover, ea
h VC type has its own MTU. The allowedMTU values for the bypassable VC type are 192, 320, 576, 1088, and 2176 bytes. The61



CHAPTER 4. ADVANCED SWITCHING REVIEWTable 4.2: Advan
ed Swit
hing VC Types.Virtual Channel Type Des
ription VC ID'sBypass Capable Uni
ast (BVC) Uni
ast VC with bypass 
apability, ne
essaryfor deadlo
k free tunneling of some, typi
allyload/store, proto
ols 0-7Ordered-Only Uni
ast (OVC) Single Queue Uni
ast VC, suitable for messageoriented �push� tra�
 8-15Multi
ast (MVC) Single Queue Virtual Channel for Multi
ast�push� tra�
 16-19
allowed MTU values for the ordered VC type are 64, 96, 128, 192, 320, 576, 1088, and 2176bytes. The BVCs are uni
ast VCs with bypass 
apability, ne
essary for deadlo
k-free tun-neling of some proto
ols (typi
ally load/store ones). This me
hanism works in the followingway: When a pa
ket arrives at the VC it is stored in a FIFO queue. On
e a pa
ket rea
hesthe head of this queue it is transmitted if there are enough �ow 
ontrol 
redits. If a by-passable pa
ket is at the head of that queue but there are no enough �ow 
ontrol 
redits,it is moved to another queue where it waits until there are enough �ow 
ontrol 
redits.OVCs are FIFO queue uni
ast VCs.This ar
hite
ture with two Uni
ast queuing models supports robust, low laten
ytransport of 
hip-to-
hip proto
ols su
h as PCI and PCI Express as well as message oriented�push� proto
ols. These features enable ASI fabri
 to deliver a uni�ed ba
kplane solutionfor load/store and message based 
ommuni
ations.As stated before, a link-level 
redit-based �ow 
ontrol me
hanism ensures thatpa
kets are never lost due to 
ongestion. Credits are 
omputed, per ordered queues (allVCs) and bypass queues (only BVCs), by the re
eiver end of the link and distributedupstream to the transmission side. Pa
kets may only be transmitted if enough 
redits areavailable for the parti
ular VC and queue into whi
h the pa
ket is grouped. Upon sending apa
ket, the transmission side debits its available 
redit a

ount by an amount that re�e
tsthe pa
ket size. As the re
eive side re
laims bu�er spa
e freed up as pa
kets are forwarded,it returns the 
redits to the transmit side whi
h in turn adds to its 
redit a

ount. Linkpartners ex
hange 
redit information, via DLLPs.The AS pa
ket header 
ontains a 3-bit �eld with a TC ID. This �eld permitsto spe
ify one of eight possible TCs. Sin
e systems 
an be 
onstru
ted with swit
hes62
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Figure 4.6: TC to VC Aggregation Modelsupporting a di�erent number of VCs, TC to VC mappings 
an 
hange in ea
h hop througha swit
h fabri
. Thus, VCs themselves may be aggregated (when the next hop swit
himplements fewer VCs) and disaggregated (when the next hop swit
h implements moreVCs). Figure 4.6 shows the TC to VC aggregation model. Ea
h VC type (BVC, OVC,and MVC) is governed by a distin
t TC/VC mapping.
4.5 Congestion managementThe 
ongestion management me
hanism provided by AS tries to regulate tra�
 �owsthroughout an AS network to avoid overloading link and 
omponent 
apa
ities. Failure tosu

essfully regulate tra�
 
an result in ex
essive laten
y, lower throughput, and inhibit aswit
h's ability to provide QoS assuran
es. In short, an e�e
tive 
ongestion managementsolution is needed if a fabri
 is going to support QoS and deliver predi
table 
apa
ity. Evenin 
ases where QoS is not supported, 
ongestion management may be needed to avoid ormitigate head-of-line blo
king and support expe
ted tra�
 bandwidths.The link-layer 
redit-based �ow 
ontrol and the VC ar
hite
ture provide the foun-dation upon whi
h AS 
ongestion management is based. VCs provide separate logi
alpaths for tra�
, aggregating tra�
 �ows by TC into per-VC queues. Flow 
ontrol governstra�
 �ow between link partners on a per VC basis, modulating a link partner's abilityto transmit pa
kets based on the availability of storage (
redit) on the 
onne
ted linkpartner. AS 
ongestion management de�nes several supplementary optional normative63



CHAPTER 4. ADVANCED SWITCHING REVIEWme
hanisms2. These enable the AS fabri
 developer to better manage 
ongestion, supportdi�erentiated 
lass-of-servi
e, and support a diversity of appli
ations. Table 4.3 shows asummary of the di�erent me
hanisms and their disposition (required3, optional normative,or informative4).These me
hanisms are intended to provide the AS hardware the ability to supporthigh throughput tra�
 with low and predi
table laten
y. On the whole, they are rea
tive,responding dynami
ally to rapidly 
hanging 
onditions within the AS fabri
. Softwareme
hanisms 
ombined with hardware implemented within endpoint devi
es may also beemployed to provide proa
tive 
ontrol over the AS fabri
 behavior. Proa
tive me
hanismsin
lude admission 
ontrol, provisioning, and adaptation. These me
hanisms operate overlonger time spans and require fabri
 management software and/or operator intervention.End-to-end 
ongestion management (between endpoints) is not spe
i�
ally de�ned withinthe AS spe
i�
ation.Table 4.3: Congestion management me
hanisms summary.Me
hanism Disposition CommentsLink-layerCredit-BasedFlow Control Required The 
redit-based �ow 
ontrol is de�ned by PCI-ExpressBase Spe
i�
ation and adopted by AS, it may be viewedas the last line of Congestion Management defense. During
ongestion, �ow 
ontrol prevents pa
ket losses by queuingpa
kets in the absen
e of pa
ket transfer 
redit.Status-BasedFlow Control OptionalNormative This me
hanism provides a one stage look-ahead view ofthe 
ongestion lands
ape and 
auses the upstream egresss
heduler to start/stop 
ertain �ows.Dis
ard of Sta-tus Feedba
kDLLPs Required If the status-based �ow 
ontrol sink fun
tion is not sup-ported and enabled, then re
eived Status Feedba
k DLLPsmust be gra
efully dis
arded upon re
eption.MinBW EgressLink S
heduler OptionalNormativefor swit
hes Pa
kets from 
ompeting VC queues are sele
ted for trans-mission to egress links in a

ordan
e with 
on�gured mini-mum bandwidth parameters.VC Arbitra-tion TableS
heduler OptionalNormative The VC Arbitration S
heduler provides a pa
ket basedweighted round robin VC s
heduler.2An optional normative me
hanisms is not required to be implemented in an AS devi
e. If implemented,however, it must 
omply with the requirements spe
i�ed.3All required me
hanisms must be implemented in an AS devi
e.4An informative me
hanism is not required to be implemented in an AS devi
e. Only informativeinformation is given. 64



4.5. CONGESTION MANAGEMENTTable 4.3 (Continuation): Congestion management me
hanisms summary.Me
hanism Disposition CommentsPa
ket Drop-ping OptionalNormative An AS implementation may drop pa
kets as a response to
ongestion if the perishable bit within the pa
ket AS RouteHeader is set.Endpoint In-je
tion RateLimiting OptionalNormative An endpoint implementation may implement a spe
i�edform of inje
tion rate limiting. The spe
i�ed fa
ility pro-vides for up to 64K 
onne
tion queues and a token bu
ketrate limiter for ea
h queue.Path Sele
tion Informative Sour
e endpoints should sele
t paths through an AS fabri
that are optimized to one or more 
riteria. For example,paths that are not 
ongested may be preferred over 
on-gested paths.AdmissionControl Informative Fabri
 management software may provide sour
e endpoints
ongestion information with whi
h they might a

ept/denya

ess to new tra�
. A suitable response to 
ongestionmight be to deny new pa
ket �ows a

ess to the swit
hfabri
 until 
ongestion disappears.Adaptation Informative Fabri
 management and endpoint software may movepa
ket �ows from 
ongested paths to un
ongested pathsor 
hange pa
ket rates by adjusting token bu
ket averageand peak rate parameters.Disposition meaningRequired An AS devi
e must implement this feature.Optional Normative This feature is not required to be implemented in an ASdevi
e. If implemented however, it must 
omply with therequirements spe
i�ed.Informative This feature is not required to be implemented in an ASdevi
e. Only informative information is given.4.5.1 Lo
al status-based �ow 
ontrolThe status-based feedba
k me
hanisms (referred to as status-based �ow 
ontrol) providesupport for optimizing the �ow of tra�
 a
ross the links between any swit
h and itsadja
ent 
omponents. Spe
ial DLLPs pass bu�er status from any swit
h to its immedi-ate upstream swit
h or endpoint neighbor. This status information provides a one stagelook-ahead view of the 
ongestion lands
ape and 
auses the upstream egress s
heduler65
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Figure 4.7: SBFC and CBFC intera
tion example.to start/stop the �ow identi�ed within the DLLP. Figure 4.7 shows how this me
hanism(SBFC in the �gure) 
an be used along with the link-level �ow 
ontrol me
hanism (CBFCin the �gure) to a
hieve non-blo
king operation in single stage swit
h fabri
s that will betypi
ally used in 
ommuni
ation systems.4.5.2 Egress link s
hedulingWith up to twenty VCs 
ompeting for bandwidth onto an egress link, it is the role of theEgress VC S
heduler to resolve this 
ompetition. The s
heduler also handles DLLP tra�
(for example the generated by the 
redit-based and status based �ow 
ontrol) and, whereneeded, distinguishes between the ordered and bypassable parts of the VCs. Figure 4.8shows the stru
ture of an egress link s
heduler.

Figure 4.8: Stru
ture of an egress link s
heduler for a port with 20 VCs.66



4.5. CONGESTION MANAGEMENTThe AS Pa
ket/DLLP S
heduler observes stri
t priority, allo
ating bandwidth ex-
lusively to DLLPs as long as ba
klog exists within the DLLP queue. AS does not de�nea hardware me
hanism to prevent DLLP tra�
 from starving AS Pa
ket tra�
. Rather,the AS ar
hite
ture spe
i�es DLLP sour
es to be well behaved AS network elements, self-limiting their DLLP generation to a

eptable rates (small fra
tion of the link bandwidth).Two optional normative egress link s
hedulers are de�ned for the AS Pa
ket S
hed-uler5. The VC Arbitration Table s
heduler is similar to that de�ned for PCI-Express. Itprovides pa
ket-based Weighted Round Robin (WRR) servi
ing of the VCs. The Mini-mum Bandwidth (MinBW) s
heduler is intended for more pre
ise allo
ation of bandwidth,regardless of pa
ket size, although the a
tual me
hanism is not spe
i�ed. A given imple-mentation may 
hoose either VC Arbitration Table s
heduler, the re
ommended MinBWAllo
ation S
heduler or may implement a proprietary me
hanism of its 
hoosing.When implementing the egress link s
heduler, the intera
tion with the 
redit-based�ow 
ontrol must be taken into a

ount. Pa
kets from VCs that la
k enough 
redits mustnot be s
heduled. Thus, if the 
redits for a given VC have been exhausted, the VC s
hedulermust treat the 
orresponding queue as if it were empty. While this situation persists, thebandwidth ordinarily given to that queue is 
onsidered ex
ess bandwidth and must beredistributed among queues for whi
h 
orresponding VC 
redits are available.Virtual Channel Arbitration Table S
hedulerThe table s
heduler provides an implementation of the WRR algorithm [KSC91℄. The VCarbitration table is a register array with �xed-size entries of 8 bits. Ea
h 8-bit table entry
orresponds to a slot of a WRR arbitration period. Ea
h 8-bit table entry 
ontains a �eldof 5 bits with a VC identi�er value and a reserved �eld of 3 bits. When arbitration isneeded, the table is 
y
led through sequentially and a pa
ket is transmitted from the VCindi
ated in the 
urrent table entry regardless of the pa
ket size. If the 
urrent entry pointsto an empty VC, that entry is skipped. The number of entries may be 32, 64, 128, 256,512, or 1024. Figure 4.9 shows an example of an arbitration table with 64 entries.Minimum Bandwidth Egress Link S
hedulerThe MinBW s
heduler is intended for a more pre
ise allo
ation of bandwidth regardlessof the pa
ket size. Figure 4.10 shows the organization of the MinBW s
heduler. This5In this work we will refer to this s
heduler as the egress link s
heduler without taking into a

ount theDLLP/Pa
ket s
heduling. 67
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Figure 4.9: Example of an arbitration table with 64 entries.s
heduler 
onsists of two parts: The �rst me
hanism, or outer s
heduler, provides theFMC with absolute priority, ahead of the other VCs, but with its bandwidth limited by atoken bu
ket. The se
ond me
hanism, or inner s
heduler, distributes bandwidth amongstthe rest of the VCs a

ording to a 
on�gurable set of weights. Ea
h VC is assigned a weightbetween 1 and 4096, the link bandwidth fra
tion represented is 
al
ulated by multiplyingthis weigh by 1/4096. AS does not state a spe
i�
 algorithm for the inner s
heduler, butit must respe
t the following properties [Adv03℄:
• Work 
onserving: If at least one VC has a pa
ket available to be sent, it should betransmitted.
• Minimum bandwidth guarantee: Egress link bandwidth is allo
ated among the VCsin proportion to a set of 
on�gurable weights that represent the fra
tion of egresslink bandwidth assigned to ea
h VC.
• Bandwidth metering, not pa
ket metering: The MinBW s
heduler allo
ates linkbandwidth to ea
h VC taking into a

ount pa
ket sizes.
• Fair redistribution of unused bandwidth: Bandwidth left over, after all the VCshave 
onsumed their 
on�gured bandwidth, must be redistributed among those VCsthat have 
redits and pa
kets to be transmitted in proportion to their bandwidthallo
ations.
• Memoryless: During the time that a VC has no pa
kets to transmit, or 
redits todo so, it does not 
onsume bandwidth and the s
heduler must not save that VC'sminimum bandwidth allo
ation for future use.68
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Figure 4.10: Stru
ture of the MinBW s
heduler. Example with 20 VCs.The AS spe
i�
ation states that variants of Weighted Fair Queuing (WFQ) [DKS89℄su
h as Self-Clo
ked Weighted Fair Queuing (SCFQ) [Gol94℄, and variants of WeightedRound Robin (WRR) [KSC91℄ su
h as De�
it Round Robin (DRR) [SV95℄ exhibit thedesired properties of the inner MinBW s
heduler. The AS spe
i�
ation also states that
ommonly employed s
heduling algorithms, su
h as simple round robin or WRR, do notexhibit the desired properties of the MinBW s
heduler and are, thus, not suitable for aMinBW s
heduler implementation.4.5.3 Endpoint sour
e or inje
tion rate limitingAt ea
h sour
e node, pa
kets must be sorted into 
onne
tion queues by TC and optionallyby su
h additional 
riteria as destination and path. Allo
ation of bandwidth from ea
h ofthe 
onne
tion queues to the link feeding the AS fabri
 is 
ontrolled via a link s
heduler(AS does not de�ne this s
heduler). If the AS devi
e supports the Endpoint Inje
tion RateLimiting 
apability stru
ture, then a token bu
ket must be paired with ea
h 
onne
tionqueue to provide the needed rate limiting. Together the s
heduler and optional tokenbu
kets shape the bandwidth from ea
h 
onne
tion queue to the AS fabri
. Token bu
ketslimit 
onne
tion queues average transmission rate while allowing 
ontrolled burstiness.69



CHAPTER 4. ADVANCED SWITCHING REVIEWParameters asso
iated with every 
onne
tion queue/token bu
ket pair may be adjusted bysoftware to 
onstrain the bandwidth and burst size allowed of every 
onne
tion queue.4.5.4 Pa
ket droppingAS elements are permitted to drop pa
kets in response to 
ongestion. Only pa
kets markedvia the AS Route Header Perishable bit may be dropped. AS does not spe
ify the mannerin whi
h 
ongestion is dete
ted. If an implementation determines that a pa
ket with thePerishable �ag set will ex
essively 
ontribute to 
ongestion, the pa
ket may be dropped.4.5.5 Admission 
ontrolFabri
 management software may regulate a

ess to the AS fabri
, allowing new pa
ket�ows entry to the fabri
 only when su�
ient resour
es are available. Fabri
 managementsoftware may tra
k resour
e availability by monitoring (perhaps with the aid of the requiredand optional normative statisti
s 
ounters) AS fabri
 
ongestion and tra
king a
tive pa
ket�ows and their bandwidth. This is very useful when tra�
 �ows are predominately 
on-ne
tion oriented and 
arefully rate limited. In an implementation employing admission
ontrol, sour
es would only add new �ows when permitted by the fabri
 management ad-mission 
ontrol module. Su
h software allows a new �ow a

ess to the AS fabri
 only if it
an do so without 
reating 
ongestion. If admitted, the software assigns a suitable band-width, TC and path to the tra�
. As ne
essary, the software may redu
e the bandwidthassigned to existing �ows, or even terminate an existing �ow, to a

ommodate a new �ow.4.5.6 AdaptationSwit
h elements may maintain per-port and per-VC statisti
s (a minimal subset is re-quired). This permits fabri
 management software to map the 
ongestion. As part ofa 
omplete system, this enables the equipment operator and/or fabri
 management soft-ware to monitor AS fabri
 performan
e and identify 
hroni
 
ongestion hot spots. On
e
ongestion hot spots are identi�ed, several options exist. Among these are the following:
• Sour
e rate limit parameters asso
iated with the per-CQ token bu
kets may be re-
on�gured to redu
e the average o�ered load to the fabri
.
• New end-to-end �ows may be routed along non-
ongested paths and existing �owsmay be re-routed around hot spots. 70
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• New �ows may be refused or lower priority a
tive �ows may be rate redu
ed toa

ommodate new �ows with higher priority.

71
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Chapter 5
Implementing the MinBW S
heduler
As stated in Se
tion 4.5.2 in page 67, AS provides an optional normative s
heduler 
alledMinimum Bandwidth Egress Link S
heduler to resolve among the up to 20 VCs. The inner,or minimum bandwidth (MinBW), s
heduler allo
ates all the bandwidth left over after theFMC is servi
ed. AS does not spe
ify an algorithm or implementation for the MinBWs
heduler but does impose 
onstraints by requiring that 
ertain properties hold. However,the AS spe
i�
ation states that there are several well-known s
heduling algorithms that�t this model in a proper way and thus, 
an be used to implement the MinBW algorithm.However, the spe
i�
ation also states that, when implementing the egress link s
heduler,the intera
tion with the 
redit-based �ow 
ontrol must be taken into a

ount.In this 
hapter we are going to dis
uss about the implementation of the MinBWs
heduler. We will see that the traditional well-known s
heduling algorithms, in
ludingthose stated by the AS spe
i�
ation, must be adapted in order to be employed in thisenvironment. Spe
i�
ally, we present three new fair queuing s
heduling algorithms thattake into a

ount the AS 
redit-based �ow 
ontrol and ful�ll all the properties that the ASMinBW s
heduler must have and, therefore, 
an be implemented in this new te
hnology.These new algorithms are based on well-known s
heduling algorithms (WFQ, SCFQ, andDRR). We have 
alled these new algorithms: WFQ Credit Aware (WFQ-CA), SCFQ CreditAware (SCFQ-CA), and DRR Credit Aware (DRR-CA).5.1 Introdu
tionThe Minimum Bandwidth Egress Link S
heduler 
onsists of two parts: The �rst me
h-anism, or outer s
heduler, provides the FMC with absolute priority, ahead of the other73



CHAPTER 5. IMPLEMENTING THE MINBW SCHEDULERVCs, but with its bandwidth limited by a token bu
ket. The se
ond me
hanism, or inners
heduler, distributes bandwidth amongst the rest of the VCs a

ording to a 
on�gurableset of weights. Figure 5.1 shows the stru
ture of this s
heduler. AS does not state a spe
i�
algorithm for the inner s
heduler, but it must respe
t 
ertain properties (see Se
tion 4.5.2in 67): Work 
onserving, bandwidth metering, not pa
ket metering, minimum bandwidthguarantee, fair redistribution of unused bandwidth, and memoryless [Adv05℄.

Figure 5.1: Minimum bandwidth egress link s
heduler.As stated in the AS spe
i�
ation, there are several well-known s
heduling algorithmsthat ful�ll these properties and thus, 
an be used to implement the MinBW algorithm.Spe
i�
ally, the spe
i�
ation states that variants of WFQ su
h as SCFQ and variants ofWRR su
h as DRR exhibit the desired properties. It also says that simple round robin orWRR (without de�
it modi�
ations) do not exhibit the desired properties of the MinBWs
heduler and thus, are not suitable for a MinBW s
heduler implementation.In fa
t, analyzing the properties of the inner s
heduler of the MinBW, we 
an statethat they refer to an ideal fair-queuing model. As stated in Se
tion 3.5.1 in page 3.5.1, in afair-queuing system, supposing a servi
e rate R, N �ows, with the ith �ow having assigneda weight φi, during a given interval of time, the �ow i re
eives a fair share bandwidth (Bi)74



5.1. INTRODUCTIONproportional to its weight φi:
Bi =

φi

V∑

j=1

φj

× Rwhere V is the set of �ows with data in queue (V ≤ N) during that interval of time.However, apart from the previously stated properties that refer to a fair queuingbehavior, the AS spe
i�
ation also states that, when implementing the egress link s
heduler,the intera
tion with the 
redit-based link-level �ow 
ontrol must be taken into a

ount.Note that in networks without a link-level �ow 
ontrol, pa
kets are going to be transmittedwhen the s
heduler de
ides, without taking into a

ount if there is enough bu�er at theother side of the link to store the pa
ket or not, and thus, if the pa
ket is going to bedis
arded or not. In networks in whi
h the link-level �ow 
ontrol is made at the port level,like Gigabit Ethernet [Sei98℄, when the re
eiving bu�ers are full, the �ow 
ontrol is goingto blo
k the transmission from all the VCs of the port. When the �ow 
ontrol allows totransmit again be
ause there is available spa
e, all the VCs 
an transmit again as if nothinghad happened.However, in AS both the s
heduling and the link-level �ow 
ontrol are made at theVC level. This means that the �ow 
ontrol 
an blo
k a set of VCs be
ause there is notenough bu�er to store more pa
kets from those VCs, but allows to transmit pa
kets fromthe rest of VCs, whi
h have enough bu�er to store more pa
kets. This means that thes
heduler must have the ability to enable or disable the sele
tion of a given VC based onthe �ow 
ontrol information. In this situation:
• A VC is 
onsidered a
tive only if:� The VC has some pa
ket to be transmitted.� The link-level �ow 
ontrol me
hanism allows to transmit pa
kets from the VC.In the 
ase of a 
redit-based �ow 
ontrol, this means that there are enough �ow
ontrol 
redits to transmit the pa
ket at the head of the VC queue.
• A VC 
an 
hange its status from ina
tive to a
tive when:� A new pa
ket arrives at the VC queue.� A �ow 
ontrol pa
ket with new �ow 
ontrol 
redits for the VC is re
eived.
• A VC 
an 
hange its status from a
tive to ina
tive when:75



CHAPTER 5. IMPLEMENTING THE MINBW SCHEDULER� A pa
ket is transmitted into the egress link, leaving the VC, after being sele
tedby the s
heduler. The 
hange of status would a
tually happen if there is noother pa
ket in that VC or there are one or more pa
kets, but there are notenough 
redits to transmit the pa
ket at the head of the queue.The problem of most well-known s
heduling algorithms for implementing the MinBWs
heduler, in
luding those that AS states as appropriate, is that they were designed with-out taking into a

ount the existen
e of a �ow 
ontrol me
hanism, and thus, they do not
onsider the possibility of having a subset of VCs with pa
kets to transmit but withoutpermission of the link-level �ow 
ontrol me
hanism to do so. The reason is that they wereoriginally proposed for networks that do not have link layer �ow 
ontrol, for example In-ternet or ATM. Note that, if a given VC has no enough 
redits to transmit the pa
ket atthe head of its queue and the s
heduling me
hanism only disables the sele
tion of this VC,some problems may arise. For example, let us 
onsider a �sorted-priority� algorithm likethe WFQ and SCFQ s
hedulers in whi
h ea
h pa
ket is stamped with a priority tag whenit arrives at the s
heduler. Pa
kets are usually transmitted in an in
reasing order of thistag. However, in a 
ertain moment a VC is disabled be
ause of la
k of �ow 
ontrol 
redits.Pa
kets from the rest of VCs are going to be transmitted even if the values of their tagsare bigger than the values of the pa
ket tags of the blo
ked VC. Note that the pa
ket tagsbelonging to the disabled VC are going to remain the same during all the blo
ked period.When the disabled VC a
hieves enough 
redits to transmit again, the tags of its pa
ketsare probably going to be smaller than the pa
ket tags of the rest of VCs and thus, this VCis going to transmit several pa
kets before the rest of VCs 
an transmit any other pa
ket.This situation is represented in Figures 5.2 and 5.3. These �gures show the pa
ketstransmitted from two VCs (plotted in red and green) that have the same bandwidth reser-vation. In these �gures we 
an see how the tra�
 of the red VC takes advantage over thegreen VC for the time that it has been disabled be
ause of la
k of �ow 
ontrol 
redits. Thisis going to produ
e a burst of red pa
kets that is going to a�e
t negatively the performan
eof the green tra�
. In the 
ase represented in Figure 5.2, whi
h shows that the green VCis able to use the bandwidth left over by the red VC, this burst is probably going to a�e
tthe laten
y and jitter of the green tra�
. In the 
ase represented in Figure 5.3, the greentra�
 arrives at the s
heduler at the same rate that it is transmitted and thus, is not ableto take advantage of the bandwidth left over by the red VC. In this last 
ase, the red burstis going to a�e
t negatively not only the laten
y and jitter of the green VC but also itsthroughput performan
e.Therefore, a blo
ked VC should not take advantage of the time that has beendisabled by the �ow 
ontrol. In this line, regarding the intera
tion between the egress76



5.1. INTRODUCTION
Figure 5.2: Example of a VC taking advantage of the time it has been blo
ked. Wellbehaved VC uses bandwidth left over by the blo
ked VC.
Figure 5.3: Example of a VC taking advantage of the time it has been blo
ked. Wellbehaved VC does not use bandwidth left over by the blo
ked VC.link s
heduling and the 
redit-based �ow 
ontrol me
hanism, the AS spe
i�
ation statesthat: Pa
kets must not be s
heduled to VCs that la
k su�
ient link-layer 
redit. Thus,if link-layer 
redit for a given VC has been exhausted, the VC s
heduler must treat the
orresponding queue as if it were empty. The bandwidth ordinarily given to that queue is
onsidered ex
ess bandwidth and must be redistributed among queues for whi
h 
orrespond-ing VC 
redit is available. Pa
kets may not be s
heduled from that queue until link 
reditsbe
ome available. Moreover, the memoryless property of the MinBW s
hedulers statesthat: A non-ba
klogged queue does not 
onsume bandwidth. During this time, the s
hed-uler must not `save' that queue MinBW allo
ation for future use. So, if a queue be
omesba
klogged after being non-ba
klogged for a while, it is only allotted its MinBW and its fairshare of the ex
ess bandwidth. It does not get to `
at
h up' by also using the opportunitiesmissed when it was non-ba
klogged.Figures 5.4 and 5.5 show the same s
enario as Figures 5.2 and 5.3 ex
ept that thered VC does not employ the bandwidth that it lost when it was disabled by la
k of 
redits.In this 
ase we 
an see that the green VC takes advantage of the bandwidth left overby the red VC if it has the opportunity. However, the red VC, whi
h we 
an 
onsiderbad-behaved, does not a�e
t negatively the performan
e of the green VC, whi
h we 
an
onsider well-behaved.Summing up, if the s
heduling me
hanism does not take into a

ount in a properway the intera
tion with the �ow 
ontrol me
hanism, the performan
e of those VCs thatare not disabled by la
k of �ow 
ontrol 
redits 
an be negatively a�e
ted by those �owsthat are disabled by the �ow 
ontrol me
hanism. This negative e�e
t violates the property77



CHAPTER 5. IMPLEMENTING THE MINBW SCHEDULER
Figure 5.4: Example of a VC that does not takes advantage of the time it has been blo
ked.Well behaved VC uses bandwidth left over by the blo
ked VC.
Figure 5.5: Example of a VC that does not takes advantage of the time it has been blo
ked.Well behaved VC does not use bandwidth left over by the blo
ked VC.of prote
tion that a s
heduling algorithm should possess [Zha95℄ (see Se
tion 3.5). There-fore, one of the main issues to 
onsider when implementing the MinBW s
heduler is itsintera
tion with the AS 
redit-based �ow 
ontrol. As stated before, a given implementationof a s
heduler is not allowed to sele
t pa
kets from a VC la
king transmission 
redits, norit is allowed to `save' this bandwidth for future use. However, most well-known s
hedulingalgorithms do not take into a

ount this issue. Moreover, most of them were designed tos
hedule among a high number of individual �ows. In AS the s
heduler must resolve onlybetween up to 20 VCs. This last 
onsideration permits us to simplify some s
hedulingalgorithms.Therefore, in order to employ well-known s
heduling algorithms to implement theinner s
heduling me
hanism of the MinBW s
heduler, those well-known algorithms must beadapted. Providing this behavior to the stri
t priority me
hanism is not di�
ult, however,this issue is not so trivial for the fair queuing me
hanism. The main aspe
ts that must betaken into a

ount to adapt these algorithms are:
• The simpli�
ations that 
an be made when 
onsidering just a spe
i�
, small set ofVCs instead of an undetermined, big set of �ows.
• The proper intera
tion with the �ow-
ontrol me
hanisms. Spe
i�
ally, in order tonot `save' bandwidth of ina
tive VCs for future use.In the following se
tions we present three new fair queuing s
heduling algorithmsthat take into a

ount the AS 
redit-based �ow 
ontrol and ful�ll all the properties that78



5.2. WEIGHTED FAIR QUEUING CREDIT AWARE (WFQ-CA)the AS MinBW s
heduler must have and, therefore, 
an be implemented in this te
hnology.These new algorithms are based on some of the previously named well-known s
hedulingalgorithms (WFQ, SCFQ, and DRR). We have 
alled these new algorithms: WFQ CreditAware (WFQ-CA), SCFQ Credit Aware (SCFQ-CA), and DRR Credit Aware (DRR-CA).5.2 Weighted fair queuing 
redit aware (WFQ-CA)The WFQ-CA s
heduler is based on the WFQ s
heduler [DKS89℄, whi
h we have reviewedin Se
tion 3.5.1. The WFQ-CA algorithm that we propose works in the same way as theWFQ algorithm, ex
ept in the following aspe
ts:
• The GPS virtual time V(t) is a
tualized when one of the following events o

urs:� A new pa
ket is re
eived by the s
heduler in the egress link queues and must bestamped with its timestamp.� A pa
ket has �nished to be transmitted and the VC to whi
h it belongs be
omesina
tive.� A �ow 
ontrol pa
ket with new �ow 
ontrol 
redits is re
eived and a pa
ket thatwas ina
tive due to la
k of �ow 
ontrol 
redits be
omes a
tive.
• When a new pa
ket arrives at a VC queue, if there are enough 
redits to transmitthe pa
ket that is at the head of the VC, the new pa
ket is stamped with its virtual�nishing time.
• Pa
kets are transmitted in an in
reasing order of timestamp, but only pa
kets at thehead of their queue and with enough 
redits to be transmitted are 
onsidered.
• When a VC is ina
tive be
ause of la
k of 
redits and re
eives enough 
redits to beable to transmit again, its pa
kets are restamped, from the head to the tail, as if theyhad arrived in that instant.These 
onsiderations take into a

ount the intera
tion with the link-level �ow 
ontrolme
hanism.Furthermore, another aspe
t that must be taken into a

ount is that the WFQalgorithm uses the real time to 
al
ulate the virtual time. Note that the real time in
ludesthe time used to transmit pa
kets from the FMC VC (usually 
ontrol pa
kets), whi
h areout of the 
ontrol of the WFQ algorithm. The WFQ-CA algorithm �xes this problem by79



CHAPTER 5. IMPLEMENTING THE MINBW SCHEDULERnot taking into a

ount the time employed in sending 
ontrol pa
kets for 
al
ulating thevirtual time. However, this is not a trivial task be
ause events still may happen duringthat time. An event is anything that 
hanges the s
heduler state, namely the arrival ordeparture of a pa
ket, or the arrival of a 
redit �ow 
ontrol message that 
hanges a queuefrom ina
tive to a
tive.Figure 5.6 shows an example of how the V (t) is 
al
ulated. The �gure shows 7events o

urring in the system and two �gaps� (shadowed boxes) in the time line due tothe transmission of 
ontrol pa
kets. The t line represents the real time of the system.The t′ line represents the time that is a
tually being used to 
al
ulate V (t) and when theevents are 
onsidered to happen. Note that the events that happen during a time gap are
onsidered to happen at the beginning of that gap.

Figure 5.6: Time line in the MinBW WFQ-CA implementation.If we 
ompare the 
omplexity of the WFQ-CA algorithm that we propose for im-plementing the AS MinBW s
heduler with the original WFQ algorithm, it must be takeninto a

ount that in AS the s
heduling is made at a VC level. This involves, for example,that the tag sorting pro
ess is mu
h simpler than in other environments, where ea
h �owis 
onsidered separately. In AS, the s
heduler must 
onsider only the pa
kets at the headof ea
h a
tive VC. Only when a pa
ket from a given VC is transmitted, the next pa
ketin the same VC may be inserted in the sorted list of eligible pa
kets (if they have enough
redits to be transmitted). Therefore, in AS the maximum number of pa
kets that thes
heduler must take into a

ount is twenty, whi
h is the maximum number of VCs. Notethat, in those environments where the s
heduling is made at a �ow level, the maximumnumber of pa
kets that must be 
onsidered would be extremely higher than when usingVCs. The other 
onsideration when 
omparing the WFQ algorithm with the WFQ-CAalgorithm is that the WFQ-CA algorithm adds the 
omplexity of the restamping pro
ess,whi
h may be a very 
ostly pro
ess. This last issue may make this s
heduler unfeasiblein high-performan
e networks. This is the reason be
ause we also propose the SCFQ-CA80



5.3. SELF-CLOCKED FAIR QUEUING CREDIT AWARE (SCFQ-CA)and DRR-CA algorithms. Moreover, the WFQ-CA algorithm is useful for performan
eevaluation 
omparisons.
5.3 Self-
lo
ked fair queuing 
redit aware (SCFQ-CA)The SCFQ-CA s
heduler is based on the SCFQ s
heduler [Gol94℄, whi
h we have reviewedin Se
tion 3.5.1. As stated in that se
tion, in the SCFQ algorithm ea
h pa
ket is stampedwith a servi
e tag that is 
omputed as follows:

Sk
i = max{Sk−1

i , Scurrent}+
Lk

i

φiNote that, Scurrent is the servi
e tag of the pa
ket 
urrently being transmitted and thus,the servi
e tag of the pa
kets that have already been transmitted is equal to or lower than
Scurrent. Moreover, the servi
e tag of the pa
kets that have not already been transmittedare equal or bigger than Scurrent. Therefore, if the kth pa
ket of the VC i arrives at anempty queue, the servi
e tag is 
omputed as:

Sk
i = Scurrent +

Lk
i

φiOn the other hand, if the kth pa
ket of the VC i arrives at a queue with more pa
kets, theservi
e tag is 
omputed as:
Sk

i = Sk−1
i +

Lk
i

φiThis means that on
e that there is at least one pa
ket in a VC queue, the value ofthe servi
e tags of the pa
kets that arrive after this �rst pa
ket depends only on the valueof the pre
edent servi
e tags and not on the value of Scurrent at the arrival time. Therefore,we 
an wait to stamp a pa
ket pk
i with its servi
e time until the pa
ket that is before it inthe VC queue, pk−1

i , is being transmitted. Note that at this time the Scurrent is equal to
Sk−1

i . This allows us to simplify in a high degree the original SCFQ algorithm by storingnot a servi
e tag per pa
ket, but a servi
e tag per �ow or VC. This servi
e tag representsthe servi
e tag of the pa
ket of the VC queue. Note that this is going to make mu
heasier and simpler to modify this algorithm to take into a

ount a link-level �ow 
ontrol81



CHAPTER 5. IMPLEMENTING THE MINBW SCHEDULERme
hanism. Ea
h VC servi
e tag is then 
omputed as:
Si = Scurrent +

Lfirst
i

φiwhere Lfirst
i is the size of the pa
ket at the head of the i VC.The SCFQ-CA algorithm that we propose works in the same way as the SCFQalgorithm, ex
ept in the following aspe
ts:

• Ea
h a
tive VC has asso
iated a servi
e tag.
• When a new pa
ket arrives at a VC queue, that VC is assigned a servi
e tag only ifthe arrived pa
ket is at the head of the VC and there are enough 
redits to transmitit.
• When a pa
ket is transmitted, if there are enough 
redits to transmit the next pa
ket,the VC servi
e tag is re
al
ulated.
• When a VC is ina
tive be
ause of la
k of 
redits and re
eives enough 
redits totransmit again, the VC is assigned a new servi
e tag.The resulting s
heduling algorithm is represented in the pseudo
ode shown in Figure 5.7.As in the WFQ-CA 
ase, the SCFQ-CA algorithm is simpler be
ause in AS we
onsider VCs instead of single �ows. Moreover, assigning a servi
e tag per VC instead ofper pa
ket allows us to simplify in a high degree the s
heduler management and also allowsus to avoid the restamping pro
ess of the WFQ-CA algorithm.However, the SCFQ algorithm still has the problem of the in
reasing tag values andthe possible over�ow of the registers used to store these values. Therefore, we propose amodi�
ation to the SCFQ s
heduler that makes impossible this over�ow. This modi�
ation
onsists in subtra
ting the servi
e tag of the pa
ket 
urrently being transmitted to the restof servi
e tags. If we 
onsider only a tag per VC, this means to subtra
t the servi
e tag ofthe VC to whi
h the pa
ket being transmitted belongs to the rest of VCs servi
e tags.This limits the maximum value of the servi
e tags while still maintaining the abso-lute di�eren
es among their values. This also means that Scurrent is always equal to zeroand thus,

Si =
Lfirst

i

φi82



5.4. DEFICIT ROUND ROBIN CREDIT AWARE (DRR-CA)PACKET ARRIVAL(newPa
ket,�ow):if (newPacket is at the head in the queue of flow) and(The �ow 
ontrol does allow transmitting from flow))
flowserviceTag ← currentServiceTag + flowsizeF irst

flowreservedBandwidthARBITRATION:while (There is at least one a
tive �ow)
selectedF low ← A
tive �ow with the minimum serviceTag
currentServiceTag ← selectedF lowserviceTagTransmit pa
ket from sele
tedFlowif ((There are more pa
kets in the queue of selectedF low) and(The �ow 
ontrol does allow transmitting from selectedF low))

selectedF lowserviceTag ← currentServiceTag + selectedF lowsizeF irst

selectedF lowreservedBandwidthelse
selectedF lowserviceTag ← 0if (There are no a
tive �ows)

currentServiceTag ← 0Figure 5.7: Pseudo
ode of the SCFQ-CA s
heduler.Moreover, the servi
e tags are limited to a maximum value maxS : maxS = MTU
minφ

where
MTU is the maximum pa
ket size and minφ is the minimum possible weight that 
anbe assigned to a VC. The resulting SCFQ-CA s
heduling algorithm is represented in thepseudo
ode shown in Figure 5.8. Note that this last modi�
ation adds the 
omplexity ofsubtra
ting to all the servi
e tags a 
ertain value ea
h time a pa
ket is s
heduled. Thismakes this modi�
ation feasible in hardware only when a few number of VCs is 
onsidered,like in the AS 
ase.
5.4 De�
it round robin 
redit aware (DRR-CA)The DRR-CA s
heduler is based on the DRR s
heduler [SV95℄, whi
h we have reviewed inSe
tion 3.5.1. The problem of the DRR s
heduler when intera
ting with a link-level �ow
ontrol me
hanism is that, when we do not allow the sele
tion of a �ow or VC be
ause ofla
k of �ow 
ontrol 
redits, if we still 
ontinue a

umulating quantum for this VC in ea
hround, then the blo
ked VC is going to take advantage of the time that has been blo
ked.In order to solve this problem, the DRR-CA algorithm that we propose works in the sameway as the DRR algorithm, ex
ept in the following aspe
ts:83



CHAPTER 5. IMPLEMENTING THE MINBW SCHEDULERPACKET ARRIVAL(newPa
ket,�ow):if (newPacket is at the head in the queue of flow) and(The �ow 
ontrol does allow transmitting from flow))
flowserviceTag ←

flowsizeF irst

flowreservedBandwidthARBITRATION:while (There is at least one a
tive �ow)
selectedF low ← A
tive �ow with the minimum serviceTag
currentServiceTag ← selectedF lowserviceTagTransmit pa
ket from sele
tedFlow
∀ a
tive flow

flowserviceTag ← flowserviceTag − currentServiceTagif ((There are more pa
kets in the queue of selectedF low) and(The �ow 
ontrol does allow transmitting from selectedF low))
selectedF lowserviceTag ←

selectedF lowsizeF irst selectedF lowreservedBandwidthFigure 5.8: Pseudo
ode of the improved SCFQ-CA s
heduler.
• A VC queue is 
onsidered a
tive only if it has at least one pa
ket to transmit and ifthere are enough 
redits to transmit the pa
ket at the head of the VC.
• When a pa
ket is transmitted, the next a
tive VC is sele
ted when any of the following
onditions o

urs:� There are no more pa
kets from the 
urrent VC or there are not enough �ow
ontrol 
redits for transmitting the pa
ket that is at the head of the VC. Inany of these two 
ases, the 
urrent VC be
omes ina
tive, and its de�
it 
ounterbe
omes zero.� The remaining quantum is less than the size of the pa
ket at the head of the
urrent VC. In this 
ase, its de�
it 
ounter be
omes equal to the a

umulatedweight in that instant.The resulting algorithm is expressed in the pseudo
ode shown in Figure 5.9.If we 
ompare the 
omplexity of the DRR and DRR-CA algorithms, the maindi�eren
e is that in the 
ase of the DRR-CA algorithm the number of queues is equalto the number of VCs instead of the number of �ows, and thus the 
omplexity is evensmaller. The only added 
omplexity remains in taking into a

ount the �ow 
ontrol inorder to 
onsider a
tive or ina
tive a VC. 84



5.5. SUMMARYwhile (There is at least one a
tive �ow)if ((selectedF low is not a
tive) or (selectedF lowsizeF irst > totalQuantum))
deficitCounterselectedF low ← totalQuantum
selectedF low ← Next a
tive �ow
totalQuantum← deficitCounterselectedF low + quantumselectedF low

totalQuantum = totalQuantum− selectedF lowsizeF irstTransmit pa
ket from sele
tedFlowif ((There are no pa
kets in the queue of selectedF low) or(The �ow 
ontrol does not allow transmitting from selectedF low))
totalQuantum← 0Figure 5.9: Pseudo
ode of the DRR-CA s
heduler.5.5 SummaryIn this 
hapter we have highlighted the 
onsiderations and problems that must be takeninto a

ount when implementing the MinBW s
heduler. Spe
i�
ally, the intera
tion withthe AS link-level �ow 
ontrol. The problem is that most well-known s
heduling algorithmswere designed without taking into a

ount this. Therefore, we have presented three newfair queuing s
heduling algorithms that take into a

ount the AS 
redit-based �ow 
ontroland ful�ll all the properties that the AS MinBW s
heduler must have and, therefore, 
an beimplemented in this te
hnology. These new algorithms are based on some of the previouslynamed well-known s
heduling algorithms (WFQ, SCFQ, and DRR). We have 
alled thesenew algorithms: WFQ Credit Aware (WFQ-CA), SCFQ Credit Aware (SCFQ-CA), andDRR Credit Aware (DRR-CA).
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Chapter 6
The De�
it Table S
heduler
The main problem of the table-based s
hedulers mentioned in Se
tion 3.5.2, in
luding theAS table s
heduler, is that they do not work in a proper way with variable pa
ket sizes,as it is 
ommon in a
tual tra�
. As we will show, if the average pa
ket size of the �ows1is di�erent, the bandwidth the �ows obtain may not be proportional to the number oftable entries. We have proposed a new table-based s
heduler that solves this problem[MAS06℄. As far as we know, a table-based s
heduler that is able to handle in a properway variable pa
ket sizes had not yet been proposed. We have 
alled this s
hedulingalgorithm De�
it Table s
heduler, or just DTable s
heduler, whi
h is a mix between thealready proposed table-based s
hedulers and the DRR algorithm. Table-based s
hedulersalso fa
e the problem of bounding the bandwidth and laten
y assignments. The numberof table entries assigned to a �ow determines the bandwidth assigned to that �ow and thebandwidth that it has assigned determines the laten
y performan
e. If we want a �ow tohave a better laten
y performan
e we must assign it more bandwidth. This produ
es awaste of resour
es in some 
ases. In [MAS06℄ we also proposed a methodology to 
on�gurethe DTable s
heduler in su
h a way that it permits us to attend the bandwidth and laten
yrequirements of the tra�
 with a 
ertain degree of independen
e.In this 
hapter, we review the DTable s
heduling me
hanism and its de
oupling
on�guration methodology. Moreover, we show several possibilities in order to adapt theexisting AS table s
heduler into the DTable s
heduler without modifying too mu
h the ASspe
i�
ation.1In this thesis we will use the term �ow to refer both to a single �ow or to an aggregated of several�ows with similar 
hara
teristi
s. 87
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(a) Basi
 table (AS) (b) Weighted table (IBA) (
) De�
it tableFigure 6.1: Performan
e of several table-based s
hedulers for �ows with di�erent pa
ketsize.6.1 The DTable s
heduling me
hanismAs stated before, the table-based s
hedulers that have been proposed until now do not workin a proper way with variable pa
ket sizes. Figure 6.1 shows the performan
e of varioustable-based s
hedulers, 
onsidering four Virtual Channels (VCs) in the network. Note thatwe use VCs to aggregate �ows with similar 
hara
teristi
s and the arbitration is made ata VC level, as it is the 
ase in AS or IBA te
hnologies. In the example, the four VCs havethe same number of assigned table entries (the same bandwidth reservation). Moreover,we inje
t an in
reasing amount of tra�
 at the same rate in all the VCs. However, thetra�
 inje
ted in ea
h VC has a di�erent pa
ket size. Note that in the �gures we refer ea
hVC a

ording to the pa
ket size that the �ows asso
iated to that VC use. The simulatedar
hite
ture is the same as that used for the performan
e evaluation in Chapter 9.Figure 6.1(a) shows the 
ase of the AS table s
heduler, whi
h is 
y
led through.When a table entry is sele
ted, a pa
ket from the VC indi
ated in that entry is transmittedregardless of the pa
ket size. As 
an be observed, when using the basi
 table s
heduler,the VCs obtain a very di�erent bandwidth be
ause the tra�
 that traverses ea
h VC has adi�erent pa
ket size. Therefore, although the same number of pa
kets from ea
h �ow willbe transmitted, the amount of information will not be the same.The IBA's arbitration table works in a similar way than the AS table. However, itadds a weight to ea
h entry. This weight indi
ates the amount of information to be trans-mitted from the VC asso
iated to the table entry ea
h time that the entry is sele
ted. Thisweighted table solves the problem only partially be
ause it allows a pa
ket to be trans-mitted even requiring more weight than the remainder of a given table entry (exhaustingit). Figure 6.1(b) shows the performan
e of a weighted table that works in this way. Wehave assigned all the entries the same weight: 2176 bytes (34 units of 64 bytes). As 
an88



6.1. THE DTABLE SCHEDULING MECHANISM

PSfrag repla
ementsGlobal Input LoadNormalized throughput per VCFigure 6.2: Example of an arbitration table with 32 entries for the DTable s
heduler.be seen, this s
heduler presents a better performan
e than the basi
 table s
heduler, butnot an optimum performan
e.We have proposed a new table-based s
heduling algorithm that works properlywith variable pa
ket sizes [MAS06℄ (as 
an be seen in Figure 6.1(
)). We have 
alled thisalgorithm De�
it Table s
heduler, or just DTable s
heduler, be
ause it is a mix betweenthe previously proposed table-based s
hedulers and the DRR algorithm. Our s
hedulerworks in a similar way than the DRR algorithm but instead of serving pa
kets of a �ow ina single visit per frame, the quantum asso
iated to ea
h �ow is distributed throughout theentire frame.This new table-based s
heduler de�nes an arbitration table in whi
h ea
h tableentry has asso
iated a �ow identi�er and an entry weight, whi
h is usually expressed in�ow 
ontrol 
redits in networks with a 
redit-based link-level �ow 
ontrol (like AS andIBA). Moreover, ea
h �ow has assigned a de�
it 
ounter that is set to 0 at the beginning.Figure 6.2 shows an example of an arbitration table with 32 entries.When s
heduling is needed, the table is 
y
led through sequentially until an entryassigned to an a
tive �ow is found. A �ow is 
onsidered a
tive when it stores at least onepa
ket and the �ow 
ontrol allows that �ow to transmit pa
kets. When a table entry issele
ted, the a

umulated weight is 
omputed. The a

umulated weight is equal to the sumof the de�
it 
ounter for the sele
ted �ow and the 
urrent entry weight. The s
hedulertransmits as many pa
kets from the a
tive �ow as the a

umulated weight allows. Whena pa
ket is transmitted, the a

umulated weight is redu
ed by the pa
ket size.89



CHAPTER 6. THE DEFICIT TABLE SCHEDULERThe next a
tive table entry is sele
ted if the �ow be
omes ina
tive or the a

umu-lated weight be
omes smaller than the size of the pa
ket at the head of the queue. In the�rst 
ase, the remaining a

umulated weight is dis
arded and the de�
it 
ounter is set tozero. In the se
ond 
ase, the unused a

umulated weight is saved in the de�
it 
ounter,representing the weight that the s
heduler owes the queue.This behavior is represented in the pseudo
ode shown in Figure 6.3. Note thatwhen using the s
heduling algorithm the bandwidth assigned to the ith �ow φi with anarbitration table of N entries is:
φi =

J∑

j=0

weightj

N∑

n=0

weightnwhere J is the set of table entries assigned to the ith �ow and weight is the entry weightassigned to a table entry.while (There is at least one a
tive �ow)if ((selectedF low is not a
tive) or (selectedF lowsizeF irst > accumulatedWeight))
deficitCounterselectedF low ← accumulatedWeight
tableEntry ← Next table entry assigned to an a
tive �ow
selectedF low ← tableEntry.f lowIdentifier
accumulatedWeight← deficitCounterselectedF low + tableEntry.weight

accumulatedWeight = accumulatedWeight − selectedF lowsizeF irstTransmit pa
ket from sele
tedFlowif ((There are no pa
kets in the queue of selectedF low) or(The �ow 
ontrol does not allow transmitting from selectedF low))
accumulatedWeight← 0Figure 6.3: Pseudo
ode of the DTable s
heduler.In order to keep the 
omputational 
omplexity low, we set the minimum value thata table entry 
an have asso
iated to the Maximum Transfer Unit (MTU) of the network.This is the smallest value that ensures that there will never be ne
essary to 
y
le throughthe entire table several times in order to gather enough weight for the transmission ofa single pa
ket. This means that ea
h time an entry from an a
tive �ow is sele
ted, atleast one pa
ket is going to be transmitted from that �ow. Note that this 
onsideration isalso made in the DRR algorithm de�nition [SV95℄. Note also that in the IBA table-based90



6.2. PROVIDING QOS WITH THE DTABLE SCHEDULERs
heduler this issue is solved by rounding up to a whole pa
ket the remaining weight in atable entry.6.2 Providing QoS with the DTable s
hedulerThe easiest way of employing the DTable s
heduler would be to assign all the table entriesthe same weight. This weight would be the general MTU of the network. In this 
ase,the bandwidth assigned to the ith �ow, whi
h has assigned ni table entries, is: φi = ni/N ,where N is the total number of entries of the table. Therefore, if we want to providebandwidth requirements, we must assign ea
h �ow a number of table entries proportionalto the bandwidth that we want to assign to that �ow. Note that if we distribute allthe entries belonging to the same �ow in a 
onse
utive way in the arbitration table, theperforman
e of the s
heduler is going to be similar to the DRR s
heduler. As stated before,depending on the situation, the DRR algorithm 
an o�er a bad laten
y performan
e [SV98℄.Therefore, if we want to improve the laten
y performan
e provided by this s
heduler, we
an distribute the table entries as the WF2Q variant of the list-based Weighted RoundRobin proposed by Chaskar and Madhow [CM03℄.However, following the Chaskar and Madhow [CM03℄ approa
h we 
annot di�eren-tiate among di�erent levels of laten
y requirements. The WF2Q emulation tries to providethe best laten
y performan
e for all the �ows given the amount of bandwidth that ea
h�ow has assigned. On the other hand, in [ASD04℄, the approa
h is di�erent. Instead ofhaving a set of �ows with di�erent bandwidth requirements and trying to provide all ofthem with the best possible laten
y, �ows present di�erent laten
y requirements and thetable is �lled in su
h a way that their requirements are a
hieved. In [ASD04℄, it is shown(in that 
ase for In�niBand) that 
ontrolling the maximum separation between any 
on-se
utive pair of entries assigned to the same �ow, it is possible to 
ontrol the laten
y ofthat �ow. This is be
ause this distan
e determines the maximum time that a pa
ket atthe head of a �ow queue is going to wait until being transmitted. Note that this explainsthe di�erent laten
y properties of the list-based WRR s
hedulers.However, setting the distan
es among the table entries depending on the laten
yrequirements fa
es the problem of bounding the bandwidth assignment to the laten
yrequirements. If a maximum separation between any 
onse
utive pair of table entries ofa �ow (or aggregated of �ows with the same maximum separation requirement) is set, a
ertain number of them are being assigned, and hen
e a minimum bandwidth, to the �owin question. If the �ow requires more bandwidth, we 
an assign more entries. However, to91



CHAPTER 6. THE DEFICIT TABLE SCHEDULERTable 6.1: Arbitration table parameters.
maxφi Maximum bandwidth assignable to the ith �ow
minφi Minimum bandwidth assignable to the ith �ow

φi Bandwidth a
tually assigned to the ith �ow
N Number of entries of the arbitration table
ni Number of entries assigned to the ith �ow

GMTU General Maximum Transfer Unit
M Maximum weight per table entry

pool Bandwidth pool
k Bandwidth pool de
oupling parameter
w Maximum weight de
oupling parameter

assign to the most laten
y-restri
tive �ows a small amount of bandwidth is not possiblebe
ause lower distan
es must be used for these �ows and thus, a high number of tableentries is devoted to them. This 
an be a problem be
ause the most laten
y-restri
tivetra�
 does not usually present a high bandwidth requirement.Therefore, both approa
hes have the problem of bounding the bandwidth and la-ten
y assignments. We propose a methodology to 
on�gure the DTable s
heduler thatpermits to de
ouple, at least partially, this bounding, allowing us to provide bandwidthand laten
y requirements with a 
ertain independen
e among them. With this method-ology we set the maximum distan
e between any 
onse
utive pair of entries assigned toa �ow depending on its laten
y requirement. Moreover, we set the weights of the tableentries assigned to a �ow depending on its bandwidth requirement. With this methodologywe 
an assign the �ows with a bandwidth varying between a minimum and a maximumvalue that depends not only on the number of table entries assigned to ea
h �ow, but alsoon other 
on�guration parameters.Supposing an arbitration table with N entries in a network with a 
ertain generalMTU GMTU , and supposing the ith �ow has assigned ni table entries in order to ful�ll itslaten
y requirements, we would like to be able to assign the ith �ow a 
ertain bandwidth φiin the most �exible possible way. This means that we would like the minimum bandwidth
minφi that 
an be assigned to that �ow to be as small as possible, and the maximumbandwidth maxφi that 
an be assigned to that �ow to be as large as possible. Table 6.1shows all the involved parameters in the following statements.Given the maximum weight M that 
an be assigned to a single table entry of atable with N entries, the maximum total amount of weight that 
an be distributed among92



6.2. PROVIDING QOS WITH THE DTABLE SCHEDULERall the table entries is M ×N . However, we are going to �x in advan
e this total weight toa lower value. We are going to 
all this value bandwidth pool, or just pool. Note that thevalue of M is probably going to be given by the hardware implementation. However, we
an always redu
e this value by software, in order to a

ommodate it to our requirements.In this situation, the bandwidth assigned to the ith �ow is:
φi =

J∑

j=0

weightj

poolwhere J is the set of table entries assigned to the ith �ow and weight is the entry weightassigned to a table entry. Therefore, the minimum and maximum bandwidth that 
an beassigned to the ith �ow is:
minφi =

ni ×GMTU

pool

maxφi =
ni ×M

poolLet de�ne M and pool in fun
tion of the GMTU and two 
on�guration parameters
w and k:

M = GMTU × w

pool = N ×GMTU × kNote that k ≤ w be
ause the bandwidth pool 
annot be larger than N ×M . Note alsothat w, k ≥ 1. In this way we 
an see that the minimum and maximum bandwidth that
an be assigned to a �ow depend not only on the proportion of table entries ni that it hasassigned, but also on the w and k parameters:
minφi =

ni ×GMTU

N ×GMTU × k
=

ni

N
×

1

k

maxφi =
ni ×GMTU × w

N ×GMTU × k
=

ni

N
×

w

kWhen 
hoosing the value of these parameters some 
onsiderations must be made.Note that the obje
tive for this methodology is to de
rease the minimum bandwidth andto in
rease the maximum bandwidth that 
an be assigned to a �ow. In order to be ableto assign a small amount of bandwidth to a �ow with a high proportion of table entries,we 
an use a high value for the k parameter. However, the higher k is, the smaller the93



CHAPTER 6. THE DEFICIT TABLE SCHEDULERmaximum bandwidth that 
an be assigned, and thus, the �exibility to assign the bandwidthde
reases. We 
an solve this by in
reasing the value of w.Table 6.2 shows two di�erent example s
enarios, ea
h one with a di�erent pair ofvalues for the w and k parameters: DTable4 (k = 2, w = 4) and DTable8 (k = 4, w = 8).Note that we refer the di�erent DTable s
enarios a

ording to the w value used in ea
h
ase. Table 6.2 shows the minimum and maximum bandwidth that 
an be assigned to 7VCs with di�erent proportion of table entries. This proportion of table entries 
orrespondsto 7 VCs with di�erent laten
y requirements, and thus, di�erent distan
es between anypair of 
onse
utive entries in the arbitration table. Note that we are going to 
onsider therequirements of a VC as the requirements of the tra�
 that is going to be transmitted usingthat VC. We have 
alled these VCs D2, D4, D8, D16, D32, D64, and D64', indi
ating thedistan
e between any pair of 
onse
utive table entries. Therefore, the D2 VC has stri
terlaten
y requirements than the D4 VC, the D4 VC than the D8 VC, and so on. As we 
ansee, when we in
rease the k parameter, the minimum bandwidth de
reases. However, tomaintain the same maximum bandwidth in the two s
enarios, we have had to in
rease the
w parameter in the same proportion.Table 6.2: Table 
on�guration example with all the VCs having the same MTU.DTable4 DTable8

k = 2, w = 4 k = 4, w = 8VC %entries minφi maxφi minφi maxφiD2 50 0.25 1 0.125 1D4 25 0.125 0.5 0.0625 0.5D8 12.5 0.0625 0.25 0.03125 0.25D16 6.25 0.03125 0.125 0.015625 0.125D32 3.125 0.015625 0.0625 0.0078125 0.0625D64 1.5625 0.0078125 0.03125 0.00390625 0.03125D64' 1.5625 0.00708125 0.03125 0.00390625 0.03125Total 100 0.5 2 0.25 2However, in
reasing the value of the w parameter has two disadvantages. First ofall, the memory resour
es to store ea
h entry weight are going to be higher. Se
ondly, thelaten
y of the �ows is going to in
rease, be
ause ea
h entry is allowing more information tobe transmitted, and thus, the maximum time between any 
onse
utive pair of table entrieswill be higher.It would be desirable to have a good �exibility when assigning the bandwidth tothe �ows but without in
reasing too mu
h the w parameter. In order to a
hieve this, we94



6.2. PROVIDING QOS WITH THE DTABLE SCHEDULERpropose to use di�erent MTUs for the di�erent �ows, instead of 
onsidering the generalnetwork MTU that the te
hnology �xes for all the �ows. This means that ea
h �ow hasa spe
i�
 MTU equal to or lower than the general MTU of the network and that we 
anassign ea
h table entry a minimum weight equal to the spe
i�
 MTU of the �ow asso
iatedwith that table entry. We 
an assign ea
h �ow a spe
i�
 MTU by hardware or at the
ommuni
ation library level.The advantage of having a �ow with a spe
i�
 MTU smaller than the general MTUis that we 
an assign a table entry a minimum weight equal to the new MTU. When weuse the general MTU for all the �ows we 
annot do this. As stated before, in this 
ase, thegeneral MTU is the smallest value that ensures that there will never be ne
essary to 
y
lethrough the entire table several times in order to gather enough weight for the transmissionof a single pa
ket. Being able to assign the table entries of a �ow with a weight smallerthan the general MTU allows to de
rease the minimum bandwidth that 
an be assignedto that �ow. If the ith �ow uses a spe
i�
 MTU of size MTUi, the maximum bandwidththat 
an be assigned to that �ow is the same:
maxφi =

ni ×M

pool
=

ni ×GMTU × w

N ×GMTU × k
=

ni

N
×

w

kHowever, the minimum bandwidth depends not only on the w and k parameters, but alsoon the proportion between the spe
i�
 MTU and the general MTU:
minφi =

ni ×MTUi

pool
=

ni ×MTUi

N ×GMTU × k
=

ni

N
×

MTUi

GMTU
×

1

kNote that varying the w and k parameters a�e
ts the minimum and maximum bandwidththat 
an be assigned to all the �ows. However, assigning to a �ow a spe
i�
 MTU smallerthan the GMTU only a�e
ts the minimum bandwidth of that �ow.Note that with this method we 
an a
hieve small minimum bandwidths with a lowvalue for the k parameter. Note also that now k 
an be even lower than 1. This allowsto use a small w and still getting big maximum bandwidths. Spe
i�
ally, the minimum kvalue is:
pool = N ×GMTU × k ≥

I∑

i=0

(ni ×MTUi)

k ≥

I∑

i=0

(ni ×MTUi)

N ×GMTU95



CHAPTER 6. THE DEFICIT TABLE SCHEDULERwhere I is the number of �ows 
onsidered by the s
heduler.Table 6.3 shows two di�erent s
enarios, ea
h one with a di�erent pair of values forthe w and k parameters: DTable1 (k = 0.5, w = 1) and DTable2 (k = 1, w = 2). Notethat in this 
ase we also refer the di�erent DTable s
enarios a

ording to the w value usedin ea
h 
ase. This table shows the spe
i�
 MTU per �ow and the minimum and maximumbandwidth that 
an be assigned to the �ows. If we 
ompare these values with the values inTable 6.2, we 
an see that now we 
an assign a small amount of bandwidth to those �owswith lots of entries with a small w parameter. In this way we have in
reased the �exibilitywithout in
reasing the laten
y of the �ows.Table 6.3: Table 
on�guration example with VCs having di�erent MTUs.DTable1 DTable2
k = 0.5, w = 1 k = 1, w = 2VC %entries MTUi minφi maxφi minφi maxφiD2 50 MTU/32 0.03125 1 0.015625 1D4 25 MTU/32 0.015625 0.5 0.0078125 0.5D8 12.5 MTU/16 0.015625 0.25 0.0078125 0.25D16 6.25 MTU/8 0.015625 0.125 0.0078125 0.125D32 3.125 MTU/4 0.015625 0.0625 0.0078125 0.0625D64 1.5625 MTU/2 0.015625 0.03125 0.0078125 0.03125D64' 1.5625 MTU 0.03125 0.03125 0.015625 0.03125Total 100 0.140625 2 0.07 2In order to use a di�erent MTU per VC, when a message from a given VC arrivesat the network interfa
e, if its size is greater than its spe
i�
 MTU, the message is splitin several pa
kets of a maximum size given by the spe
i�
 MTU of the VC, as 
an beseen in Figure 6.4. A possible disadvantage of assigning spe
i�
 MTUs smaller than thegeneral MTU 
ould be that the bandwidth and laten
y overhead of fragmenting the originalmessage in several pa
kets 
ould probably a�e
t the performan
e of the �ows. However,most restri
tive laten
y �ows (for example network 
ontrol or voi
e tra�
) usually presentlow bandwidth requirements, and small pa
ket size. For example, in [TMdM00℄ severalpayload values for voi
e 
ode
 algorithms are shown. These values range from 20 bytes to160 bytes. In that way, if we �x a small MTU for these VCs, no fragmentation will beusually ne
essary be
ause, in fa
t, the pa
kets of those VCs are already smaller than thenew MTU. Therefore, the 
ornerstone of this proposal is to tune the spe
i�
 MTU of ea
h�ow a

ording to its spe
i�
 
hara
teristi
s.96



6.3. ADAPTING THE AS TABLE SCHEDULER
PSfrag repla
ementsGlobal Input LoadNormalized throughput per VC Figure 6.4: Pro
ess of message fragmentation into pa
kets.Summing up, with this de
oupling 
on�guration methodology we 
an 
on�gure theDTable s
heduler in order to provide a �ow with laten
y and bandwidth requirements ina partially independent way. Depending on the tra�
 pattern and the bandwidth andlaten
y requirements of the di�erent �ows, the network manager must 
hoose the mostappropriate k, w, and spe
i�
 MTU values, and distribute properly the bandwidth poolamong the table entries, in order to provide the �ows with their laten
y and bandwidthrequirements in the most e�
ient way.

6.3 Adapting the AS table s
hedulerAs stated in Se
tion 4.5.2, the AS arbitration table 
onsists in a list of entries that 
ontainsa VC identi�er. The entries do not have asso
iated any weight as it is the 
ase in theDTable s
heduler. When arbitration is needed, the table is 
y
led through sequentiallyand a pa
ket is transmitted from the VC indi
ated in the 
urrent table entry regardless ofthe pa
ket size. This is the reason of the AS table s
heduler problem with variable pa
ketsizes. In order to adapt the AS table s
heduler into the DTable s
heduler we must add thede�
it 
ounter me
hanism and a way to asso
iate ea
h table entry with a weight. Addingthe de�
it 
ounters asso
iated to the VCs would require simple hardware modi�
ations ofthe original AS table s
heduler. However, this modi�
ation does not 
hange the interfa
eprovided in the AS spe
i�
ation to 
on�gure the table s
heduler. Note that these 
ountersare set to zero at the beginning and are modi�ed dynami
ally by the s
heduler itself duringthe s
heduling pro
ess, and thus they do not require any user 
on�guration.In this se
tion, we show several possibilities to assign ea
h table entry with a weightmodifying as little as possible the AS spe
i�
ations: To employ a 
onstant value for all theentries, to use the 3-bit reserved �eld of ea
h table entry, to modify the arbitration table97



CHAPTER 6. THE DEFICIT TABLE SCHEDULERstru
ture, and to use the same weight for all the entries of a VC. In the following se
tions,ea
h one of these possibilities is studied.6.3.1 Using a 
onstant value for all the entriesThe simplest way of implementing the DTable s
heduler would be to assign all the tableentries the same weight. Moreover, this modi�
ation would not alter the interfa
e to
on�gure the arbitration table as de�ned in the AS spe
i�
ation, only its behavior. This�xed weight would be the general MTU of the network. Note that if the three AS VCtypes (BVC, OVC, and MVC) have a di�erent MTU, the bigest value should be employed.As stated before, this is the smallest value that ensures that there will never be ne
essaryto 
y
le through the entire table several times in order to gather enough weight for thetransmission of a single pa
ket. In this way, when a new table entry is sele
ted, the entryweight is 
omputed as:
weight← GMTUThis approa
h solves the AS table s
heduler problem with variable pa
ket sizes.However, this approa
h does not allow to employ our de
oupling methodology. Therefore,this approa
h has the problem of bounding the bandwidth and laten
y assignments. Notethat if all the table entries have assigned the same weight, all the table entries allow totransmit the same amount of information, and thus, the number of entries assigned to aVC establishes the minimum bandwidth assigned to that VC. Therefore, we have proposedthree other possibilities to fully implement the DTable s
heduler in AS. These alternativesare des
ribed in the following se
tions.6.3.2 Using the 3-bit reserved �eldAs was stated in Se
tion 4.5.2 in page 67, ea
h entry of the AS arbitration table has 8 bits,being 5 of them for indi
ating the VC identi�er and the other 3 bits are reserved. Theapproa
h that we use in this se
tion 
onsists in employing the 3-bit reserved �eld of ea
htable entry to assign a weight to ea
h entry. Figure 6.5 shows an example of an arbitrationtable with 64 entries following this approa
h. The problem of this implementation is thatthis �eld only allows us to spe
ify a weight between 0 and 7. Moreover, note that theweight (the number of weight units) assigned to ea
h table entry in the DTable s
hedulerrepresents the amount of information that ea
h table entry allows to be transmitted. Thisweight 
ould be expressed for example in bytes (1 weight unit = 1 byte). However, in98



6.3. ADAPTING THE AS TABLE SCHEDULERnetworks with a 
redit-based �ow 
ontrol, whi
h is the 
ase of AS, the �ow 
ontrol allowsto transmit information with a granularity equal to the �ow 
ontrol 
redit size. Note thatin order to transmit a pa
ket of a given size, both the �ow 
ontrol and the s
hedulingme
hanism must allow that pa
ket to be transmitted. Therefore, expressing the weightof the table entries in �ow 
ontrol 
redits (1 weight unit = 1 �ow 
ontrol 
redit) is thelogi
al option. However, as we will see, this is not always possible. Therefore, several
onsiderations must be made.

PSfrag repla
ementsGlobal Input LoadNormalized throughput per VC Figure 6.5: Example of using the 3-bit reserved �eld.First of all, as stated before, the entry weight must represent at least the value ofthe general MTU. Therefore, a weight of 0 is not going to be used, and thus, we proposeto 
onsider the value 0 as the weight 1, the value 1 as the weight 2, et
. This allows usto spe
ify a weight between 1 and 8 with the 3-bit �eld. Moreover, in AS, the GMTU 
anbe up to 34 �ow 
ontrol 
redits (2176 bytes). Obviously, it is not possible to representdire
tly a value of at least 34 with just 3 bits. Therefore, when using the 3-bit reserved�eld to assign a weight to ea
h entry, ea
h weight unit will represent a weight equivalentto a 
ertain number of �ow 
ontrol 
redits m. Therefore, when an entry is sele
ted, itsweight must be translated into its value in �ow 
ontrol 
redits:
weight← (tableEntry.weight + 1)×mNote that, in this way, the maximum weight per entry expressed in weight units M ′ is 8.The maximum weight per entry expressed in �ow 
ontrol 
redits is:

M = M ′ ×m = 8×m99



CHAPTER 6. THE DEFICIT TABLE SCHEDULERTable 6.4: Value of the m parameter with di�erent 
ombinations of GMTU ′ and GMTU .
GMTU ′

GMTU 1 2 3 4 5 6 7 83 (192 bytes) 3 2 1 1 1 1 1 15 (320 bytes) 5 3 2 1 1 1 1 19 (576 bytes) 9 5 3 3 2 2 2 217 (1088 bytes) 17 9 6 5 4 3 3 334 (2176 bytes) 34 17 12 9 7 3 5 4If the value of the m parameter is not �xed by hardware, when 
on�guring the DTables
heduler we must spe
ify, apart from the VC identi�er and weight of ea
h table entry,this value of m. In this 
ase, it would be ne
essary to implement an extra 
on�gurationparameter in the network elements for the egress link s
heduler.Furthermore, we must have a value in weight units for the GMTU and the spe
i�
MTUs, if appli
able. Note, that these MTU values indi
ate the minimum weight in weightunits that 
an be assigned to a table entry depending on its asso
iated VC. Therefore,during the 
on�guration phase, we must 
hoose a value between 1 and 8 weight units torepresent the di�erent MTUs. Note that the value of the minimum bandwidth that 
an beassigned to a VC depends on these MTUs expressed in weight units:
minφi =

ni

N
×

MTU ′

i

GMTU ′
×

1

kWhere GMTU ′ and MTU ′

i are the general and spe
i�
 MTUs expressed in weight units.Note that the real MTU expressed in �ow 
ontrol 
redits and its equivalent value in weightunits determine the minimum value of the m parameter:
GMTU ≤ GMTU ′ ×m, MTUi ≤ MTU ′

i ×m

GMTU ′, MTU ′

i ∈ [1, 8]; GMTU ′, MTU ′

i ∈ NFor example, if we 
hoose to represent a MTU of 34 �ow 
ontrol 
redits with 3 weightunits, ea
h weight unit must represent at least 12 �ow 
ontrol 
redits (12× 3 = 36 ≥ 34).We 
ould employ a higher m value, but it would not allow us a higher �exibility and wouldin
rease the amount of information that ea
h table entry allows to be transmitted andthus, it would unne
essarily a�e
t in a negative way the laten
y performan
e. Table 6.4shows the appropriated value of the m parameter with di�erent 
ombinations of GMTU ′and GMTU . 100



6.3. ADAPTING THE AS TABLE SCHEDULERTable 6.5: Value of other 
on�guration aspe
ts when using the 3-bit option.
w

8

GMTU ′Minimum k

∑I
i=0(ni ×MTU ′

i)

N ×GMTU ′Minimum MTU ′

i

GMTU ′

1

GMTU ′Maximum granularity 1

8×NTable 6.5 shows other 
on�guration aspe
ts when using the 3-bit implementationoption. This implementation possibility limits the maximum weight per entry to 8, andthus the maximum value for the w parameter is also limited to 8 (in this 
ase GMTUwould be 1). The values of the general MTU and the spe
i�
 MTUs are also very limited(1-8). This limits in a high degree the possibility of de
reasing the minimum bandwidththat 
an be assigned to a VC using a small spe
i�
 MTU. Moreover, if we in
rease thevalue of the w parameter, the ratio MTU ′

i/GMTU ′ is even smaller. The bandwidth assig-nation granularity depends on the bandwidth pool. The maximum bandwidth pool is themaximum weight per table entry multiplied by the number of table entries, and thus, themaximum granularity is 1/(8×N).Summing up, this possibility limits the possible values for the w parameter andthe spe
i�
 MTUs, and as a 
onsequen
e limits the �exibility of the table 
on�guration.However, the implementation of this option is quite simple.
6.3.3 Modifying the arbitration table formatOther possibility is to modify the stru
ture of the arbitration table in order to dedi
ate ahigher number of bits to the entry weight. Spe
i�
ally, we propose to use two bytes pertable entry, employing 5 bits for the VC identi�er and up to 11 for the entry weight. Figure6.6 shows an example of an arbitration table with 32 entries following this approa
h. Notethat at least 6 bits are required to represent a MTU of 34 
redits. If 6 or more bits areused, the weight �eld is big enough to dire
tly employ it for storing the entry weight:

weight← tableEntry.weight101
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PSfrag repla
ementsGlobal Input LoadNormalized throughput per VC Figure 6.6: Example of modifying the arbitration table format.
Table 6.6: Number of bits assigned to the weight.Number of bits 6 7 8 9 10 11Entry weight 1− 64 1− 128 1− 256 1− 512 1− 1024 1− 2048Maximum w 1.88 3.76 7.53 15.06 30.12 60.24Maximum granularity 1

N × 64

1

N × 128

1

N × 256

1

N × 512

1

N × 1024

1

N × 2048

Depending on the a
tual number of bits assigned to the weight we 
an assign adi�erent maximum value to the w parameter. Table 6.6 shows the maximum w valuedepending on the number of bits used for the weight. It also shows the allowed weightrange per entry and the maximum bandwidth assignation granularity. With 11 bits, theentry weight 
an take a value between 1 and 2048, and thus, with a MTU of 34 �ow 
ontrol
redits, the maximum w parameter is around 60 (M = GMTU × w, w = 2048/34) andthe maximum granularity is 1/(N×2048).This possibility allows a higher �exibility in the assignation of the w parameterand the spe
i�
 MTU values. However, it requires the double of memory to store thearbitration table than the previous option for the same number of entries. Moreover, itrequires to pro
ess two bytes per entry instead of only one.102



6.3. ADAPTING THE AS TABLE SCHEDULER6.3.4 Using only one weight per VCThe third possibility that we propose is to asso
iate the same weight to all the entriesassigned to a VC. Therefore, we only need to spe
ify a weight per VC instead of per tableentry. Figure 6.7 shows an example of an arbitration table with 64 entries that s
hedules 8VCs following this approa
h. In order to 
hange as little as possible the AS spe
i�
ation,a possibility is to spe
ify the weight assigned to the entries of ea
h VC employing theMinBW 
on�guration stru
ture, whi
h provides 12 bits to spe
ify a weight per ea
h VC.This allows us to spe
ify a weight between 1 and 4096, and thus, the maximum w valueis around 120 (M = GMTU × w, w = 4096/34). When a new table entry is sele
ted, thea

umulated weight is 
omputed as:
weight← weightselectedV C

PSfrag repla
ementsGlobal Input LoadNormalized throughput per VC Figure 6.7: Example of using one weight per VC.This possibility also allows us a higher �exibility in the assignation of the w param-eter and the spe
i�
 MTU values than the 3-bit option. The main disadvantage is thatwe 
annot assign the weight units from the bandwidth pool between the table entries in atotally free way. We have to assign the weights in exa
t fra
tions of the number of entriesof ea
h VC. Therefore, the bandwidth assignation granularity is di�erent for ea
h VC anddepends on the number of entries assigned to that VC: ni/(N×4096).103



CHAPTER 6. THE DEFICIT TABLE SCHEDULERTable 6.7: Summarized properties of the di�erent possibilities to adapt the original AStable s
heduler into the DTable s
heduler.Constant 3-bits 2 bytes 1 weight VCMaximum w 1 8 60 120Minimum k 1
PI

i=0
(ni×MTUi)
8×N

PI
i=0

(ni×MTUi)
34×N

PI
i=0

(ni×MTUi)
34×NMinimum MTUi

GMTU
1

1

8

1

34

1

34Maximum granularity 1

N

1

8×N

1

2048 ×N

ni

40966.3.5 Final 
onsiderationsIn this se
tion we have seen four possibilities to implement the DTable s
heduler in AS.Table 6.7 shows a summary with some 
hara
teristi
s of the various approa
hes. As statedbefore, the simplest way of adapting the original AS table s
heduler would be to assignall the table entries the same weight. However, this partial approa
h does not allow toemploy our de
oupling methodology. Using the 3-bit reserved �eld is probably the simplestpossibility to implement a fully fun
tional version of the DTable s
heduler. However, itlimits the possible values for the w parameter and the spe
i�
 MTUs.The possibility of using the same weight for all the entries of a VC allows us to usehigher values for the w parameter and to 
hoose freely the values for the spe
i�
 MTUs.However, the bandwidth assignation granularity is di�erent for ea
h VC and depends onthe number of entries assigned to that VC. The possibility of modifying the arbitrationtable stru
ture does not present these problems, but it requires a higher amount of memoryto store the arbitration table and needs to pro
ess two bytes, instead of just one, per tableentry.6.4 SummaryThe main problem of the AS table-based s
heduler is that it does not work in a proper waywith variable pa
ket sizes, as it is 
ommon in a
tual tra�
. Moreover, it fa
es the problemof bounding the bandwidth and laten
y assignments. In this 
hapter we have presented anew table-based s
heduler, whi
h we have 
alled DTable s
heduler, that works in a proper104



6.4. SUMMARYway with variable pa
ket sizes. Moreover, we have proposed a 
on�guration methodologythat de
ouples at least partially the laten
y and bandwidth bounding.With this de
oupling 
on�guration methodology we 
an 
on�gure the DTable s
hed-uler in order to provide a VC with laten
y and bandwidth requirements in a partiallyindependent way. Spe
i�
ally, we assign the table entries among the VCs attending to thelaten
y requirements of the tra�
 that traverse those VCs, and the weights of the tableentries attending to the VC bandwidth requirements. The bandwidth that 
an be assignedto ea
h VC depends not only on the proportion of table entries assigned to the VC, butalso on two general de
oupling 
on�guration parameters and the spe
i�
 MTU of that VC.In order to adapt the AS table s
heduler into the DTable s
heduler we must add thede�
it 
ounter me
hanism and a way to asso
iate ea
h table entry with a weight. In this
hapter, we show several possibilities to assign ea
h table entry with a weight modifyingas little as possible the AS spe
i�
ations: To employ a 
onstant value for all the entries, touse the 3-bit reserved �eld of ea
h table entry, to modify the arbitration table stru
ture,and to use the same weight for all the entries of a VC.
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Chapter 7
Hardware implementation study of theMinBW and DTable s
hedulers
As stated in Se
tion 3.5 in page 36 the end-to-end delay, �exibility, and prote
tion that as
heduler is able to provide are not the only parameters that must be taken into a

ountwhen de
iding whi
h is the most appropriate s
heduler in a high-performan
e network withQoS support. Other very important property that a s
heduling me
hanism should satisfyis to have a low 
omplexity [Siv00℄.We 
an measure the 
omplexity of a s
heduler based on two parameters: Sili
onarea required to implement the s
heduling me
hanism and time required to determine thenext pa
ket to be transmitted. A short s
heduling time is an e�
ien
y requirement. Thenext pa
ket to be transmitted should be 
hosen during the transmission time of the lastpa
ket whi
h was sele
ted by the s
heduler. This is ne
essary in order to be able to sendpa
kets one after another without letting gaps between them. This requirement takes moreimportan
e in high-performan
e networks due to their high speed. Moreover, swit
hes ofhigh-performan
e inter
onne
tion te
hnologies are usually implemented in a single 
hip.Therefore, the sili
on area required to implement the various swit
h elements is a keydesign feature. Note, that a s
heduling algorithm must be implemented in ea
h egress linkand thus, the sili
on area required to implement the s
heduling algorithm should be assmall as possible.In this se
tion we are going to analyze the implementation and 
omputational
omplexity of the MinBW and DTable s
hedulers. In [VV04℄ and [RGB96℄ interestingimplementations for the WFQ and SCFQ s
hedulers are proposed. However, this imple-mentations were designed for a high number of possible �ows. Note that in our 
ase there107



CHAPTER 7. HARDWARE IMPLEMENTATION STUDY OF THE SCHEDULERSare going to be just a limited number of VCs. This allows to 
onsider more e�
ient im-plementations. Moreover, the 
ase of the SCFQ implementation [RGB96℄ was intended for�xed pa
ket sizes, spe
i�
ally, for an ATM environment.Therefore, we have performed our own hardware implementation for the di�erents
hedulers. We have modeled the s
hedulers using Handel-C language [Cel05℄ and employedthe DK design suite tool from Celoxi
a in order to obtain hardware estimates on sili
onarea and arbitration time. Note that the 
ode that we have designed 
an a
tually be usedto implement the DRR-CA and SCFQ-CA s
hedulers in a Field Programmable Gate Array(FPGA) or, if the appropriate 
onversion is made, in an Appli
ation Spe
i�
 IntegratedCir
uit (ASIC). However, this has not been the obje
tive of our work. Therefore, we havetried to implement the s
hedulers in an e�
ient way, but there 
ould have probably beenimplemented more e�
iently. Our obje
tive has neither been to obtain expli
it valuesfor the sili
on area and arbitration time of ea
h s
heduler. In fa
t, these values are verydependent on the spe
i�
 FPGA or the implementation te
hnology employed. We are moreinterested in the relative di�eren
es on sili
on area and arbitration time for the di�erents
hedulers and the e�e
t of some design parameters like the number of VCs or the MTU.
7.1 Handel-C and the DK design suiteAs stated before, we have employed the Handel-C language to model and obtain hardwareestimates for the di�erent s
hedulers that we have 
onsidered. Handel-C is essentially anextended subset of the standard ANSI-C language, spe
i�
ally extended for being used inhardware design (see Figure 7.1).Handel-C's level of design abstra
tion is above Register Transfer Level (RTL) lan-guages, like VHDL [Ash02℄ and Verilog [Pal03℄, but below behavioral. In Handel-C ea
hassignment infers a register and takes one 
lo
k 
y
le to 
omplete, so it is not a behaviorallanguage in terms of timing. The sour
e 
ode 
ompletely des
ribes the exe
ution sequen
eand the most 
omplex expression determines the 
lo
k period.A 
omparison of Handel-C with RTL languages shows that the aims of these lan-guages are quite di�erent. RTL languages are designed for hardware engineers who want to
reate sophisti
ated 
ir
uits. They provide all 
onstru
ts ne
essary to 
raft 
omplex, tailormade hardware designs. By 
hoosing the right elements and language 
onstru
ts in theright order, the spe
ialist 
an spe
ify every single gate or �ip-�op built and manipulate thepropagation delays of signals throughout the system. On the other hand, RTL languages108
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PSfrag repla
ementsGlobal Input LoadNormalized throughput per VC Figure 7.1: ANSI-C / Handel-C 
omparison.expe
t that the developer knows about low-level hardware and requires him 
ontinuouslythinking about the gate-level e�e
ts of every single 
ode sequen
e.In 
ontrast to that, Handel-C is not designed to be a hardware des
ription lan-guage, but a high-level programming language with hardware output. It doesn't providehighly spe
ialized hardware features and allows only the design of digital syn
hronous 
ir-
uits. Instead of trying to 
over all potentially possible design parti
ularities, its fo
us ison fast prototyping and optimizing at the algorithmi
 level. The low-level problems arehidden 
ompletely, all the gate-level de
isions and optimization are done by the 
ompilerso that the programmer 
an fo
us his mind on the task he wants to implement. As a
onsequen
e, hardware design using Handel-C resembles more to programming than tohardware engineering.Handel-C 
losely 
orresponds with a typi
al software �ow and provides the essentialextensions required to des
ribe hardware. These extensions in
lude �exible data widths,parallel pro
essing and 
ommuni
ations between parallel threads. Sequential by default,Handel-C has a par 
onstru
t. When a blo
k of 
ode is quali�ed by par, statements areexe
uted 
on
urrently and syn
hronized at the blo
k end. This simple 
onstru
t allows forthe expression of mixed sequential and parallel �ows in 
ompa
t and readable 
ode.The Handel-C 
ompiler 
omes pa
kaged with the Celoxi
a DK design suite. TheDK design suite supports several output targets:109



CHAPTER 7. HARDWARE IMPLEMENTATION STUDY OF THE SCHEDULERS
• Debugger: The debugger provides in-depth features normally found only in softwaredevelopment. These features in
lude breakpoints, single stepping, variable wat
hes,and the ability to follow parallel threads of exe
ution. The hardware designer 
anstep through the design just like a software design system using this approa
h.
• EDIF: The se
ond output target is the synthesis of a netlist for input to pla
e androute tools. Pla
e and route is the pro
ess of translating a netlist into a hardwarelayout. This output allows the design to be translated into 
on�guration data forparti
ular 
hips. When 
ompiling the design for a hardware target, Handel-C emitsthe design in Ele
troni
 Design Inter
hange Format (EDIF).
• RTL (VHDL and Verilog): The RTL output preserves the hierar
hy of the Handel-Csour
e 
ode allowing experien
ed engineers to verify at the RTL level. The 
om-piler generates RTL with appropriate syntax and attributes for leading third partysynthesis tools, timing simulators and ASIC design �ows.In order to obtain the hardware estimates in whi
h we are interested:1. We have modeled in Handel-C a full egress queuing system, in
luding the s
heduler.2. We have validated the s
hedulers employing the simulation and debugging fun
tion-ality of the DK design suite.3. We have isolated the s
heduler module in order to obtain estimates without in�uen
eof other modules.4. We have obtained the EDIF output for a Virtex 4 FPGA from Xilinx [Xil07℄.A 
y
le 
ount is available from the Handel-C sour
e 
ode: Ea
h statement in the Handel-Csour
e 
ode is exe
uted in a single 
y
le in the resulting hardware design and thus, thenumber of 
y
les required to perform a given fun
tion 
an be dedu
ed dire
tly from thesour
e 
ode. Moreover, an estimate of gate 
ount and 
y
le time is generated by the EDIFHandel-C 
ompiler. The 
y
le time estimate is totally dependent on the spe
i�
 targetFPGA, in this 
ase the Virtex 4 [Xil07℄, whi
h is one of the last FPGA models providedby Xilinx [Xil℄. However, as our obje
tive is to obtain relative values instead of absoluteones, we 
onsider that this approa
h is good enough to be able to 
ompare the 
omplexityin terms of sili
on area and s
heduling time of the di�erent s
hedulers. Figure 7.2 re�e
tsthe design �ow that we have followed. 110



7.2. MODELLING THE EGRESS QUEUING SYSTEM

PSfrag repla
ementsGlobal Input LoadNormalized throughput per VC Figure 7.2: Design �ow with DK employing Handel-C.7.2 Modelling the egress queuing systemAs stated in the previous se
tion, in order to model the di�erent s
hedulers, we havepreviously modeled a full egress link queuing system that 
ould be part of an endnode orswit
h. We have done this in order to be able to test the rightness of our implementation.Figure 7.3 shows the di�erent modules that 
ompound the egress queuing system and theirintera
tions. These modules are:
• Tra�
 generator: We need a tra�
 load in order to test the s
hedulers. We havedeveloped a Constant Bit Rate (CBR) tra�
 generator in order to feed the VCs. We
an assign ea
h VC with a di�erent tra�
 generator 
on�gured to produ
e pa
ketsat a di�erent rate and with di�erent pa
ket size.111
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PSfrag repla
ementsGlobal Input LoadNormalized throughput per VC Figure 7.3: Egress link queuing system modules.
• Bu�ers: The bu�ers module is the responsible of managing the pa
kets stored inea
h VC queue. It tra
ks the available spa
e in ea
h queue, noti�es the s
heduler thearrival of new pa
kets, and frees spa
e in the queues when pa
kets are transmitted.
• Transmitter: The transmitter module inje
ts into the egress link the pa
kets thatthe s
heduler indi
ates and deletes the information of those pa
kets in the bu�ers.
• S
heduler: The s
heduler module is the most important part to our obje
tive. Itsmain fun
tion is to de
ide the next pa
ket to be transmitted from an a
tive VC. Inorder to do so, it keeps tra
k of the set of a
tive VCs by monitoring the pa
ket atthe head of ea
h queue and the available number of �ow 
ontrol 
redits. Moreover,it 
onsumes the �ow 
ontrol 
redits required by ea
h transmitted pa
ket. When as
heduling de
ision has �nished it noti�es that fa
t to the transmitter.
• Flow 
ontroller: The �ow 
ontroller tra
ks the number of available �ow 
ontrol
redits of ea
h VC.
• Credit generator: Only one egress queuing system has been modeled, and thus inorder to keep the system transmitting pa
kets we need to renew the 
onsumed �ow
ontrol 
redits with a �ow 
ontrol 
redit generator module.112



7.3. HARDWARE IMPLEMENTATION OF THE MINBW SCHEDULERAn advantage of using Handel-C to model the egress queuing system and the s
hed-ulers is that it allows parameterizing the design in an easy way. Through the use of 
on-stants and 
ompiler 
ommands we 
an generate outputs (for simulation, EDIF, or RTLtargets) with, for example, variable number of VCs and pa
ket MTU 
onsidered. In orderto simplify the design, we have 
onsidered power of two values for the number of VCs andMTU. Moreover, we have 
onsidered pa
kets to be of an integer number of �ow 
ontrol
redits. Note that, in the 
ase of the MinBW s
heduler, ea
h VC is going to have assigneda weight between 1 and 4096 (see Se
tion 4.5.2 in page 67).

PSfrag repla
ementsGlobal Input LoadNormalized throughput per VC Figure 7.4: S
heduler module.7.3 Hardware implementation of the MinBW s
hedulerThe s
heduler module (see Figure 7.4) performs a variety of a
tions in syn
hronizationwith the rest of the modules in order to make a proper arbitration. The most importanta
tions that it performs are probably the following:
• Sele
ting the next pa
ket to be transmitted among the pa
kets at the head of thea
tive VCs.
• Stamping the pa
ket with an appropriate tag (in the 
ase of the sorted priorityalgorithms).Moreover, these are the a
tions that di�erentiate one s
heduler from the others. In thenext se
tions we are going to show brie�y the way in whi
h we have implemented thesefun
tions for the di�erent s
hedulers. 113



CHAPTER 7. HARDWARE IMPLEMENTATION STUDY OF THE SCHEDULERS7.3.1 The DRR-CA s
hedulerWhen a pa
ket arrives at the head of a VC queue the s
heduler re
eives a noti�
ation fromthe bu�ers. The DRR-CA s
heduler just takes note of the pa
ket size and a
tives the VCif there are enough �ow 
ontrol 
redits to transmit that pa
ket. In order to sele
t the nextVC that 
an transmit pa
kets, the s
heduler must sele
t the next a
tive VC from the lastsele
ted VC in a list with all the VCs. The s
heduler transmits pa
kets from the same VCuntil the �ow be
omes ina
tive or there is no enough quantum to transmit more pa
ketsfrom that VC.

PSfrag repla
ementsGlobal Input LoadNormalized throughput per VCFigure 7.5: Stru
ture of the module that sele
ts the next VC to transmit in the DRR-CAs
heduler. 114



7.3. HARDWARE IMPLEMENTATION OF THE MINBW SCHEDULERA possible way of implementing the me
hanism that sele
ts the next a
tive VCwould be to 
he
k sequentially all the VCs in the list starting from the 
ontiguous positionof the last sele
ted VC (see Figure 7.5). However, in order to make this sear
h in ane�
ient way, we have implemented it with a barrel shifter 
onne
ted to an order basedbitoni
 network. The barrel shifter rearranges the list in the 
orre
t order of sear
h andthe bitoni
 network �nds the �rst a
tive VC in a logarithmi
 number of 
y
les. Thisstru
ture for the sele
tor fun
tion is shown in Figure 7.5.7.3.2 The SCFQ-CA s
hedulerWhen a new pa
ket arrives at the SCFQ-CA s
heduler, apart from taking note of thepa
ket size and a
tivating the VC if there are enough �ow 
ontrol 
redits to transmit thatpa
ket, this s
heduler must 
al
ulate the pa
ket servi
e tag. As stated in Se
tion 5.3 inpage 81, we have solved the problem of the possible over�ow of the servi
e tags. Moreover,this modi�
ation entails a simpli�
ation of the 
omputation of the servi
e tag, whi
h is:
Si =

Lfirst
i

φiHowever, this 
al
ulation 
onsists in a division, and a divider is not a simple math-emati
al unit. Handel-C o�ers a divisor operand that 
al
ulates the result in one 
y
le (asall the Handel-C statements). Employing this operand makes the division very short interms of number of 
y
les but, it makes the 
y
le time very long, and thus it makes the ar-bitration time quite long. Therefore, we have also implemented a version of the SCFQ-CAs
heduler that employs a mathemati
al division unit that performs the division in several
y
les. Spe
i�
ally, it takes a number of 
y
les equal to the length of the operators plusone. This se
ond version redu
es the 
y
le time and thus, the arbitration time. However,the division requires mu
h more 
y
les to be performed. It even requires more time to beperformed be
ause the 
y
le time is not redu
ed in the same proportion as the number of
y
les is in
reased. We have 
alled the SCFQ-CA version that performs the division in one
y
le `atomi
 SCFQ-CA'. On the other hand, we have 
alled the SCFQ-CA version thatperforms the division in several 
y
les `segmented SCFQ-CA'.The advantage of the atomi
 SCFQ-CA is that it 
al
ulates the time tag in onlyone 
y
le, and thus it takes the same time than the DRR-CA s
heduler, and as we will see,also the table s
heduler, for pro
essing a new pa
ket. This makes very easy to 
ompareboth s
hedulers, be
ause it is only ne
essary to 
onfront the sili
on area and arbitrationtime. However, in the segmented SCFQ-CA 
ase pro
essing a new pa
ket takes mu
h more115



CHAPTER 7. HARDWARE IMPLEMENTATION STUDY OF THE SCHEDULERStime, and without a full model of a swit
h the e�e
t over the overall performan
e of thislonger time is not easy to measure. We in
lude this option in this study be
ause it is apossibility that must be taken into a

ount, but the 
omparison with the rest of s
hedulersis not so 
lear like in the atomi
 SCFQ-CA 
ase.In order to de
ide whi
h is the next pa
ket to be transmitted, the SCFQ-CA algo-rithm must 
hoose the pa
ket from the a
tive VC with the smallest servi
e tag. In orderto do this in an e�
ient way, we have employed a bitoni
 network. The stru
ture of thesele
tor module is shown in Figure 7.6.
PSfrag repla
ementsGlobal Input LoadNormalized throughput per VCFigure 7.6: Stru
ture of the sele
tor module for the SCFQ-CA s
heduler.7.3.3 The WFQ-CA s
hedulerThe main 
omplexity sour
es of the WFQ-CA s
heduling algorithm are:

• Maintaining updated the virtual 
lo
k. As stated in Se
tion 5.2 in page 79, thevirtual 
lo
k of the WFQ-CA s
heduler is updated ea
h time that:� A new pa
ket is re
eived by the s
heduler in the egress link queues and must bestamped with its timestamp.� A pa
ket has �nished to be transmitted and the VC to whi
h it belongs be
omesina
tive.� A �ow 
ontrol pa
ket with new �ow 
ontrol 
redits is re
eived and a pa
ket thatwas ina
tive due to la
k of �ow 
ontrol 
redits be
omes a
tive.As stated in Se
tion 3.5.1 in page 41 the virtual 
lo
k is 
al
ulated as:
V (tj−1 + γ) = V (tj−1) +

γ∑
iǫBj(t)

φi116



7.3. HARDWARE IMPLEMENTATION OF THE MINBW SCHEDULERThis entails that ea
h time one of those events happen, several sums and one divisionmust be performed. If various events 
on
ur in the same 
y
le or in very 
lose ones,the pro
ess of these events may 
on
atenate, a�e
ting the time required to 
al
ulatethe timestamps.
• Cal
ulating the virtual �nishing time. As stated in Se
tion 3.5.1, the timestampof ea
h pa
ket, its virtual �nishing time, is 
al
ulated based on the virtual 
lo
k, thetimestamp of the previous pa
ket of the same VC, and the pa
ket size:

F k
i = max{F k−1

i , V (Ak
i )}+

Lk
i

φiThis entails one 
omparison and one division. This would be a little more 
omplexthan in the SCFQ-CA 
ase due to the 
omparison, but 
ould be implemented withouttoo mu
h problem.
• Sele
ting the next pa
ket to be transmitted among the a
tive VCs. As ithas been shown for the SCFQ-CA 
ase, due to the small number of VCs this 
an bedone with a bitoni
 network in a relatively short time. If the s
heduler would workat a �ow level, this would entail mu
h more 
omplexity.
• Restamping the virtual �nishing time tags for those pa
kets in VCs thathave been a
tivated again after re
eiving more �ow 
ontrol 
redits. Thisrestamping pro
ess is ne
essary to prote
t the rest of VCs against those VCs whi
hbe
ome ina
tive due to la
k of �ow 
ontrol 
redits. However, it entails to re
al
ulatethe timestamp of all the pa
kets in the queue and thus, it may require a lot of timeto be performed.
• Avoiding the over�ow of the registers used to store the virtual 
lo
k andthe timestamps. As stated in Se
tion 3.5.1, the virtual 
lo
k 
annot be reinitializedto zero until the system is 
ompletely empty and all the sessions are idle. This is aproblem be
ause the value of the virtual 
lo
k is an in
reasing fun
tion of the timeand thus, it 
an over�ow during long busy periods. This problem 
an be mitigatedemploying big registers to store the virtual 
lo
k and the timestamps. However, thereis no total guarantee that there is not going to be an over�ow. Moreover, the use ofbigger registers entails mathemati
al units that require more sili
on area and timeto 
al
ulate the results.Summing up, we believe that this s
heduling algorithm is too 
omplex to be imple-mented in a high-performan
e network be
ause of the reasons outlined before. Or at least,117



CHAPTER 7. HARDWARE IMPLEMENTATION STUDY OF THE SCHEDULERSit is mu
h more 
omplex than the SCFQ-CA s
heduler. Moreover, it would be very di�-
ult, if not impossible, to measure the e�e
t on the time required to 
ompute the virtual
lo
k and the restamping pro
ess without a full hardware design for the swit
hes, whi
h isout of the s
ope of this work. Therefore, we are going to employ the WFQ-CA s
heduler inthe Performan
e Evaluation Chapter in order to 
ompare the performan
e of this s
hedulerin terms of throughput, laten
y, and jitter with the rest of s
hedulers, espe
ially with theSCFQ-CA. However, we are not going to design a hardware model for this s
heduler norare we going to obtain hardware estimates for it.7.3.4 Hardware estimates for the DRR-CA and SCFQ-CA s
hed-ulersAs stated before, on
e that the s
hedulers have been validated through simulation withthe debugger fun
tionality of the DK design suite, we have isolated the s
heduler modulein order to 
ompile it for the EDIF output. In this way the hardware estimates obtained,like the 
y
le time, are not going to be in�uen
ed by the rest of modules. Table 7.1 showsthe number of 
y
les required by the DRR-CA and SCFQ-CA s
hedulers to perform thearbitration. Therefore, the arbitration time depends on the 
y
le time and on the numberof VCs (VC_N in the table).Table 7.1: Arbitration time in 
y
les for the DRR-CA and SCFQ-CA s
hedulers.S
heduler Number of 
y
lesDRR-CA log2(V C_N) + 3Atomi
 SCFQ-CA log2(V C_N) + 2Segmented SCFQ-CA log2(V C_N) + 2Figure 7.7 shows how the in
rement in the number of VCs and the MTU a�e
ts thesili
on area and the arbitration time of the DRR-CA and SCFQ-CA s
hedulers. Spe
i�-
ally, it shows the in
rement in these 
omplexity indi
es respe
t the simplest 
ase for ea
hs
heduler (2 VCs and a MTU of 2). When varying the number of VCs, we have used aMTU of 32 and when varying the MTU we have 
onsidered 8 VCs.Regarding the e�e
t of the VCs, Figure 7.7 shows that the number of VCs in�uen
esdramati
ally the sili
on area and arbitration time required by the DRR-CA and SCFQ-CAs
hedulers. Note that in the 
ase of the arbitration time, the in
rement is due to both, the118
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PSfrag repla
ementsGlobal Input LoadNormalized throughput per VCFigure 7.7: E�e
t of the number of VCs and MTU over the sili
on area and arbitrationtime required by the DRR-CA and the SCFQ-CA s
hedulers.in
rease in the 
y
le time and the in
rease in the number of 
y
les required to 
omputethe arbitration.On the other hand, regarding the e�e
t of the MTU, Figure 7.7 shows that thein
rease in sili
on area and time when in
reasing the MTU is not so important if 
omparedwith the e�e
t of the number of VCs. The atomi
 variant of the SCFQ-CA s
heduler isthe most a�e
ted by this parameter. In
reasing the MTU from 2 to 64 in
reases the sili
onarea required by this s
heduler 70% and the arbitration time 37%. The reason of this isthat the value of the MTU a�e
ts the size of the division operation required to 
al
ulatethe SCFQ-CA servi
e tag and thus, it a�e
ts in a higher degree the atomi
 version of theSCFQ, whi
h requires a lot of sili
on area and in
reases in a high degree the 
y
le time inorder to perform the division in a single 
y
le.Figure 7.8 shows the same results than Figure 7.7 ex
ept that in this 
ase, thein
rement is relative to the sili
on area and arbitration time required by the DRR-CAs
heduler with 2 VCs (when varying the number of VCs) and a MTU of 2 (when varying119
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on area and arbitration time required by the DRR-CAand the SCFQ-CA s
hedulers.
the MTU). This allows us to 
ompare the sili
on area and the arbitration time required bythe di�erent s
hedulers for di�erent design parameters.Figure 7.8 shows, as expe
ted, that the DRR-CA s
heduler is the simplest s
hedulerin terms of sili
on area and arbitration time. On the other hand, the atomi
 version of theSCFQ-CA s
heduler requires mu
h more sili
on area and arbitration time than the DRR-CA or the segmented SCFQ-CA s
hedulers. Figure 7.8 also shows that the segmentedSCFQ-CA s
heduler requires also mu
h more sili
on area than the DRR-CA s
heduler.However, the di�eren
e in arbitration time is not so big. Finally, this �gure shows that thedi�eren
e among the atomi
 SCFQ-CA s
heduler and the other two s
heduler in
reaseswith the MTU. 120



7.4. HARDWARE IMPLEMENTATION OF THE DTABLE SCHEDULER7.4 Hardware implementation of the DTable s
hedulerWhen a new pa
ket is noti�ed to the DTable, this s
heduler just takes note of the pa
ketsize and a
tives the VC if there are enough �ow 
ontrol pa
kets to transmit that pa
ket(it makes the same as the DRR-CA s
heduler). As in the DRR-CA 
ase, this s
hedulertransmits from the same sele
ted VC until the VC be
omes ina
tive or the remainingweight entry is not enough to transmit the pa
ket at the head of the VC queue. In order tosele
t a new VC to transmit from, the arbitration table must be looked over sequentiallysear
hing for the next a
tive entry and skipping those entries that refer to a VC withoutpa
kets or 
redits to transmit. Although the 
he
king of ea
h entry 
an be made with verysimple 
omputational units, in the worst 
ase all the table must be looked over in order to�nd the next a
tive entry.In order to make the pro
ess faster, several entries of the table 
an be read simul-taneously at the expense of in
reasing the sili
on area and probably the 
y
le time. Thisalgorithm also requires the memory ne
essary to store the arbitration table. However, thisalgorithm has not the problem of the in
reasing tag value and does not need mathemati
aldivision units to 
al
ulate any pa
ket tag of sorted priority algorithms.The arbitration table 
an be stored in spe
ialized memory blo
ks, like the SRAMblo
k that 
an be found in most FPGAs models, or in an array of registers. A possibleway to read several entries simultaneously in an e�
ient way is to split the register arrayor memory blo
k in several subblo
ks and read one entry of ea
h of these subblo
ks in thesame 
y
le. We have 
alled the number of simultaneous table entries read in a single 
y
lethe parallelization grade.Figure 7.9 shows the stru
ture of the me
hanism that we have implemented toobtain the next a
tive table entry. First of all we read a 
ertain number of 
onse
utivetable entries from the last sele
ted table entry equal to the parallelization grade. Thenext 
y
le, we 
he
k if any of those entries refers to an a
tive VC. At the same time, thenext `parallelization grade' entries are read. When the me
hanism realizes that at leastone entry is a
tive in the set of table entries, the pro
ess stops and a bitoni
 network isemployed to 
al
ulate whi
h is the �rst a
tive entry in the subblo
k.Table 7.2 shows the number of 
y
les required to make the arbitration de
isionin both 
ases, when the table is 
y
le through sequentially or, when various entries arepro
essed at the same time. Note that in the DTable s
heduler 
ase, the number of 
y
lesrequired to 
omplete the arbitration is variable and depends on how far from the lastsele
ted entry is the next sele
ted entry. When the load of the network is low, more 
y
leswill be probably required in average to found the next table entry. When the load of the121
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PSfrag repla
ementsGlobal Input LoadNormalized throughput per VC Figure 7.9: Stru
ture of the sele
tor module for the parallel table s
heduler.Table 7.2: Arbitration time in 
y
les for sequential and parallel implementations of theDTable s
heduler.S
heduler Number of 
y
lesTable (Sequential sear
h) [1−#Entries] + 2Table (Parallel sear
h) [1−
#Entries

Parallel_Grade
] + log2(Parallel_Grade) + 3network is high, most VCs will be a
tive anytime, and thus the average number of 
y
leswill be very small.7.4.1 Hardware estimates for the DTable s
hedulerIn order to obtain hardware estimates of the DTable s
heduler we have 
onsidered, apartfrom the number of VCs and the MTU, the number of table entries and the parallelizationgrade as design parameters. Moreover, we have also 
al
ulated hardware estimates to122
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ementsGlobal Input LoadNormalized throughput per VCFigure 7.10: Complexity 
omparison of the di�erent possible implementations of theDTable s
heduler.
ompare the original AS table with the possible implementations of the DTable s
hedulershown in Se
tion 6.3 in page 97.Figure 7.10 shows the di�eren
e in sili
on area and arbitration time of the di�erenttable possibilities. Note that the in
rement in time refers to both, the minimum andmaximum arbitration time required by the s
heduler. Spe
i�
ally, the �gure shows thein
rement in sili
on area and time respe
t the original AS table s
heduler. In all the
ases, a table of 128 entries with a parallelization grade of 16, 8 VCs, and a MTU of 32is 
onsidered. Figure 7.10 shows that employing a �xed weight for all the table entries(FixedW ), whi
h solves the problem of the original table s
heduler with variable pa
ketsize, only requires 10% more sili
on area than the original AS table s
heduler (Original).If we want to be able to employ the de
oupling 
on�guration methodology we 
an 
hoosebetween using a weight per ea
h VC (W-VC ), using the three reserved bits of ea
h tableentry (3-bits), or using two bytes to store the VC identi�er and the table entry (2-bytes).Figure 7.10 shows that the 2-bytes option is the most demanding one. This option requires80% more sili
on area than the original AS table 
ompared with the 35% of the 3-bitoption. Moreover, the arbitration time is slightly higher (0.85%) than in the rest of the
ases, whi
h have the same arbitration time, and thus the in
rement is 0%. In the rest ofthis work we will show statisti
s of the 2-bytes DTable option. It 
an be 
onsidered theworst 
ase for all the table implementations. Moreover, this is the possibility that providesthe best �exibility and granularity.Figure 7.11 shows the e�e
t of the number of VCs over the 
omplexity of a DTablewith 128 entries, a parallelization grade of 16, and a MTU of 32. Spe
i�
ally, it shows thein
rement in sili
on area and arbitration time required respe
t the 2-VC 
ase. This �gure123
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PSfrag repla
ementsGlobal Input LoadNormalized throughput per VCFigure 7.11: E�e
t of the number of VCs over the sili
on area and arbitration time requiredby the DTable s
heduler.shows that this parameter a�e
ts in a high degree the sili
on area required and, when thenumber of VCs is very high, a little the arbitration time. However, the e�e
t is not sodramati
 as in the DRR-CA and SCFQ-CA 
ases. Note that for 2 to 8 VCs the arbitrationtime is the same, and thus the in
rement is 0%. The reason be
ause the number of VCsdoes not a�e
t as mu
h the 
omplexity as in the DRR or SCFQ 
ases is that in the DTable
ase the s
heduling is made over the arbitration table and not over a list of VCs, like inthe DRR-CA 
ase where we sear
h for the next a
tive VC, or the SCFQ-CA, where wesear
h for the VC with the minimum servi
e tag.Figure 7.12 shows the e�e
t of the MTU value over the 
omplexity of a DTable with128 entries, a parallelization grade of 16, and 8 VCs. Spe
i�
ally, it shows the in
rementin sili
on area and arbitration time required respe
t the 2-MTU 
ase. This �gure showsthat the MTU is almost irrelevant for the sili
on area and arbitration time required by thiss
heduler.Figure 7.13 shows the e�e
t of the number of table entries over the 
omplexity ofa DTable with a parallelization grade of 16, when the MTU is 32 and there are 8 VCs.Spe
i�
ally, this �gure shows the in
rement in sili
on area, 
y
le time, and minimum andmaximum time required to perform the arbitration respe
t the sili
on area and minimumtime required in the 32-entry 
ase.Figure 7.13 shows that this parameter a�e
ts in a high degree both the sili
on areaand the arbitration time. The in
rement in the sili
on area is due to the in
rement inthe spa
e required to store the arbitration table and the extra logi
 to handle it. Thein
rement in the arbitration time is due to the in
rement in the 
y
le time, but also tothe extra number of 
y
les required to pro
ess a bigger table. Spe
i�
ally, the in
rement124
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ementsGlobal Input LoadNormalized throughput per VCFigure 7.12: E�e
t of the number of the MTU over the sili
on area and arbitration timerequired by the DTable s
heduler.in the 
y
le time determines the in
rement in the minimum time required to make thearbitration. Note that we use the same parallelization grade in all the 
ases and thus, thesame minimum number of 
y
les is required to perform the arbitration (see Table 7.2). Onthe other hand, the maximum number of required 
y
les in
reases with the table size andthus, the maximum required time in
reases dramati
ally.A way to redu
e the arbitration time is to in
rease the parallelization grade. Fig-ure 7.14 shows the e�e
t of this parameter over a DTable of 128 entries, 8 VCs, and aMTU of 32. Spe
i�
ally, this �gure shows the in
rement in sili
on area, 
y
le time, andminimum and maximum time required to perform the arbitration, respe
t the sili
on areaand minimum time required when the parallelization grade is 1 (sequential sear
h) This�gure shows that in
reasing the parallelization grade also in
reases in a high degree thesili
on area required. This extra area is not so exa
erbate when we in
rease only a bit theparallelization grade. However, if we in
rease the value of this parameter a lot, the sili
onarea in
reases mu
h faster. Given a 
ertain number of entries (128 in this 
ase), the e�e
tof in
reasing the parallelization grade is to redu
e the maximum number of 
y
les requiredto perform the arbitration at the 
ost of in
reasing the minimum number of 
y
les required(see Table 7.2). This e�e
t is shown in Figure 7.14. However, this �gure shows that in-
reasing too mu
h the parallelization grade a�e
ts in a negative way both the minimumand maximum arbitration time be
ause of the in
rement in the 
y
le time.Until now we have shown the individual e�e
ts of varying the value of the di�er-ent design parameters over a basi
 
on�guration of a 2-bytes DTable with 128 entries, aparallelization grade of 16, a MTU of 32, and 8 VCs. Figure 7.15 shows a more generalpi
ture in whi
h we observe the e�e
t of varying the number of VCs for every table size.125
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PSfrag repla
ementsGlobal Input LoadNormalized throughput per VCFigure 7.13: E�e
t of the number of table entries over the sili
on area and arbitration timerequired by the DTable s
heduler.At the same time we vary the parallelization grade in order to keep 
onstant and equalto 16 the number of 
y
les required to pro
ess all the table entries (number of entries /parallelization grade = 16). Note that even with this last 
onsideration, the number of
y
les is not the same in ea
h 
ombination of number of entries and parallelization grade(see Table 7.3). The in
rements shown are respe
t a DTable with 32 entries and 2 VCs.Figure 7.15 shows that when the number of table entries grows, the sili
on arearequired in
reases dramati
ally due to the a

umulated e�e
t of the in
rement on thetable size and the parallelization grade. However, even in
reasing the parallelization gradethe arbitration time also grows a lot due to the in
rement on the 
y
le time. A smallerarbitration time 
ould be a
hieved in
reasing more the parallelization grade, however, thiswould in
rease even more the sili
on area required. Figure 7.15 also shows that the numberof VCs is only relevant for the arbitration time for small arbitration table sizes. When thearbitration table has lots of entries, the number of VCs does not a�e
t the 
y
le time andthus, the arbitration time. 126
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PSfrag repla
ementsGlobal Input LoadNormalized throughput per VCFigure 7.14: E�e
t of the parallelization grade over the sili
on area and arbitration timerequired by the DTable s
heduler.Table 7.3: Combination of values for the table entries and parallelization grade and arbi-tration time in 
y
les.Number of table entries Parallelization grade Arbitration time (
y
les)32 4 6 - 1364 8 7 - 14128 16 8 - 15256 32 9 - 16512 64 10 - 171024 128 11 - 187.5 Comparing the MinBW and DTable s
hedulersIn the previous se
tions we have shown how the di�erent design parameters a�e
t the
omplexity, in terms of sili
on area and arbitration time, of the DRR-CA and SCFQ-CA127



CHAPTER 7. HARDWARE IMPLEMENTATION STUDY OF THE SCHEDULERS

 0

 2000

 4000

 6000

 8000

 10000

 12000

10245122561286432

A
re

a 
in

cr
em

en
t (

%
)

Table entries

2 VCs 
4 VCs 
8 VCs 
16 VCs
32 VCs

PSfrag repla
ementsGlobal Input LoadNormalized throughput per VC  0

 200

 400

 600

 800

 1000

 1200

10245122561286432

C
yc

le
 ti

m
e 

in
cr

. (
%

)

Table entries

2 VCs 
4 VCs 
8 VCs 
16 VCs
32 VCs

PSfrag repla
ementsGlobal Input LoadNormalized throughput per VC
 0

 500

 1000

 1500

 2000

 2500

 3000

 3500

 4000

10245122561286432

M
in

. A
rb

itr
at

io
n 

tim
e 

in
cr

. (
%

)

Table entries

2 VCs 
4 VCs 
8 VCs 
16 VCs
32 VCs

PSfrag repla
ementsGlobal Input LoadNormalized throughput per VC  0

 500

 1000

 1500

 2000

 2500

 3000

 3500

 4000

10245122561286432

M
ax

. A
rb

itr
at

io
n 

tim
e 

in
cr

. (
%

)

Table entries

2 VCs 
4 VCs 
8 VCs 
16 VCs
32 VCs

PSfrag repla
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on area and arbitration time in
rement for the 
ombined e�e
t of thenumber of table entries and number of VCs for the DTable s
heduler.implementations of the MinBW s
heduler and the DTable s
heduler. In this se
tion weare going to 
ompare the 
omplexity of these s
hedulers.Figures 7.16 and 7.17 show a 
omparison of the sili
on area and arbitration timeof the di�erent s
hedulers required with di�erent number of VCs and, in the 
ase of theDTable s
heduler, di�erent number of table entries (we have also kept number of entries /parallelization grade = 16). Note that not all the possible 
ombinations of number of VCsand number of table entries make sense. If we have a lot of VCs, we will probably needmore table entries to a

ommodate appropriately all those VCs. Note, for example, thatin an extreme 
ase where we have 32 VCs and 32 entries, we should assign ea
h VC to agiven table entry and we would not be able to make any laten
y di�erentiation. On theother hand, if we have very few VCs, it would be a waste of resour
es to employ a lot oftable entries. Therefore, we have only shown the 
ombination of 2 and 4 VCs with 32, 64,and 128 table entries, and 16 and 32 VCs with 256, 512, and 1024 table entries. For the8-VC 
ase we show the intera
tion with the possible table sizes. Moreover, we have split128
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PSfrag repla
ementsGlobal Input LoadNormalized throughput per VCFigure 7.16: Sili
on area and arbitration time 
omparison of the di�erent s
hedulers witha small number of VCs.the data in two separate �gures in order to show them more 
learly. Both �gures show thein
rement on sili
on area and minimum and maximum arbitration time required respe
tthe DRR-CA with 2 VCs.Figure 7.16 shows the 
omparison of the s
hedulers for a small number of VCs (2-8)and a small number of table entries (32-128). This �gure shows that, as expe
ted, theDRR-CA is the simplest s
heduler in terms of both, sili
on area and arbitration time. Theatomi
 version of the SCFQ-CA s
heduler is the most demanding implementation also inboth aspe
ts. Regarding the DTable s
heduler and the segmented version of the SCFQ-CAs
heduler, Figure 7.16 shows that in general the DTable s
heduler requires less sili
on areathan the segmented SCFQ-CA s
heduler. On the other hand, the SCFQ-CA s
heduler isfaster than the DTable s
heduler. However, as stated before, in this 
omparison we donot take into a

ount the extra time required by the segmented SCFQ-CA s
heduler to
ompute the servi
e tag. 129
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ementsGlobal Input LoadNormalized throughput per VCFigure 7.17: Sili
on area and arbitration time 
omparison of the di�erent s
hedulers witha high number of VCs.
Figure 7.17 shows the 
omparison of the s
hedulers for a high number of VCs (8-32) and a high number of table entries (256-1024). This �gure shows that the DTables
heduler is the most 
omplex when the number of table entries is 1024. When the tablehas 512 entries, only if it has 32 VCs it requires less sili
on area than the atomi
 SCFQ-CA s
heduler. When the DTable arbitration table has 256 entries this s
heduler requiresless sili
on area than the atomi
 SCFQ-CA 
ase. The time required in this 
ase by theatomi
 SCFQ-CA 
ase is in general higher than the minimum time required by the DTables
heduler but smaller than the maximum time. In almost all the 
ases the segmentedSCFQ-CA 
ase and the DRR-CA s
hedulers require less sili
on area than the DTable witha size between 256 and 1024 entries. 130



7.6. SUMMARY7.6 SummaryIn this 
hapter we have studied the 
omplexity of the di�erent possibilities for the MinBWs
heduler that we propose in Chapter 5 and the DTable s
heduler that we propose inChapter 6. In order to do so we have implemented the s
hedulers in Handel-C and obtainedhardware statisti
s employing the DK design suite tool.We have studied the 
omplexity in terms of sili
on area and time required to performthe s
heduling. We have obtained hardware estimates for these indi
es taking into a

ountdi�erent values for some design parameters. We have 
onsidered the number of VCs andthe MTU in all the 
ases. Moreover, for the DTable s
heduler we have also 
onsideredthe size of the table in terms of table entries and the parallelization grade, whi
h is thenumber of table entries that we read ea
h 
y
le. Furthermore, we have also 
ompared the
omplexity of the di�erent implementation options for the DTable s
heduler.The hardware estimates that we have obtained have shown that the 
ost of mod-ifying the original AS table to handle in a proper way variable pa
ket sizes is very small(around 10% in
rement in sili
on area). If we want to fully implement the DTable s
hed-uler and being able to apply the de
oupling 
on�guration at maximum, we only need todouble the sili
on area required. This in
rement 
ompared with the entailed to in
reasethe number of table entries or the parallelization grade is quite small.The hardware estimates obtained also show that, as expe
ted, the DRR-CA s
hed-uler is the simplest one. The DTable s
heduler is in general the most 
omplex option whenimplementing large arbitration tables, whi
h are required when there are a high numberof VCs. However, the DTable s
heduler 
an be a good option, at least in terms of sili
onarea, when a small number of table entries is implemented (32-256) if 
ompared with theSCFQ-CA s
heduler.
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Chapter 8
Con�guration of the AS me
hanisms toprovide QoS
AS provides several me
hanisms for tra�
 di�erentiation and 
ongestion management that
an be used to provide QoS. However, the AS spe
i�
ation does not spe
ify how to use theseme
hanisms in order to do so. In this 
hapter, we show a general framework to provideQoS over AS that uses some of the AS me
hanisms reviewed in Chapter 4. Spe
i�
ally, wepresent a tra�
 
lassi�
ation based on bandwidth and laten
y requirements, show how to
on�gure the AS egress link s
heduler that we studied in Chapters 5 and 6, and employan admission 
ontrol (AC) me
hanism to ensure QoS provision.
8.1 Tra�
 
lassi�
ationAs stated before, AS swit
hes di�erentiate the tra�
 at a VC level rather than at a �owlevel. The number of VCs is rather limited if 
ompared with the possible number of �owsthat 
an traverse the network in a given moment. Therefore, in order to provide QoS overAS, a limited set of Servi
e Classes (SCs) with di�erent requirements must be spe
i�ed.When a �ow obtains a

ess to the AS fabri
, it will be assigned a SC depending on its
hara
teristi
s.If there are enough VCs we will devote a separate VC to the aggregated tra�
 ofea
h existing SC. Note that the maximum number of uni
ast SCs supported by AS thatwe 
an de�ne is 16, whi
h is the maximum number of uni
ast VCs. Ea
h SC will beidenti�ed in the pa
ket header with the Tra�
 Class (TC) �eld, whi
h 
an identify up to133



CHAPTER 8. CONFIGURATION OF THE AS MECHANISMS TO PROVIDE QOS8 TCs, and the Ordered-Only �ag, whi
h indi
ates if the pa
ket must be routed throughthe Ordered-Only Uni
ast VCs or the Bypassable Uni
ast VCs.In order to de�ne the di�erent SCs, we propose a tra�
 
lassi�
ation based onthree network parameters: Bandwidth, laten
y, and jitter. In this way, this 
lassi�
ation issimilar to the one presented by Pelissier [Pel00℄. Note that we do not 
onsider pa
ket lossbe
ause AS is a lossless network due to its link-level �ow 
ontrol. We distinguish betweenthree broad 
ategories of tra�
:
• Network Control tra�
: High-priority tra�
 to maintain and support the networkinfrastru
ture. One SC will be dedi
ated to this kind of tra�
.
• QoS tra�
: This tra�
 has expli
it minimum bandwidth, maximum laten
y, and/orjitter requirements. Various QoS SCs 
an be de�ned with di�erent spe
i�
 require-ments. This 
ategory 
an be divided into two groups:� Tra�
 whi
h requires a given minimum bandwidth and must be delivered witha maximum laten
y and/or jitter in order for the data to be useful. Examplesof su
h data streams in
lude video 
onferen
e, intera
tive audio, and video ondemand.� Tra�
 whi
h requires a given minimum bandwidth but is not parti
ularly sen-sitive to laten
y or jitter. An example of this kind of tra�
 
ould be a non-intera
tive playba
k of a video 
lip.
• Best-e�ort tra�
: This tra�
 a

ounts for the majority of the tra�
 handled bydata 
ommuni
ation networks today, like �le and printing servi
es, web browsing,disk ba
kup a
tivities, et
. This tra�
 tends to be bursty in nature and largelyinsensitive to both bandwidth and laten
y. Best-e�ort SCs are only 
hara
terized bythe di�ering priority among ea
h other.The mapping of appli
ation requirements into appropriate SCs 
an be a

omplishedin two steps. In the �rst step, the appli
ation-level QoS parameters are mapped to a set ofnetwork-level QoS parameters su
h as laten
y, jitter, and bandwidth. In the se
ond step,these network-level parameters are mapped to one of the available SCs.Note that, in the 
ase of the laten
y requirements, as stated in Se
tion 3.1, themaximum delay that 
an be allowed in the network depends on the laten
y overheadprodu
ed by the other layers of the 
ommuni
ation proto
ol sta
k employed.134



8.2. SCHEDULER CONFIGURATION8.2 S
heduler 
on�gurationThe s
hedulers must be properly 
on�gured at the di�erent network elements to providethe di�erent SCs with a di�erentiated treatment. Spe
i�
ally, we are going to 
on�gure thes
hedulers in order to provide just bandwidth or bandwidth and laten
y simultaneously.Note that, although they are not totally 
orrelated, if we limit the maximum laten
yperforman
e, we are indire
tly limiting the maximum jitter performan
e and thus, we 
antranslate any maximum jitter requirement into a maximum laten
y requirement.As stated before, if there are enough VCs we will devote a separate VC to theaggregated tra�
 of ea
h existing SC. The bandwidth that ea
h VC should be assigneddepends on the requirements of the SC it has assigned. We should provide the network
ontrol SC with enough bandwidth to manage the maximum expe
ted amount of 
ontroltra�
. QoS VCs should be assigned at least a bandwidth equal to the minimum bandwidthrequirements of the QoS SCs. Finally, the bandwidth intended for the best-e�ort SCsshould be assigned among them a

ording to their di�erent priority in order to providethem with a di�erentiated performan
e.However, it is well-known that inter
onne
tion networks are unable to a
hieve 100%global throughput. Therefore, not all the bandwidth 
an be distributed among the VCs,thereby requiring a 
ertain bandwidth to be left unassigned. We propose to assign thenetwork 
ontrol VC with this bandwidth that should be left unassigned. Moreover, wepropose not to assign best-e�ort VCs with all the bandwidth that is intended for this
lass of tra�
. We propose instead to assign them only a small amount of bandwidthproportional to their relative priority. The rest of the best-e�ort bandwidth will also beassigned to the network 
ontrol VC. In this way the network 
ontrol VC will have beenassigned more bandwidth than it a
tually requires. However, by doing so, we a
hieve abetter performan
e of the network 
ontrol tra�
. We also a
hieve a better performan
eand a better resilien
e against unexpe
ted transient 
ongestion due to bursty tra�
 of theQoS VCs. Note that the bandwidth unused by the 
ontrol and QoS VCs is redistributedby the s
heduler among the rest of VCs, in
luding the best-e�ort VCs, and thus they aregoing to take advantage of the bandwidth left over by the other VCs.If any of the egress links do not implement as many VCs as SCs we have de�ned,several SCs should be aggregated into the same VC in the a�e
ted links. The s
hedulersthat serve those links must provide to ea
h VC the most restri
tive QoS requirements ofthe SCs that it has assigned. This entails providing a minimum bandwidth equal to thesum of minimum bandwidth of the SCs and a maximum laten
y equal to the minimummaximum laten
y of the SCs. In the following se
tions we will show how to 
on�gure the135



CHAPTER 8. CONFIGURATION OF THE AS MECHANISMS TO PROVIDE QOStwo normative AS s
hedulers, the MinBW s
heduler and the table s
heduler, to providethe �ows aggregated in the di�erent VCs with bandwidth and laten
y requirements.8.2.1 Con�guring the MinBW s
hedulerIn Chapter 5 we have outlined the requirements that must be taken into a

ount to de-sign a possible implementation for this s
heduler. Moreover, we have proposed three valids
heduling algorithms: The DRR-CA, the SCFQ-CA, and the WFQ-CA. Providing mini-mum bandwidth requirements to a VC with the MinBW s
heduler is as easy as assigningto that VC a weight equal to the proportion of the egress link bandwidth that it needs.The 
ontrol SC will be assigned to the FMC in order to a
hieve the maximum priority, andthus no bandwidth will be assigned expli
itly to this SC. However, this bandwidth 
annotbe assigned to any other VC but left unassigned.Parekh and Gallager [PG94℄ analyzed the performan
e of a queuing network withan ideal fair queuing servi
e dis
ipline and derived upper bounds on the end-to-end delayswhen the input tra�
 streams 
onform to the leaky bu
ket 
hara
terization. In this work,we are not going to 
onform the tra�
 to a given pattern, but on the basis of that study, we
ould assign a higher amount of bandwidth than is needed to those VCs with high laten
yrequirements, in order to obtain a better average and maximum laten
y performan
e.8.2.2 Con�guring the �xed weighted DTable s
hedulerAs stated in Se
tion 6.3.1 in page 98 the simplest way of implementing the DTable s
hed-uler, and solving the AS table problem with variable pa
ket sizes, is to assign ea
h tableentry a �xed 
onstant weight. In this 
ase, the minimum bandwidth assigned to a VCis proportional to the number of entries assigned to that VC. However, one of the mainadvantages of the table s
heduler is that it allows us to 
on�gure not only the number oftable entries assigned to ea
h queue or VC, but also the distribution of the entries assignedto ea
h queue.Note that although we 
an assign the network 
ontrol SC to the FMC when usingthe table s
heduler, this VC does not have maximum priority like in the MinBW 
ase, sowe will 
onsider this VC as any other VC with tra�
 of high laten
y requirements.As stated in Se
tion 6.2 in page 91 there are two possible ways of 
on�guring thistable-based s
heduler: 136



8.2. SCHEDULER CONFIGURATION
• If our obje
tive is to provide only bandwidth requirements, we 
an distribute thetable entries as the WF2Q variant of the list-based Weighted Round Robin proposedby Chaskar and Madhow [CM03℄. As stated in Se
tion 3.5.2 in page 46 this approa
htries to improve the laten
y performan
e of all the SCs by emulating the order oftransmission if the WF2Q would be implemented.
• If our goal is to provide also laten
y requirements to any or all the VCs:� We 
an assign the table entries taking into a

ount the maximum distan
e be-tween any 
onse
utive pair of entries devoted to the VCs with laten
y require-ments (network 
ontrol and QoS SCs with laten
y requirements) [ASD04℄. We
an assign more entries to those VCs that require more bandwidth than theyare assigned due to the maximum distan
e distribution.� The rest of table entries 
an be distributed among those VCs that do not havelaten
y requirements. We 
an assign those entries 
onse
utively in the remain-ing gaps or 
an interleave the entries of the various VCs like in the list-basedWeighted Round Robin in order to improve the laten
y performan
e.Note that the original AS table s
heduler would be 
on�gured in the same way. However,due to the original AS table s
heduler problem with variable pa
ket sizes, no guaranteeson bandwidth 
an be provided and thus neither in laten
y.8.2.3 Con�guring the fully DTable s
hedulerAs stated before, we 
an only provide bandwidth requirements with the �xed weightedDTable s
heduler. We 
an provide also laten
y requirements but at the 
ost of boundingthe bandwidth and laten
y assignments, whi
h probably entails wasting resour
es (see Se
-tion 6.2). If we want to be able to employ our de
oupling 
on�guration methodology, weneed to implement a full version of the DTable s
heduler. Note that, with our de
ouplingmethodology, the bandwidth that 
an be assigned to a VC depends not only on the pro-portion of table entries that it has assigned but also, on two de
oupling parameters andthe spe
i�
 MTU of the VC. In Se
tion 6.3 we have proposed three possible ways to adaptthe AS table s
heduler: To use the 3-bit reserved �eld of ea
h table entry, to modify thearbitration table stru
ture, and to use the same weight for all the entries of a VC.When employing a full version of the DTable s
heduler, we must �rst assign thetable entries like in the �xed weighted DTable 
ase attending to the laten
y requirementsof the SCs with laten
y requirements and the bandwidth of the rest of SCs. After that, thebandwidth assignment is performed assigning ea
h entry or VC the appropriate weight.137



CHAPTER 8. CONFIGURATION OF THE AS MECHANISMS TO PROVIDE QOSWhen sele
ting the maximum distan
e for ea
h SC, it must be taken into a

ountthat the laten
y performan
e depends on the w parameter, whi
h indi
ates the maximumweight that 
an be assigned to a table entry. Therefore, an option is to establish themaximum distan
e between any 
onse
utive pair of entries of the SCs taking into a

ountthe maximum w value allowed by the hardware implementation of the DTable s
heduler.In this way, when 
on�guring the DTable s
heduler, we 
an 
hoose a smaller w value toimprove the laten
y performan
e, but, in any 
ase, the maximum laten
y requirements aregoing to be guaranteed.In order to assign a given VC with a minimum bandwidth, the amount of weightunits from the bandwidth pool assigned to the VC table entries must a

omplish withthe proportion of desired egress link bandwidth. Therefore, when we know the maximumdistan
e between two 
onse
utive table entries, and thus, the number of entries, and theamount of bandwidth that we want to assign to ea
h VC, we must 
hoose the w and kparameters that make possible that distribution of bandwidth among the various VCs.Moreover, we 
an limit the MTU of some VCs in order to have a smaller minimumbandwidth for those VCs and for being able to use smaller k values. We 
an assign ea
h VCa di�erent MTU at a 
ommuni
ation library level, but this would entail to add 
omplexityto the AS 
ommuni
ation proto
ols. On the other hand, we 
an take advantage of theAS 
hara
teristi
s to simplify the pro
ess. As stated before, AS allows us to establish twodi�erent MTUs for the two uni
ast VC types. Therefore, we 
an have two sets of VCswith two di�erent MTUs and we 
an assign the SCs to the VCs taking into a

ount this.Note that those SCs that have high laten
y requirements, and thus require more tableentries, usually have small bandwidth requirements and use small pa
kets. Therefore, we
an assign these SCs to the VCs with the smallest MTU.8.3 Admission 
ontrolIn order to provide the di�erent SCs with their QoS requirements even at very high networkloads, the di�erent network resour
es must be managed in a proper way. The obje
tive isthat the network 
ontrol SC obtains a good laten
y; the SCs with bandwidth requirementsobtain the amount that they need; the SCs with laten
y requirements do not ex
eed themaximum allowed; �nally, the best-e�ort SCs obtain a di�erent bandwidth and laten
yperforman
e in a

ordan
e with their di�erent priority.In a lossless network like AS, 
ongested pa
kets are not thrown away and thus, theloss-rate due to 
ongestion is zero. This has the advantage of avoiding retransmissions138



8.3. ADMISSION CONTROLthat would severely a�e
t the laten
y and jitter performan
e of the �ows. On the 
ase ofappli
ations with pa
ket loss resilien
e, it would allow to redu
e the overhead due to theen
oding te
hniques used to minimize the impa
t of errors.On the other hand, as stated in Se
tion 3.4 in page 30, lossless networks haveother problems, being the most important the 
reation of 
ongestion (or saturation) trees[PN85℄. These 
ongestion trees may produ
e a dramati
 network performan
e degradation,a�e
ting not only the �ows traversing the original point of 
ongestion, but other �ows thatshare 
ommon upstream links.However, if the 
ongestion is not persistent, the 
ongestion situation will dissipateafter a short period of time and pa
kets will rea
h their destinations. Depending on thelaten
y introdu
ed by the 
ongestion a pa
ket may or may not meet their QoS requirements.Our goals are to e�
iently move tra�
 separated into di�erentiated SCs and toavoid 
ongestion problems within one or more of these 
lasses even as tra�
 volume ap-proa
hes the AS fabri
 
apa
ity. The way of a
hieving this is by using an admission 
ontrol(AC) te
hnique. The AC de
ides whether a new 
onne
tion is a

epted or reje
ted andensures that the a

eptan
e of additional tra�
 into a network 
annot 
reate 
ongestion.Note that in order to provide QoS guarantees, an AC me
hanism must be used.Without an AC it is only possible to obtain a s
heme of priorities where some SCs wouldhave a higher priority than others, but no guarantee 
ould be given.AS spe
i�
ation just 
ites the AC as a possible me
hanism to be used, but doesnot give any indi
ation of how to implement it. However, probe-based algorithms arelimited by a tra�
 awareness that is restri
ted to the traversal route while �u
tuatingtra�
 patterns, espe
ially within a busy network, provide limited temporal informationdes
ribing the network load. On the other hand, in the measurement-based approa
h, the
olle
tion and 
al
ulation of statisti
al data 
an be both 
ostly to gather and pro
ess.Therefore, we propose to use an a priori-based AC, see Se
tion 3.4.6 in page 34.Spe
i�
ally, we propose to employ an AC me
hanism that relays on additive e�e
tivebandwidths to take the a

ept/reje
t de
ision. This solution assumes that both topologyand routing information about network is available. In AS, this information is obtainedby the network manager during the initialization network pro
ess. Moreover, the �owsmust use the same path during all their life. This is possible in AS due to its sour
e-basedrouting. We will 
all this AC me
hanism bandwidth broker. As we will see, the bandwidthbroker 
on�guration is intimately linked with the s
heduler 
on�guration.
139
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PSfrag repla
ementsGlobal Input LoadNormalized throughput per VC Figure 8.1: Example of the graph required by the bandwidth broker.8.3.1 The bandwidth broker me
hanismThe bandwidth broker me
hanism must maintain a graph of the network egress linksreporting the available free bandwidth per VC on ea
h link. Figure 8.1 shows an exampleof su
h a graph. Note that the bandwidth allo
ation performed by the egress link s
heduleris made at a VC level and not at a SC level. When a new 
onne
tion tries to get a

ess tothe network, an e�e
tive bandwidth requirement is assigned to it. Then, the bandwidthbroker 
he
ks if there is enough bandwidth available all along the path of that 
onne
tion.This means to 
he
k if there is available bandwidth for the VC that the 
onne
tion is goingto employ in ea
h link depending on its SC and the number of VCs employed in that link.If all the links have enough bandwidth to a

ommodate this new 
onne
tion, the requiredbandwidth is subtra
ted from the available bandwidth for the appropriate VC of thoselinks and the new 
onne
tion is a

epted. If any of the links has not enough bandwidth toa

ommodate the new �ow the 
onne
tion is reje
ted.Note that the AS sour
e-based routing allows this AC approa
h to not need spe
i�
�ow information in the swit
hes in order to make sure that ea
h �ow uses always thesame path through the network. Swit
hes must only maintain the 
on�guration of theoutput s
hedulers, whi
h is made at a VC level. In this way, this AC approa
h is anend-to-end me
hanism that 
an be implemented in a 
entralized manner, whi
h has all thebrokering information in a single host, or in a distributed manner. In [HS05℄ a distributed140
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PSfrag repla
ementsGlobal Input LoadNormalized throughput per VCFigure 8.2: Example of a 
entralized bandwidth broker AC me
hanism.bandwidth broker that takes advantage of the AS multi
ast 
apability to keep a
tualizedthe state graph is proposed. In this 
hapter, we will suppose that the network manager a
tsas a 
entralized bandwidth broker. Figure 8.2 shows an example of a 
entralized bandwidthbroker. In this example the bandwidth broker attends sequentially two di�erent requestsfor establishing new 
onne
tions, answering the sour
es of the new 
onne
tions with thede
ision of a

epting or reje
ting the requests.8.3.2 Brokered and unbrokered tra�
One of the main problems of employing an AC me
hanism is the 
onne
tion establishmentpro
edure overhead. Applying this me
hanism when trying to initiate every single �ow
an produ
e an ex
essive overhead. However, as stated before, AS de�nes the 
redit-based�ow 
ontrol and the s
heduling me
hanisms at the VC level. This provides a 
ertaindegree of isolation to the tra�
 traversing one VC regarding the tra�
 of the rest of VCs.Spe
i�
ally, it allows devoting a 
ertain minimum proportion of the link bandwidth to ea
hVC. This allows us to apply the AC me
hanism to avoid the appearan
e of 
ongestion treesonly within a subset of VCs. Therefore, even in the 
ase that 
ongestion trees appear inthe rest of VCs, the tra�
 of the managed VCs will not be a�e
ted.Therefore, we propose to apply the AC me
hanism only to those VCs employedby the QoS SCs, whi
h are the VCs that a
tually require guarantees in terms of expli
it141
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PSfrag repla
ementsGlobal Input LoadNormalized throughput per VCFigure 8.3: Example of a network with di�erent number of VCs it its links.
QoS indi
es, and not to the 
ontrol SC or the best-e�ort SCs. Note that, although the
ontrol tra�
 has high laten
y requirements, its laten
y 
onstraints are not so expli
it.Moreover, we 
an assume that the amount of 
ontrol tra�
 that is going to traverse thenetwork is going to be quite small. And thus, taking into a

ount the maximum amountof expe
ted 
ontrol tra�
, the s
heduling algorithm 
an assign the network SC with an apriori amount of bandwidth.Figure 8.3 shows an example in whi
h we have 8 SCs (NC, QoS0, QoS1, QoS2,BE0, BE1, BE2, and BE3) and links with 8 and 4 VCs. This �gure shows that thebandwidth broker only handles the tra�
 traversed through the VCs devoted to QoS0,QoS1, and QoS2, whi
h are the SCs with expli
it QoS requirements. Figure 8.3 also showsan example of how tra�
 from the di�erent SCs 
ould be aggregated in a smaller set ofVCs and the e�e
t over the bandwidth broker. Note that we 
annot 
ombine brokeredand unbrokered tra�
 in the same VC. If we would do this, the unbrokered tra�
 shouldbe
ome brokered and should be handled by the bandwidth broker. The only ex
eption tothis is the network 
ontrol tra�
 that 
an share a VC with QoS tra�
 be
ause is expe
tedto be below a 
ertain level.Figure 8.3 also shows the intera
tion between the bandwidth broker and the egresslink s
heduler. The maximum link bandwidth that the bandwidth broker 
an distributeamong the 
onne
tions is determined by the minimum bandwidth assigned to that VC bythe egress link s
heduler. 142
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PSfrag repla
ementsGlobal Input LoadNormalized throughput per VCFigure 8.4: Example of multiple possible paths to the same destination.
8.3.3 Path sele
tion and load balan
ingAs stated before, during the dis
overy pro
ess the network manager obtains knowledgeabout the topology of the network. With this knowledge and employing an appropriaterouting algorithm, the network manager establishes the possible paths among any sour
eand destination. In the AC pro
ess previously des
ribed the �rst path that meets thebandwidth requirements is sele
ted as the path for the new 
onne
tion.However, the AC me
hanism 
an also be employed to implement a load balan
ingme
hanism. In this 
ase, the AC me
hanism, or other management me
hanism with theAC support, would be the responsible for sele
ting the best path attending to the load ofthe di�erent paths that are allowed by the AC me
hanism. This would allow us to providea better performan
e by balan
ing the load of the network.143
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PSfrag repla
ementsGlobal Input LoadNormalized throughput per VCFigure 8.5: Example of dynami
 bandwidth distribution.Figure 8.4 shows an example in whi
h node A requests permission to establish anew 
onne
tion with node D. There exists two possible paths between node A and node Dand thus, the bandwidth broker must sele
t whi
h of the two paths is employed..8.4 S
hedulers and bandwidth broker managementThere are two possible ways of 
on�guring the s
hedulers at the network elements and thebandwidth broker. The �rst possibility is to 
on�gure the s
hedulers and the bandwidthbroker in advan
e, de�ning a set of SCs with a di�erent minimum bandwidth and max-imum laten
y reservation [RSJS03℄. This would entail assigning ea
h VC with a spe
i�
weight in the 
ase of the MinBW s
heduler, or assigning ea
h table entry with a givenVC identi�er and weight, in the table s
heduler 
ase. The bandwidth broker would be
on�gured attending to the bandwidth assignments for the QoS VCs. This distributionwould be made taking into a

ount the requirements and expe
ted amount of tra�
 of theSCs that traverse ea
h VC.The se
ond possibility [ASD03℄ is to 
on�gure the s
hedulers and bandwidth brokerin a

ordan
e with the 
onne
tion requirements in a dynami
 way. An initial 
on�gurationwould be made like in the previous 
ase. However, if the bandwidth broker me
hanism144



8.5. SUMMARYdetermines that there is no path with enough bandwidth available for a new 
onne
tion,a network management me
hanism may modify the 
on�guration of the s
hedulers inthe path to a

ommodate the new request if there is available bandwidth from otherVCs. Of 
ourse, the bandwidth broker would be also a
tualized with the new bandwidthdistribution. Note that this modi�
ation is only ne
essary if the resour
es a
tually needto be moved from one VC to other VC. This se
ond approa
h allows more �exibility anda more a

urate use of the resour
es.In the 
ase of employing the DTable s
heduler, this se
ond possibility 
an be im-plemented in two ways.
• We 
an modify both the distribution of the table entries and the weights assigned tothem.
• In the se
ond one, we �x the distribution of the table entries, and thus the maximumlaten
y performan
e properties of ea
h VC, and modify the bandwidth assignation ina dynami
 way. To do this, we distribute the weight units from the bandwidth poolamong the VCs in a dynami
 way taking into a

ount the minimum and maximumbandwidth that the de
oupling 
on�guration methodology allows us to assign to ea
hVC. In this last 
ase the re
on�guration of the arbitration table is mu
h faster thanif we modify also the distribution of the table entries.Figure 8.5 shows an example in whi
h node A requests a new 
onne
tion up tonode D. The 
urrent 
on�guration of the s
hedulers would not allow this new 
onne
tionto be established, and thus, in a stati
 
on�guration situation, the new 
onne
tion shouldbe reje
ted. However, in this dynami
 
on�guration environment the network managermodi�es two of the s
hedulers in the path of the new 
onne
tion in order to a

ommodateit.8.5 SummaryIn this 
hapter we propose how to 
on�gure some of the AS me
hanisms to provide QoSrequirements based on bandwidth, laten
y, and jitter requirements. In order to do so,we have presented a tra�
 
lassi�
ation based on those QoS parameters. Spe
i�
ally wedistinguish among three broad 
ategories of tra�
: Network 
ontrol, QoS, and best-e�orttra�
. In order to provide QoS over AS we must de�ne a set of Servi
e Classes (SCs) that�t in any of those tra�
 
ategories. The SCs must then be assigned to the di�erent VCs,145



CHAPTER 8. CONFIGURATION OF THE AS MECHANISMS TO PROVIDE QOSwhi
h are the units that are going to be 
onsidered by the egress link s
heduling and thelink-level �ow 
ontrol me
hanism.In this 
hapter we have also show how to 
on�gure the MinBW and table s
hedulersin order to provide the VCs with their requirements. Finally, we propose to employ anadmission 
ontrol (AC) me
hanism to provide the QoS SCs with their requirements. Spe
if-i
ally, we propose to employ an a priori AC me
hanism that relays on additive e�e
tivebandwidths to take the a

ept/reje
t de
ision.
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Chapter 9
Performan
e evaluation
In this 
hapter, we evaluate thoroughly our proposals, 
omparing the performan
e of thefour possible s
heduling me
hanisms that we have proposed for AS: The DTable s
hedulerand the three possible implementations of the MinBW s
heduler. Spe
i�
ally, we 
omparetheir throughput, laten
y, and jitter performan
e. For this purpose, we have developeda detailed simulator that allows us to model the network at the register transfer levelfollowing the AS spe
i�
ation.9.1 Simulated ar
hite
tureIn order to test our proposals we have simulated a perfe
t-shu�e Bidire
tional Multi-stageInter
onne
tion Network (BMIN) with 64 endpoints 
onne
ted using 48 8-port swit
hes (3stages of 16 swit
hes). This network topology is shown in Figure 9.1. In AS any topologyis possible, but we have used a MIN be
ause it is a 
ommon solution for inter
onne
tionin 
urrent high-performan
e environments [TB03℄. In our tests, the link bandwidth is 2.5Gb/s but, with the AS 8b/10b en
oding s
heme, the maximum e�e
tive bandwidth fordata tra�
 is only 2 Gb/s.Figure 9.2 shows the swit
h model that we have employed. We have 
hosen a
ombined input-output bu�er ar
hite
ture with a 
rossbar to 
onne
t the bu�ers. This isthe ar
hite
ture employed in the AS StarGen's Merlin swit
h [Sta04℄, see Figure 9.3. TheMerlin swit
h was one of the few 
ommer
ial produ
ts that appeared before the ASISIGwas disbanded.Virtual output queuing has been implemented to solve the head-of-line blo
kingproblem at swit
h level [AOS93℄. We are assuming some internal speed-up (x1.5) for the147



CHAPTER 9. PERFORMANCE EVALUATION
PSfrag repla
ementsGlobal Input LoadNormalized throughput per VC Figure 9.1: Perfe
t-shu�e BMIN with 64 end-points.

PSfrag repla
ementsGlobal Input LoadNormalized throughput per VC Figure 9.2: Swit
h model.
rossbar, as it is usually the 
ase in most 
ommer
ial swit
hes [KPS04, KPC99℄. AS givesus the freedom to use any algorithm to s
hedule the 
rossbar, so we have implemented around-robin s
heduler. The time that a pa
ket header takes to 
ross the swit
h withoutany load is 145 ns, whi
h is based on the unloaded 
ut-through laten
y of the AS StarGen'sMerlin swit
h. 148
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PSfrag repla
ementsGlobal Input LoadNormalized throughput per VC Figure 9.3: Merlin swit
h fun
tional blo
k diagram.As stated before, a 
redit-based �ow 
ontrol proto
ol ensures that pa
kets are onlytransmitted when there is enough bu�er spa
e at the other end to store them, making surethat no pa
kets are dropped when 
ongestion appears. Virtual Channels (VCs) are usedto aggregate �ows with similar 
hara
teristi
s and the �ow 
ontrol and the arbitration ismade at VC level.The MTU is 2176 bytes. The 
redit-based �ow 
ontrol unit is 64 bytes, and thus,the MTU 
orresponds to 34 
redits. The bu�er 
apa
ity is 17408 bytes (8×MTU) per VCboth at the input and at the output ports of the swit
hes. If an appli
ation tries to inje
ta pa
ket into the endpoint but the appropriate bu�er is full, we suppose that the pa
ketis stored in a queue of pending pa
kets at the appli
ation layer. When enough spa
e isavailable, the pending pa
kets are transferred to the endpoint. Therefore, endpoints 
anbe 
onsidered as having unlimited bu�er spa
e. Figure 9.4 shows the endpoint model thatwe have employed, whi
h is a simpli�ed version of the swit
h model.
9.2 Performan
e metri
sMost �gures of this performan
e evaluation show the average values and the 
on�den
eintervals at 90% 
on�den
e level of ten di�erent simulations performed at a given inputload. We have 
onsidered the next QoS indi
es for this performan
e evaluation:149
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PSfrag repla
ementsGlobal Input LoadNormalized throughput per VC Figure 9.4: Endpoint model.
• Throughput. This is the amount of information transferred ea
h time unit. Wemeasure it in per
entage of network 
apa
ity.
• Laten
y. This is the delay of a pa
ket sin
e it is 
reated until it arrives at destination.� Some appli
ation messages are larger than network MTU. For instan
e, a videoframe from a video sequen
e is mu
h larger than typi
al MTU. In this 
ase, theappli
ation messages generate several pa
kets. When this happens, we 
an showlaten
y of individual pa
kets and laten
y of the global message, when the lastpart is re
eived.� For some appli
ations, it is useful to show, in addition to average laten
y, max-imum values. However, maximum values may vary a lot and, thus, are not veryuseful. For that reason, we use a quantile, spe
i�
ally, the 99th per
entile.� For some load points we also show the 
umulative distribution fun
tion (CDF)of the laten
y, whi
h represents the probability of a pa
ket a
hieving a laten
yequal to or lower than a 
ertain value.
• Jitter. The jitter measures the variation of laten
y. However, there is not a
tually a
onsensus on how to measure jitter. We use the absolute di�eren
e between the delaysof two 
onse
utive pa
kets belonging to the same 
onne
tion [ECT05℄. A 
onne
tionmay be a TCP 
onne
tion, the transmission of a video sequen
e, et
. Note that jitteris only meaningful for 
onne
ted tra�
 and, therefore, it is only measured for Audioand Video tra�
. 150



9.3. LATENCY DIFFERENTIATION PROVIDED BY THE SCHEDULERS� Average jitter results are not as useful as maximum results. The reason is thatjitter is used to dimension re
eption bu�ers, and we would want to preparebu�ers for the worst 
ase. However, as with laten
y results, maximum jitter isa very unstable value and, therefore, we use the 99th per
entile.
• Information loss. No statisti
s on pa
ket loss are given be
ause, as it has been said,AS employs a 
redit-based �ow 
ontrol me
hanism to avoid dropping pa
kets.9.3 Laten
y di�erentiation provided by the s
hedulersIn this se
tion, we study the 
apa
ity of the di�erent s
hedulers to provide a di�erentiatedlaten
y performan
e to the various Servi
e Classes (SCs). Spe
i�
ally, we 
ompare the la-ten
y performan
e of the di�erent DTable s
enarios with a di�erent w parameter (DTable1,DTable2, DTable4, and DTable8) showed in Se
tion 6.2 in page 91 with the performan
eprovided by the SCFQ-CA and the DRR-CA s
hedulers. In order to do so, the tra�
pattern of all the SCs must be the same to make in ea
h s
enario a fair 
omparison.9.3.1 Simulated s
enario and s
heduler 
on�gurationWe have 
onsidered 7 VCs with di�erent distan
es between any pair of 
onse
utive entries inthe arbitration table. In a real 
ase we would assign the tra�
 �ows to these VCs dependingon their laten
y requirements. Note that we are going to 
onsider the requirements of a VCas the requirements of the tra�
 that is going to be transmitted using that VC. We have
alled these VCs D2, D4, D8, D16, D32, D64, and D64', indi
ating the distan
e betweenany pair of 
onse
utive table entries. Therefore, D2 has stri
ter laten
y requirements thanD4, D4 than D8, and so on. A table of 64 entries has been used in the simulations. Notethat in these tests we have employed a MTU of 32 �ow 
ontrol 
redits for simpli
ity.As stated before, we are going to 
ompare the performan
e of the DTable s
hedulerusing di�erent values for the w parameter (DTable1, DTable2, DTable4, and DTable8)with the performan
e of the SCFQ-CA and DRR-CA algorithms. Tables 9.1 and 9.2 showthe per
entage of entries assigned to ea
h VC and the minimum and maximum bandwidththat 
an be assigned to ea
h VC in ea
h s
enario. This values depend on the values of the wand k parameters, and the spe
i�
 MTU value of ea
h VC. Note that all the s
enarios havethe same maximum bandwidth values, di�ering only in the minimum bandwidth values.151



CHAPTER 9. PERFORMANCE EVALUATIONTable 9.1: DTable4 and DTable8 
on�guration s
enarios.DTable4 DTable8
k = 2, w = 4 k = 4, w = 8VC %entries minφi maxφi minφi maxφiD2 50 0.25 1 0.125 1D4 25 0.125 0.5 0.0625 0.5D8 12.5 0.0625 0.25 0.03125 0.25D16 6.25 0.03125 0.125 0.015625 0.125D32 3.125 0.015625 0.0625 0.0078125 0.0625D64 1.5625 0.0078125 0.03125 0.00390625 0.03125D64' 1.5625 0.00708125 0.03125 0.00390625 0.03125Total 100 0.5 2 0.25 2Table 9.2: DTable1 and DTable2 
on�guration s
enarios.DTable1 DTable2

k = 0.5, w = 1 k = 1, w = 2VC %entries MTUi minφi maxφi minφi maxφiD2 50 MTU/32 0.03125 1 0.015625 1D4 25 MTU/32 0.015625 0.5 0.0078125 0.5D8 12.5 MTU/16 0.015625 0.25 0.0078125 0.25D16 6.25 MTU/8 0.015625 0.125 0.0078125 0.125D32 3.125 MTU/4 0.015625 0.0625 0.0078125 0.0625D64 1.5625 MTU/2 0.015625 0.03125 0.0078125 0.03125D64' 1.5625 MTU 0.03125 0.03125 0.015625 0.03125Total 100 0.140625 2 0.07 2Table 9.3: Bandwidth 
on�guration of the DTable s
heduler s
enarios.DTable1 DTable2 DTable4 DTable8VC φi E. w. T. w. E. w. T. w. E. w. T. w. E. w. T. w.D2 25 8 256 16 512 32 1024 64 2048D4 25 16 256 32 512 64 1024 128 2048D8 25 32 256 64 512 128 1024 256 2048D16 12.5 32 128 64 256 128 512 256 1024D32 6.25 32 64 64 128 128 256 256 512D64 3.125 32 32 64 64 128 128 256 256D64' 3.125 32 32 64 64 128 128 256 256Total 100 1024 2048 4096 8196152



9.3. LATENCY DIFFERENTIATION PROVIDED BY THE SCHEDULERSTable 9.3 shows the amount of bandwidth φi that we have a
tually assigned to ea
hVC. This table also shows the 
on�guration of the di�erent DTable s
enarios. Spe
i�
ally,this table shows the total weight (T. w.) that we have distributed among the table entriesof ea
h VC and the weight assigned to ea
h table entry (E. w.) of ea
h VC. For example,in the DTable1 
ase, the bandwidth pool is 1024 
redits (k = 0.5), and thus, in orderto assign 25% of bandwidth to this VC, 256 
redits must be assigned to it. Therefore, 8
redits have been assigned to ea
h one of its 32 table entries.Regarding the 
on�guration of the SCFQ-CA and DRR-CA s
hedulers, in order tobe able to 
ompare the di�erent s
hedulers in a fair way, we are going to perform the samebandwidth assignation as in the DTable 
ase. Spe
i�
ally, we have assigned ea
h VC aweight equal to the total weight per VC that we have in the DTable1 
ase. These weights
an be dire
tly translated into a proportion in the SCFQ-CA s
heduler. In the 
ase ofthe DRR the weight must be translated into quantum units. The minimum weight shouldbe translated into an amount of information equal to the MTU, and the rest of weightsshould be translated proportionally. However, note that the minimum weight is 32, whi
ha
tually is the MTU. Therefore, the weights 
an be dire
tly translated into quantum unitsexpressed in �ow 
ontrol 
redits.We are going to inje
t an in
reasing amount of tra�
 of all the VCs and studythe throughput and laten
y performan
e of the di�erent possibilities at di�erent networkload levels. The tra�
 load is 
omposed of self-similar point-to-point �ows of 1 Mb/s.The destination pattern is uniform in order to fully load the network. The pa
kets size isgoverned by a Pareto distribution, as re
ommended in [Jai91℄. In this way, many small-sized pa
kets are generated, with an o

asional pa
ket of large size. The minimum payloadsize is 56 bytes, the maximum 2040 bytes, and the average 176 bytes, whi
h representsenough pa
ket size variability. The AS pa
ket header size is 8 bytes. The periods betweenpa
kets are modeled with a Poisson distribution.
9.3.2 Simulation resultsThe �gures of this se
tion show the average values and the 
on�den
e intervals at 90%
on�den
e level of ten di�erent simulations performed at a given input load. For ea
hsimulation we obtain the normalized average throughput and the average message laten
y.Note that in the DTable1 and DTable2 s
enarios we use spe
i�
 MTUs for the VCs that aresmaller than the general MTU. Therefore, in these 
ases, a message 
an be split in severalpa
kets. In the rest of 
ases (DTable4, DTable8, SCFQ, and DRR) a message is going to153



CHAPTER 9. PERFORMANCE EVALUATIONbe transmitted in only one pa
ket. Note that in the DTable1 and DTable2 s
enarios we
onsider the laten
y of the message as a whole.Figure 9.5 shows the normalized inje
tion rate of the aggregated of �ows asso
iatedwith ea
h VC and the normalized throughput results per VC of the DTable1 s
enario.The rest of s
enarios for the DTable s
heduler and the DRR-CA and SCFQ-CA s
hedulersobtain similar throughput results. As we 
an see, when the load is low, all the VCs obtainthe bandwidth they inje
t. However, when the load is high (around 95%) the VCs donot yield a 
orresponding result, obtaining a bandwidth proportional to their assignedbandwidth. Note that the VCs do not obtain all the bandwidth that they were supposedto have assigned be
ause the network is not able to provide 100% throughput.
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tion rate and throughput per VC of the DTable1 s
enario.Figure 9.6 shows the average laten
y performan
e. When the load is very low, allthe VCs present a similar low laten
y. This is be
ause at this load level there are fewpa
kets being transmitted through the network, and thus, there are few 
on�i
ts betweenthem. However, when the load in
reases, the laten
y also in
reases be
ause some pa
ketsmust wait in the bu�ers until others have been transmitted. It is at this point when thes
heduling algorithm assumes an important role and the VCs obtain a di�erent laten
ydepending on the s
heduler 
on�guration. However, when the load of the VC begins tooutstrip its throughput, the laten
y of the s
heduler starts to grow very fast. This is be
ausethe bu�ers used for that VC begin to be full. Finally, the bu�ers be
ome 
ompletely fulland the laten
y stabilizes at a given value whi
h depends on the bu�ers' size and thebandwidth assigned to that VC.Note that when using the SCFQ-CA algorithm those VCs that have assigned thesame bandwidth (in this 
ase the D2, D4, and D8 VCs, and the D64 and D64' VCs) obtainthe same laten
y performan
e. In the 
ase of the DRR-CA algorithm, all the VCs obtain asimilar laten
y performan
e until a VC rea
hes the point when its load begins to outstrip154
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y per VC of the di�erent s
heduling s
enarios.its throughput. In that point, the laten
y of that VC grows very fast and obtains a di�erentlaten
y performan
e. This happens for all the VCs as load grows. When using the DTables
heduler, all the VCs, in
luding those with the same bandwidth assignment, obtain adi�erent laten
y performan
e depending on the separation between any 
onse
utive pair oftheir table entries. The smaller the distan
e, the better laten
y performan
e they obtain.These di�erent laten
y performan
e behaviors are explained by the fa
t that themaximum time that a pa
ket at the head of a VC queue is going to wait until beingtransmitted is di�erent depending on the s
heduler algorithm. In the 
ase of the SCFQ-CAalgorithm, this time is proportional to the assigned bandwidth. In the 
ase of the DTables
heduler, we 
an 
ontrol this time by 
ontrolling the maximum separation between any
onse
utive pair of entries assigned to the same VC. In this way, we provide some VCs witha better laten
y performan
e and other VCs with a worse laten
y performan
e. In the 
aseof the DRR-CA algorithm, the laten
y performan
e depends more on the frame lengththan on the quantum that ea
h VC has been assigned. This is be
ause when the quantumfor a VC has been expended sending pa
kets, all the frame must be 
y
led through beforesending more pa
kets of the same VC.Finally, Figure 9.7 shows the per
entage of improvement on average laten
y of theSCFQ-CA algorithm over the four possibilities of the DTable s
heduler and the DRR-CAalgorithm. Observing this �gure we 
an analyze the DTable performan
e 
omparing it notonly with the SCFQ-CA s
heduler, but also with the DRR-CA s
heduler. Moreover, we155



CHAPTER 9. PERFORMANCE EVALUATION
an 
ompare the di�eren
e between using the same general MTU for all the VCs or usingspe
i�
 MTUs for the VCs. This �gure shows that, in general, the SCFQ-CA algorithmprovides a better laten
y performan
e than the DTable s
heduler in all the 
ases. However,this algorithm is the most 
omplex. The DRR-CA provides a worse performan
e thanthe DTable s
heduler for the most laten
y restri
tive VCs and better for the less laten
yrestri
tive VCs. This is be
ause with the DTable s
heduler we 
an provide a di�erent levelof laten
y performan
e to the VCs, priorizing those VCs with higher laten
y requirements.This is not possible with the DRR-CA algorithm. Regarding the di�erent s
enarios of theDTable s
heduler we 
an see that DTable1 provides a better laten
y performan
e thanDTable2, and DTable4 than DTable8. This is be
ause in general, the higher the value ofthe w parameter, the worse the laten
y performan
e. However, the e�e
t of splitting themessages in several pa
kets must also be taken into a

ount.Table 9.4 shows the bandwidth overhead per VC that is produ
ed by using spe
i�
MTUs smaller than the general MTU. This pa
ketization also has e�e
t on the laten
y ofthe message. Note that ea
h pa
ket must be pro
essed by the network elements (routing,s
heduling, et
.). Moreover, if a table entry allows us to transmit a small number of pa
ketsof the new MTU size, it is possible that in order to transmit all the pa
kets belonging tothe same message more than one table entry must be used, and thus, the laten
y in
reases.Figure 9.7 shows 
learly the �rst e�e
t when 
onsidering a low load for the D2 and D4VCs. In this 
ase, the laten
y of the DTable1 and DTable2 s
enarios is rather worse thanfor the others 
ases. We obtain a better laten
y for DTable1 and DTable2 than DTable4and DTable8 when the laten
y is high for the D2, D4, and D8 VCs. However, for the restof VCs we obtain a worse laten
y be
ause the spe
i�
 MTUs are higher and the weightassigned to the table entries lower. Note that this bad e�e
t of the ex
essive pa
ketizationwould disappear in a real 
ase if the MTU of ea
h VC is sele
ted on the basis of the spe
i�
average message size of the �ows that the VC would use.Table 9.4: Pa
ketization bandwidth overhead per VC with average pa
ket size of 176 bytes.VC D2 D4 D8 D16 D32 D64 D64'
MTUi (bytes) 64 64 128 256 512 1024 2048Overhead (%) 11.7 11.7 3.82 1 0.4 0.06 0Summing up, the DTable s
heduler provides a worse laten
y performan
e thanthe SCFQ-CA algorithm. The per
entage of di�eren
e depends on the DTable s
enario.Moreover, it provides the most preferential VCs (those whi
h have been assigned a shorterdistan
e between any 
onse
utive pair of entries) with a better laten
y performan
e thanthe DRR-CA algorithm. However, it provides the least preferential VCs with a worselaten
y than the DRR-CA algorithm. This means that the DTable s
heduler is able to156
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Figure 9.7: Average laten
y improvement of the SCFQ-CA algorithm over the other s
hed-ulers 
onsidered. 157



CHAPTER 9. PERFORMANCE EVALUATIONprovide a better laten
y performan
e to those �ows that really need it. Moreover, we haveshown the negative e�e
t on the laten
y of in
reasing the value of the w parameter.
9.4 Performan
e evaluation in a multimedia s
enarioIn this se
tion we will show an evaluation of our proposals in a multimedia s
enario. Ourintention is to show that with an AC me
hanism for 
ontrolling the QoS tra�
 and arelatively small amount of 
ontrol tra�
 (as is usually the 
ase), the QoS requirements ofthe di�erent SCs are met whatever the load of best-e�ort tra�
.9.4.1 Tra�
 modelThe IEEE standard 802.1D-2004 [IEE04℄ de�nes 7 tra�
 types at the Annex G, whi
h areappropriate for this study. Table 3.1 in page 28 shows ea
h tra�
 type and its requirements.We 
an 
lassify ea
h of these tra�
 types in one of the three broad 
ategories of tra�
that we have presented in Se
tion 8.1 in page 133. We 
onsider the VO, VI, and CL tra�
types as QoS tra�
, the EE, BE, and BK tra�
 types as best-e�ort tra�
, and, of 
ourse,the NC tra�
 as network 
ontrol tra�
. We will 
onsider ea
h of these tra�
 types as aServi
e Class (SC). In this way, the workload will be 
omposed of 7 SCs and ea
h one ofthem will be assigned to a di�erent VC, the NC SC being assigned to the FMC.The pa
kets from ea
h tra�
 type are simulated a

ording to di�erent distributions,as 
an be seen in Table 9.5. VO, VI, and CL SCs are 
omposed of point-to-point 
onne
tionsof the given bandwidth. VO and CL SCs are generated following a Constant Bit Rate(CBR) distribution. In [TMdM00℄ several payload values for voi
e 
ode
 algorithms areshown. These values range from 20 bytes to 160 bytes. We have sele
ted a payload of 160bytes for the VO SC tra�
. In the 
ase of VI SC, MPEG-4 tra
es are used to generatethe size of ea
h frame. Ea
h frame is inje
ted into the network interfa
es every 40 ms. Ifthe frame size is bigger than the MTU, the frame is split into several pa
kets whi
h areinje
ted all along the frame time. The tra�
 of the best-e�ort SCs is generated a

ording toa Bursts60 distribution [CK04℄. This tra�
 is 
omposed of bursts of 60 pa
kets heading tothe same destination. The pa
ket size is governed by a Pareto distribution, as re
ommendedin [Jai91℄. In this way, many small size pa
kets are generated, with an o

asional largesize pa
ket. The periods between bursts are modeled with a Poisson distribution. TheBursts60 pattern models worst-
ase real tra�
 s
enarios. The NC SC is generated in the158



9.4. PERFORMANCE EVALUATION IN A MULTIMEDIA SCENARIOTable 9.5: Tra�
 pattern of the multimedia SCs 
onsidered.Type SC Tra�
 pattern Pa
ket sizeControl Network 
ontrol (NC) Bursts1 up to 256BQoS Voi
e (VO) 64 Kb/s CBR 
onne
tions 168BQoS Video (VI) 3.42 Mb/s MPEG-4 tra
es up to 2176BQoS Controlled load (CL) 750 kb/s CBR 
onne
tions 2176BBest-e�ort Ex
ellent-e�ort (EE) Bursts60 up to 2176BBest-e�ort Best-e�ort (BE) Bursts60 up to 2176BBest-e�ort Ba
kground (BK) Bursts60 up to 2176Bsame way than the Burst60 tra�
 but with only one pa
ket burst. For all the 
ases, thedestination pattern is uniform in order to fully load the network.Note that the tra�
 model that we use in this performan
e evaluation is based ona multimedia environment. However, we use a wide range of tra�
 behaviors, and thusthe results obtained with this kind of tra�
 
an be generalized to other environments withother kind of tra�
 with QoS requirements.9.4.2 Simulated s
enario and s
heduler 
on�gurationWe suppose a s
enario in whi
h the goal is to dedi
ate around 5% of the egress linkbandwidth to voi
e tra�
 (a lot but low-bandwidth requiring 
onne
tions), around 40%of bandwidth to video tra�
 (a lot and high-bandwidth requiring 
onne
tions), around20-25% of bandwidth to 
ontrolled load, and the remaining bandwidth to best-e�ort traf-�
. Moreover, we expe
t that the maximum network 
ontrol bandwidth to be around1%. These per
entages are intended to represent a multimedia s
enario with a realisti

ombination of tra�
 from appli
ations with very di�erent requirements.Note that depending on the burstiness of the pattern tra�
, we may need to reservemore bandwidth than the average rate that we want to assign to a SC. This is true in thiss
enario for the video tra�
. If we only assign the VI VC1 40% of bandwidth we wouldnot be able to establish video 
onne
tions with a total average inje
tion rate of the 40% ofthe bandwidth. If we would do that, this SC would not probably meet its bandwidth andlaten
y requirements due to the 
ongestion. Therefore, we will assign the VI VC around50% of the link bandwidth.1We are going to refer ea
h VC with the name of the SC that a

ommodates. Moreover, we will referto the requirements of the SCs as the requirements of their VCs.159



CHAPTER 9. PERFORMANCE EVALUATIONTable 9.6: Appli
ation of the de
oupling methodology. N = 128, GMTU = 34, w = 2,
k = 0.5. VC Distan
e #entries %entries MTUi (Bytes) minφi maxφiNC 2 64 50 3 0.088 2VO 4 32 25 3 0.044 1VI 8 16 12.5 34 0.25 0.5CL 16 8 6.25 34 0.125 0.25EE 32 5 3.906 34 0.078 0.156BE 64 2 1.562 34 0.031 0.062BK 128 1 0.781 34 0.015 0.031Total 128 100 0.631 4

The table s
heduler must be properly 
on�gured to provide the SCs with theirbandwidth and laten
y requirements. A table of 128 entries has been used. Spe
i�
ally,we have employed the 2 bytes modi�
ation of the AS table s
heduler, whi
h is the one thatprovides a higher �exibility and granularity (see Se
tion 6.3 in page 97). We 
ould havealso employed the 3 bit or the one weight per VC options but, it would have been a bitmore 
omplex to 
on�gure.Table 9.6 shows the distribution of the table entries among the SCs. It shows themaximum distan
e between any 
onse
utive pair of entries, the number of table entries,and the per
entage of entries that this entails for ea
h SC. We have assigned a distan
e of2, 4, and 8 to the NC, VO, and VI VCs respe
tively, attending to their di�erent laten
yrequirements. Note that this entails assigning 112 entries. We have distributed 8 entriesamong the best-e�ort SCs attending to the di�erent priority among them. Finally, we haveassigned the remaining 8 entries to the CL SC. For the CL SC and the best-e�ort SCs we
ould have assigned the entries sequentially in the free gaps of the table, but to a
hievebetter laten
y results for these SCs we have assigned their entries minimizing the distan
ebetween any pair of 
onse
utive entries. Figure 9.8 shows the �nal distribution of the VCidenti�ers among the table entries.In order to have a higher level of �exibility to distribute the bandwidth among theVCs, we have assigned the NC and VO VCs a spe
i�
 MTU as small as the expe
ted pa
ketsizes of these SCs allow. Spe
i�
ally, we have assigned a MTU of 192 bytes to these VCs.Note that these VCs have very high laten
y requirements but they a
tually need a smallamount of bandwidth. 160



9.4. PERFORMANCE EVALUATION IN A MULTIMEDIA SCENARIOPSfrag repla
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on�guration for the basi
 multimedia s
enario.
The next step to 
on�gure the DTable s
heduler is to 
hoose a proper value for thew and k parameters. We have 
hosen the value of these parameters taking into a

ountmainly that we want to assign the VI VC a bandwidth several times higher than the a
tualproportion of table entries assigned. Moreover, we want to assign the NC VC, whi
h hasassigned a very high proportion of table entries, a quite small proportion of bandwidth.However, we want to assign a value to the w parameter as small as possible in order toobtain a good laten
y performan
e. We have �nally 
hosen a value of 2 for k and a valueof 0.5 for w. This 
ombination allows us to assign ea
h VC a bandwidth in the desiredrange, ex
ept for the NC VC to whi
h we must assign at least 8.8% bandwidth. However,note that this amount of bandwidth is not going to be wasted be
ause it is well-knownthat inter
onne
tion networks are unable to a
hieve 100% global throughput. Moreover,the bandwidth left by the network 
ontrol tra�
 is going to be distributed among the restof VCs, spe
i�
ally, the best-e�ort VCs. Table 9.6 shows the minimum and maximumbandwidth that we 
an assign to ea
h VC with this 
on�guration.Table 9.7 shows the �nal bandwidth assignation among the VCs. This table alsoshows the total weight that we have distributed among the table entries of ea
h VC andthe weight assigned to ea
h table entry of ea
h VC. This weight assignation is also shownin Figure 9.8. 161



CHAPTER 9. PERFORMANCE EVALUATIONTable 9.7: Bandwidth 
on�guration of the DTable s
heduler.VC φi # entries Entry Weight Total WeightNC 0.091 64 59× 3, 5× 4 197VO 0.05 32 19× 3, 13× 4 109VI 0.5 16 16 × 68 1088CL 0.234 8 6× 64, 2× 63 510EE 0.078 5 5× 34 170BE 0.031 2 2× 34 68BK 0.016 1 1× 34 34Total 1 128 2176
Regarding the 
on�guration of the MinBW s
heduler, in order to be able to 
om-pare the di�erent s
hedulers in a fair way, we are going to perform the same bandwidthassignation as in the DTable 
ase. Spe
i�
ally, we have assigned ea
h VC a weight equalto the total weight per VC that we have in the DTable 
ase. These weights 
an be dire
tlytranslated into a proportion in the SCFQ-CA and WFQ-CA s
hedulers. In the 
ase ofthe DRR the weight must be translated into quantum units. The minimum weight shouldbe translated into an amount of information equal to the MTU, and the rest of weightsshould be translated proportionally. However, note that the minimum weight is 34, whi
ha
tually is the MTU. Therefore, the weights 
an be dire
tly translated into quantum unitsexpressed in �ow 
ontrol 
redits.Finally, as stated in Se
tion 8.3 we are going to 
onsider an admission 
ontrolme
hanism that ensures that the VO, VI, and CL VCs are not oversubs
ribed. This meansthat the sum of the average inje
tion rate of the �ows that traverse these VCs is smallerthan or equal to the bandwidth that these VCs have reserved. In the 
ase of the VI VCwe are going to allow a smaller amount of bandwidth than it has reserved be
ause of thehigh degree of burstiness of the video tra�
. We also suppose that the amount of 
ontroltra�
 in the network is going to be under a 
ertain maximum. On the other hand, we donot make any assumption about best-e�ort tra�
.In this s
enario, we are going to inje
t a �xed amount of 
ontrol tra�
 (NC SC)and QoS tra�
 (VO, VI, and CL SCs) all the time, and we gradually in
rease the amountof best-e�ort tra�
 (EE, BE, and BK SCs). The amount of QoS tra�
 to be inje
ted is themaximum allowed by the AC me
hanism. Table 9.8 and Figure 9.9 show the normalizedinje
tion rate of ea
h VC. 162



9.4. PERFORMANCE EVALUATION IN A MULTIMEDIA SCENARIOTable 9.8: Bandwidth assigned and inje
tion rate per VC.VC φi Minimum MaximumNC 0.091 0.01 0.01VO 0.05 0.05 0.05VI 0.5 0.37 0.37CL 0.234 0.22 0.22EE 0.078 0.001 0.12BE 0.031 0.001 0.12BK 0.016 0.001 0.12Total 1 0.653 1.019.4.3 Simulation results of the basi
 multimedia s
enarioFigure 9.9 gives a general overview of the performan
e when using the DTable s
heduler.It shows the inje
tion rate, throughput, average laten
y, and the 99th per
entile of theCDF of laten
y. We do not show similar �gures for the rest of s
hedulers be
ause thethroughput performan
e is the same for all the s
hedulers. Moreover, although the spe
i�
laten
y values are di�erent, the general tenden
ies for the other me
hanisms are the same.And thus, the 
omments that we are going to make based on this �gure 
an be generalizedto the rest of s
hedulers. If we 
ompare the inje
tion and the throughput results, we 
ansee that the NC and the QoS SCs obtain all the bandwidth they inje
t. However, whenthe network load is high (around 85%), the best-e�ort SCs do not yield a 
orrespondingresult. From that input load, these SCs obtain a bandwidth proportional to their priority.Regarding the laten
y performan
e, Figure 9.9 shows that the laten
y (average and99th per
entile) of the NC and QoS SCs grows with the load until they rea
h a 
ertainvalue. On
e this value is rea
hed the laten
y remains more or less 
onstant. However, theaverage laten
y of best-e�ort SCs 
ontinuously grows with the load. Furthermore, it 
anbe seen that best-e�ort SCs obtain di�erent average and maximum laten
y a

ording totheir di�erent priority. In that sense, for example, the BK SC obtains a worse laten
y andstarts to in
rease its laten
y sooner than the BE and EE SCs. Note that although the
ontrol and QoS SCs employ separate VCs, the growing best-e�ort tra�
 slightly a�e
tstheir performan
e.Figures 9.10, 9.11, 9.12, 9.13, and 9.14 show a more detailed 
omparison of theperforman
e provided by ea
h s
heduler to the di�erent SCs. Regarding the 
ontrol SC,Figure 9.10 shows statisti
s on average laten
y, the 99th per
entile of the CDF of laten
y,and the CDF of laten
y for the point of maximum load. This �gure shows that the three163
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omparison for the network 
ontrol SC.possibilities for the MinBW s
heduler provide a similar performan
e, whi
h is better thanthe performan
e provided by the DTable s
heduler. This is be
ause, as stated before, theMinBW s
heduler employs a stri
t priority me
hanism to s
hedule the FMC, whi
h is theVC that we have assigned to the 
ontrol SC. However, in the DTable s
heduler 
ase the
ontrol tra�
 does not have stri
t priority and it must 
ompete with the other tra�
.Regarding the VO and VI SCs, Figures 9.11 and 9.12 show statisti
s on averagelaten
y, the 99th per
entile of the CDF of laten
y, and the CDF of laten
y for the point164



9.4. PERFORMANCE EVALUATION IN A MULTIMEDIA SCENARIO
 0

 50

 100

 150

 200

 0.65  0.7  0.75  0.8  0.85  0.9  0.95  1

DTable
SCFQ−CA
DRR−CA
WFQ−CA

PSfrag repla
ementsGlobal Input LoadNormalized throughput per VCInje
tion rate per VC

Global Input LoadAveragelate
n
y(µs)

99th per
. lat. ( )Average laten
y (ms)99th per
. lat. (ms)Average jitter ( )Average jitter (ms)99th per
. jit. (µs)99th per
. jit. (ms)Normalized throughputProbabilityLaten
y ( )Laten
y (ms)Bu�er Size (MTUs)Normalized Video Inje
tion RateMTU (Flow 
ontrol 
redits)Number of endpoints  0

 100

 200

 300

 400

 500

 600

 700

 0.65  0.7  0.75  0.8  0.85  0.9  0.95  1

DTable
SCFQ−CA
DRR−CA
WFQ−CA

PSfrag repla
ementsGlobal Input LoadNormalized throughput per VCInje
tion rate per VC

Global Input Load

Average laten
y ( )

99thper
.l
at.(µs)

Average laten
y (ms)99th per
. lat. (ms)Average jitter ( )Average jitter (ms)99th per
. jit. ( )99th per
. jit. (ms)Normalized throughputProbabilityLaten
y ( )Laten
y (ms)Bu�er Size (MTUs)Normalized Video Inje
tion RateMTU (Flow 
ontrol 
redits)Number of endpoints  0

 0.2

 0.4

 0.6

 0.8

 1

 0  5
0

 1
00

 1
50

 2
00

DTable
SCFQ−CA
DRR−CA
WFQ−CA

PSfrag repla
ementsGlobal Input LoadNormalized throughput per VCInje
tion rate per VCGlobal Input LoadAverage laten
y ( )99th per
. lat. ( )Average laten
y (ms)99th per
. lat. (ms)Average jitter ( )Average jitter (ms)99th per
. jit. ( )99th per
. jit. (ms)Normalized throughput
Probability Laten
y (µs)

Laten
y (ms)Bu�er Size (MTUs)Normalized Video Inje
tion RateMTU (Flow 
ontrol 
redits)Number of endpoints
 0

 20

 40

 60

 80

 100

 120

 140

 0.65  0.7  0.75  0.8  0.85  0.9  0.95  1

DTable
SCFQ−CA
DRR−CA
WFQ−CA

PSfrag repla
ementsGlobal Input LoadNormalized throughput per VCInje
tion rate per VC

Global Input Load

Average laten
y ( )99th per
. lat. ( )Average laten
y (ms)99th per
. lat. (ms)

Averagejitte
r(µs)

Average jitter (ms)99th per
. jit. ( )99th per
. jit. (ms)Normalized throughputProbabilityLaten
y ( )Laten
y (ms)Bu�er Size (MTUs)Normalized Video Inje
tion RateMTU (Flow 
ontrol 
redits)Number of endpoints  0

 100

 200

 300

 400

 500

 600

 0.65  0.7  0.75  0.8  0.85  0.9  0.95  1

DTable
SCFQ−CA
DRR−CA
WFQ−CA

PSfrag repla
ementsGlobal Input LoadNormalized throughput per VCInje
tion rate per VC

Global Input Load

Average laten
y ( )99th per
. lat. ( )Average laten
y (ms)99th per
. lat. (ms)Average jitter ( )Average jitter (ms)
99thper
.j
it.(µs)

99th per
. jit. (ms)Normalized throughputProbabilityLaten
y ( )Laten
y (ms)Bu�er Size (MTUs)Normalized Video Inje
tion RateMTU (Flow 
ontrol 
redits)Number of endpointsFigure 9.11: Laten
y performan
e 
omparison for the voi
e SC.
 0

 50

 100

 150

 200

 0.65  0.7  0.75  0.8  0.85  0.9  0.95  1

DTable
SCFQ−CA
DRR−CA
WFQ−CA

PSfrag repla
ementsGlobal Input LoadNormalized throughput per VCInje
tion rate per VC

Global Input LoadAveragelate
n
y(µs)

99th per
. lat. ( )Average laten
y (ms)99th per
. lat. (ms)Average jitter ( )Average jitter (ms)99th per
. jit. ( )99th per
. jit. (ms)Normalized throughputProbabilityLaten
y ( )Laten
y (ms)Bu�er Size (MTUs)Normalized Video Inje
tion RateMTU (Flow 
ontrol 
redits)Number of endpoints  0

 100

 200

 300

 400

 500

 600

 700

 0.65  0.7  0.75  0.8  0.85  0.9  0.95  1

DTable
SCFQ−CA
DRR−CA
WFQ−CA

PSfrag repla
ementsGlobal Input LoadNormalized throughput per VCInje
tion rate per VC

Global Input Load

Average laten
y ( )

99thper
.l
at.(µs)

Average laten
y (ms)99th per
. lat. (ms)Average jitter ( )Average jitter (ms)99th per
. jit. ( )99th per
. jit. (ms)Normalized throughputProbabilityLaten
y ( )Laten
y (ms)Bu�er Size (MTUs)Normalized Video Inje
tion RateMTU (Flow 
ontrol 
redits)Number of endpoints  0

 0.2

 0.4

 0.6

 0.8

 1

 0  5
0

 1
00

 1
50

 2
00

DTable
SCFQ−CA
DRR−CA
WFQ−CA

PSfrag repla
ementsGlobal Input LoadNormalized throughput per VCInje
tion rate per VCGlobal Input LoadAverage laten
y ( )99th per
. lat. ( )Average laten
y (ms)99th per
. lat. (ms)Average jitter ( )Average jitter (ms)99th per
. jit. ( )99th per
. jit. (ms)Normalized throughput
Probability Laten
y (µs)

Laten
y (ms)Bu�er Size (MTUs)Normalized Video Inje
tion RateMTU (Flow 
ontrol 
redits)Number of endpoints
 0

 20

 40

 60

 80

 100

 120

 140

 0.65  0.7  0.75  0.8  0.85  0.9  0.95  1

DTable
SCFQ−CA
DRR−CA
WFQ−CA

PSfrag repla
ementsGlobal Input LoadNormalized throughput per VCInje
tion rate per VC

Global Input Load

Average laten
y ( )99th per
. lat. ( )Average laten
y (ms)99th per
. lat. (ms)

Averagejitte
r(µs)

Average jitter (ms)99th per
. jit. ( )99th per
. jit. (ms)Normalized throughputProbabilityLaten
y ( )Laten
y (ms)Bu�er Size (MTUs)Normalized Video Inje
tion RateMTU (Flow 
ontrol 
redits)Number of endpoints  0

 100

 200

 300

 400

 500

 600

 0.65  0.7  0.75  0.8  0.85  0.9  0.95  1

DTable
SCFQ−CA
DRR−CA
WFQ−CA

PSfrag repla
ementsGlobal Input LoadNormalized throughput per VCInje
tion rate per VC

Global Input Load

Average laten
y ( )99th per
. lat. ( )Average laten
y (ms)99th per
. lat. (ms)Average jitter ( )Average jitter (ms)
99thper
.j
it.(µs)

99th per
. jit. (ms)Normalized throughputProbabilityLaten
y ( )Laten
y (ms)Bu�er Size (MTUs)Normalized Video Inje
tion RateMTU (Flow 
ontrol 
redits)Number of endpointsFigure 9.12: Laten
y performan
e 
omparison for the video SC.of maximum load. They also show the average jitter and the 99th per
entile of the CDFof jitter. Figures 9.11 and 9.12 show that the DRR-CA variant of the MinBW providesthe worst laten
y and jitter performan
e of the four s
hedulers. If we 
ompare the WFQ-CA and the SCFQ-CA MinBW variants, and the DTable s
heduler, we 
an see that theyprovide a similar performan
e. In some 
ases, we 
an even see that the di�erent linesand/or 
on�den
e intervals are overlapped. However, the CDF shows that the DTables
heduler provides a slightly worse laten
y performan
e.165
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y performan
e 
omparison for the best-e�ort SCs.Regarding the CL SC Figure 9.13 shows statisti
s on average laten
y and the 99thper
entile of the CDF of laten
y. This �gure shows, like in the VO and VI SCs 
ases, thatthe DRR s
heduler provides the worst laten
y performan
e.Regarding the best-e�ort SCs Figure 9.14 shows statisti
s on throughput and av-erage laten
y. This �gure shows more 
learly than Figure 9.9 that the best-e�ort SCs areprovided a throughput and laten
y performan
e whi
h depend on the priority of ea
h SC.This �gure also shows that all the s
hedulers provide a similar performan
e to these SCs.166



9.4. PERFORMANCE EVALUATION IN A MULTIMEDIA SCENARIOSumming up, simulation results of the basi
 multimedia s
enario have shown thatwith an AC me
hanism for 
ontrolling the QoS tra�
 and a relatively small amount of
ontrol tra�
, we 
an 
ontrol the throughput and laten
y performan
e (and thus, the jitterperforman
e) of the QoS tra�
 whatever the load of best-e�ort tra�
. Moreover, simula-tion results have shown that the DRR s
heduler provides by far the worst performan
e ofthe four s
hedulers 
onsidered. Note also that the performan
e of this s
heduler dependson the frame length, and thus, in other s
enarios, the performan
e 
ould be even worse.On the other hand, the SCFQ-CA and WFQ-CA s
hedulers provide pra
ti
ally the sameperforman
e. The DTable s
heduler provides, ex
ept for the network 
ontrol tra�
, aperforman
e only slightly worse than the SCFQ-CA and WFQ-CA s
hedulers.9.4.4 E�e
t of the video inje
tion rateIn the basi
 multimedia s
enario, whi
h we have evaluated in the previous se
tion, we haveallowed less video 
onne
tions in the network than the per
entage of reserved bandwidthwould have permitted if we would have only 
onsidered the average inje
tion rate of ea
hvideo 
onne
tion. Spe
i�
ally, the VI VC has been assigned 50% of the link bandwidth but,we have inje
ted only 37% of video tra�
 into the network. This 
on�guration emulatesthat the bandwidth broker assigns an e�e
tive bandwidth to ea
h 
onne
tion depending onits tra�
 pattern 
hara
teristi
s, mainly the average and peak inje
tion rate. The e�e
tivebandwidth is the parameter that is a
tually taken into a

ount to reserve bandwidth inea
h link. As stated in Se
tion 3.4.6 in page 34, there are several proposals in the literatureto 
al
ulate the e�e
tive bandwidth. It is out of the s
ope of this thesis to de
ide whi
hof these proposals is the most appropriate. However, in this se
tion, we would like tofurther study the e�e
t of the 
al
ulation of the e�e
tive bandwidth in an intuitive way.Spe
i�
ally, we are going to show the e�e
t of varying the amount of video tra�
 that ispermitted into the network.Moreover, we are going to show the e�e
t of the video tra
e sele
ted to generate thevideo tra�
. In the basi
 multimedia s
enario we have employed a tra
e of the Paris videosequen
e to generate all the video tra�
, ea
h video 
onne
tion starting at an aleatoryframe. In this se
tion we are going to 
ompare the performan
e employing this video tra
ewith other three typi
al video tra
es. The 
hara
teristi
s of the sequen
es that we haveemployed are shown in Table 9.9. We have 
hosen these sequen
es be
ause they are popularin the evaluation of video performan
e [Vid℄.As stated before, we are going to show the e�e
t over the performan
e of varying thevideo inje
tion rate. In order to keep the global inje
tion rate 
onstant we are going to vary167



CHAPTER 9. PERFORMANCE EVALUATIONTable 9.9: Video sequen
es for performan
e evaluation.Name CIF/QCIF BandwidthHighway QCIF 0.492 Mb/sParis CIF 3.42 Mb/sMobile CIF 9.71 Mb/sFunny CCIF 13.00 Mb/salso the inje
tion rate of the best-e�ort tra�
. Table 9.10 shows the amount of bandwidthfrom ea
h SC that we inje
t in ea
h simulation point of this performan
e evaluation.Table 9.10: Bandwidth assigned and inje
tion rate per VC of ea
h simulation point.Inje
tion rateVC φi 0.25 0.28 0.31 0.34 0.37 0.40 0.43 0.46 0.49NC 0.091 0.01 0.01 0.01 0.01 0.01 0.01 0.01 0.01 0.01VO 0.05 0.05 0.05 0.05 0.05 0.05 0.05 0.05 0.05 0.05VI 0.5 0.25 0.28 0.31 0.34 0.37 0.40 0.43 0.46 0.49CL 0.234 0.22 0.22 0.22 0.22 0.22 0.22 0.22 0.22 0.22EE 0.078 0.16 0.15 0.14 0.13 0.12 0.11 0.10 0.09 0.08BE 0.031 0.16 0.15 0.14 0.13 0.12 0.11 0.10 0.09 0.08BK 0.016 0.16 0.15 0.14 0.13 0.12 0.11 0.10 0.09 0.08Total 1 1.01 1.01 1.01 1.01 1.01 1.01 1.01 1.01 1.01Simulation results have shown that there is no signi�
ant di�eren
e among the per-forman
e of the various s
hedulers. Therefore, we are going to show results only for theSCFQ-CA s
heduler. Figure 9.15 shows the inje
tion rate, throughput, average laten
yand the 99th per
entile of the CDF of laten
y provided by the SCFQ-CA s
heduler whenthe Paris sequen
e is employed. Note that this is the sequen
e employed in the basi
multimedia s
enario. The performan
e obtained when employing the other sequen
es fol-lows the same trend. This �gure shows that when the VI SC inje
tion rate is very highthe VI SC throughput is lower than the inje
tion rate. This is be
ause when the videoinje
tion rate is too high, even if is lower than the bandwidth assigned to the VI SC, the
ongestion produ
ed by the bursts of video tra�
 makes the network unable to provide allthe bandwidth that this SC has been assigned.Figure 9.15 also shows that before this video load point in whi
h 
ongestion makesthe network unable to provide all the required throughput, the laten
y of the video pa
ketshas already grown a lot. Therefore, generalizing to any tra�
 type, this study shows the168
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e per SC of the SCFQ s
heduler when varying the VI SC inje
tionrate and employing the Paris sequen
e.ne
essity of the bandwidth broker to 
arefully limit the tra�
 inje
tion. Note that in thebasi
 multimedia s
enario we inje
ted 0.37% of video tra�
, whi
h is just the inje
tionrate value before the video laten
y starts to grow a lot. However, taking into a

ount thelaten
y video requirements, we 
ould have 
hosen a higher value.Figure 9.15 also shows that the NC SC and the rest of QoS SCs are slightly a�e
tedby the amount of video tra�
 inje
ted. This is be
ause the amount of bandwidth left overby the VI SC tra�
 is distributed among the rest of VCs. When the video inje
tion ratede
reases, the amount of bandwidth that is distributed among the rest of VCs is biggerand thus, the performan
e of the rest of VCs is better.Figure 9.16 shows a 
omparison of the performan
e obtained by the VI SC depend-ing on the video sequen
e employed. Spe
i�
ally, this �gure shows statisti
s on throughput,average laten
y, the 99th per
entile of the CDF of laten
y, average jitter, and the 99th per-
entile of the CDF of jitter. Note that the throughput performan
e is 
ompared with thevideo inje
tion rate. This �gure shows that the performan
e of the VI SC, at the same169
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y performan
e 
omparison for the video SC when varying the VI SCinje
tion rate.

inje
tion rate, depends in a high degree on the video sequen
e. For example, the network isable to handle mu
h more easily the Highway sequen
e than the Paris, Funny, and Mobilesequen
es, whi
h are more bandwidth demanding sequen
es with bigger tra�
 bursts.170



9.4. PERFORMANCE EVALUATION IN A MULTIMEDIA SCENARIOSumming up, in this se
tion we have shown in an intuitive way that the bandwidthbroker must 
arefully 
al
ulate the e�e
tive bandwidth of ea
h 
onne
tion in order to
ontrol in a proper way the throughput, laten
y, and jitter provided to the SCs.9.4.5 E�e
t of the bu�er sizeIn the basi
 multimedia s
enario, whi
h we have evaluated in Se
tion 9.4.3 we have em-ployed a bu�er size in the swit
hes equal to 8 times the MTU. In this se
tion, we are goingto show the e�e
t of using other bu�er sizes. Spe
i�
ally, we are going to test the followingbu�er sizes: 1, 2, 4, 6, 8, 10, and 12 times the MTU. For all the 
ases we are going toinje
t the same tra�
 than in the maximum load point of the basi
 multimedia s
enario(see Figure 9.17).
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tion rate per SC when varying the bu�er size.Figure 9.18 shows a general overview of the performan
e when using the DTable,DRR-CA, and SCFQ-CA s
hedulers. We do not show statisti
s for the WFQ-CA s
hedulerbe
ause they are pra
ti
ally the same than in the SCFQ-CA 
ase. Spe
i�
ally, Figure 9.18shows statisti
s on throughput, average laten
y and the 99th per
entile of the CDF oflaten
y. This �gure shows that for very small bu�er sizes the performan
e provided by thes
hedulers is quite di�erent than when the bu�er size is bigger. This di�eren
e is biggerfor the DRR-CA s
heduler. Spe
i�
ally, the VI and CL SCs are a�e
ted in a negative way,both in throughput and laten
y performan
e. On the other hand, the best-e�ort SCs takeadvantage of the bad performan
e of the VI and CL SCs and are a�e
ted positively.Figures 9.19 and 9.20 show a more detailed 
omparison of the performan
e providedby the di�erent s
hedulers to the VI and CL SCs. Figure 9.19 shows that, when the bu�ersize is only 1 time the MTU, the s
hedulers 
annot provide the VI SC with all the bandwidth171
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e per SC of the DRR, SCFQ, and DTable s
hedulers when varyingthe bu�er size.that it requires. Note that this also makes the laten
y to grow a lot. This is be
ause thevideo tra�
 is 
omposed of bursts of large pa
kets and thus, with so a small bu�er, thelink level �ow 
ontrol me
hanism is going to blo
k and unblo
k the VI VC a lot of times,making impossible to take advantage of all its assigned bandwidth. This is going also toa�e
t not the throughput but the laten
y of the CL SC, as it is shown in Figure 9.20.Figures 9.19 and 9.20 also show that, in the DRR 
ase, the throughput obtainedby the VI and CL SCs is not equal to their inje
tion rate until bigger bu�er sizes than inthe rest of 
ases are employed. In the same way, the laten
y obtained by these SCs is veryhigh until quite big bu�er sizes are employed. The reason of this is that in the DRR-CAs
heduler 
ase VCs are 
y
led through and a 
ertain amount of pa
kets are transmittedfrom ea
h VC depending on the assigned proportion of link bandwidth. If the di�eren
eamong the bandwidth assigned to ea
h VC is big, the amount of information that shouldbe transmitted from the VCs that have been assigned a high bandwidth is also quite big.If the bu�ers are too small, there are not going to be enough pa
kets stored in the swit
h172
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y performan
e 
omparison for the video SC when varying the bu�ersize.
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y performan
e 
omparison for the 
ontrolled load SC when varying thebu�er size.to satisfy with the required amount of information to transmit and thus, the next a
tiveVC is going to be sele
ted after transmitting the last available pa
ket. This is going toprodu
e that the a�e
ted SC is not going to be able to take advantage of all the bandwidththat it has a
tually been assigned. In the 
urrent s
enario, the VI and CL SCs, whi
h arethe SCs that have been assigned most of the link bandwidth, are not able to use all theirassigned bandwidth and thus, their throughput and laten
y are a�e
ted negatively.Summing up, in this se
tion we have shown that all the s
hedulers, ex
ept the DRR,work in a proper way when the size of the swit
h bu�ers is at least twi
e the MTU. Onthe other hand, depending on the bandwidth assignation, the DRR may require very bigbu�er sizes to provide a proper throughput and laten
y performan
e.173



CHAPTER 9. PERFORMANCE EVALUATION9.4.6 E�e
t of the MTU sizeIn the basi
 multimedia s
enario, whi
h we have evaluated in Se
tion 9.4.3 we have em-ployed a MTU of 34, whi
h is the maximum possible value in AS. In this se
tion we aregoing to study the e�e
t of using other MTU values. Spe
i�
ally, we are going to testMTUs equal to 3, 5, 9, 17, and 34 �ow 
ontrol 
redits, whi
h are the possible MTU valuesfor both the bypassable and ordered uni
ast VCs in AS.Having a smaller general MTU value would allow us to assign less bandwidth to thebest-e�ort SCs in the DTable s
heduler 
ase. However, in order to make a fair 
omparison,we are going to keep the same bandwidth distribution among the VCs for all the MTU
ases than in the basi
 multimedia s
enario. Note that, even with smaller MTU values, the
on�guration of the SCFQ-CA, WFQ-CA, and DTable s
hedulers remains the same. In the
ase of the SCFQ-CA and WFQ-CA s
hedulers, this is 
lear be
ause their 
on�gurationdo not depend on the MTU value. However, in the 
ase of the DTable s
heduler, theMTU value 
ould a
tually have allow to 
hange the weight assigned to the table entries.Nevertheless, in this s
enario, in whi
h we have assigned a spe
i�
 MTU value of 3 �ow
ontrol 
redits to the NC and VO SCs, the weights must remain the same be
ause wealready employ su
h minimum weight to 
on�gure the weights assigned to their entries.The entry weights assigned to the rest of SCs must remain the same in order to keep thebandwidth proportion.On the other hand, the 
on�guration of the DRR-CA s
heduler is a
tually a�e
tedby the 
hange in the MTU value. In order to 
on�gure this s
heduler, we must assign atleast a quantum equal to the MTU to the VC with the least bandwidth assignation and aproportional quantum to the rest of VCs. Therefore, using a smaller MTU value entails asmaller frame length.Regarding the simulated tra�
 patterns, varying the MTU only a�e
ts the gener-ation of the CL SC tra�
. The tra�
 of this SC is emulated employing CBR tra�
 andthus, in order to keep it as CBR tra�
, pa
kets from ea
h CL 
onne
tion are generatedof the MTU size. The rest of SCs generate pa
kets of the same size than in the basi
multimedia s
enario and are split, if ne
essary, in smaller pa
kets depending on the MTUemployed.Figure 9.21 shows the general e�e
t of varying the MTU value from 3 to 34 whenthe SCFQ is employed. This �gure shows that the bigger the MTU value is, the worse thelaten
y performan
e of the 
ontrol and QoS SCs is. This trend is followed by the rest ofs
hedulers. This is be
ause when the MTU is smaller the best-e�ort pa
kets are in generalsmaller and they interfere less with the rest of SCs.174
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e per SC of the SCFQ-CA s
heduler when varying the MTU value.

Figure 9.22 shows a more detailed 
omparison of the performan
e provided by thedi�erent s
hedulers. Spe
i�
ally, it shows the average laten
y obtained by the 
ontrol andQoS SCs. The most important feature shown by this �gure is that, the smaller the MTUvalue is, the 
loser the performan
e that the DRR s
heduler provides is to the providedby the rest of s
hedulers. This is be
ause, as stated before, the smaller the MTU is, thesmaller the DRR frame length, and thus, the better performan
e it obtains. Moreover,in this simulation s
enario, we have kept the bu�er size invariable and thus, the relativebu�er size in
reases in relation with the MTU. This, as it has been shown in the previousse
tion, improves the DRR laten
y performan
e.Note, however, that employing small MTU values does not totally solve the prob-lem of the DRR s
heduler to provide QoS based on bandwidth and laten
y requirements.Employing small MTU values only alleviates the problem be
ause depending on the band-width distribution 
on�guration and the bu�er size, the DRR s
heduler is not going to beable to provide the desired performan
e. 175
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Figure 9.22: Laten
y performan
e 
omparison for the NC, VO, VI, and CL SCs whenvarying the MTU value.9.4.7 E�e
t of the network sizeIn the basi
 multimedia s
enario, whi
h we have evaluated in Se
tion 9.4.3 we have em-ployed a perfe
t-shu�e Bidire
tional Multi-stage Inter
onne
tion Network (BMIN) with64 endpoints 
onne
ted using 48 8-port swit
hes (3 stages of 16 swit
hes). In this se
tionwe are going to study the e�e
t of using other network sizes. Spe
i�
ally, we are going tosimulate networks with 16, 32, 64, 128, 256, and 512 endpoints that are 
onne
ted followinga shu�e pattern. Table 9.11 shows the number of 8-port swit
hes and stages that ea
hnetwork size involves.Simulation results have shown that there is no signi�
ant di�eren
e among theperforman
e of the various s
hedulers. Therefore, we are going to show results only for theSCFQ-CA s
heduler. Figure 9.23 shows the inje
tion rate, throughput, average laten
yand the 99th per
entile of the CDF of laten
y provided by the SCFQ-CA s
heduler fordi�erent network sizes. This �gure shows that there is only a slight in
rease in the laten
yperforman
e due to the in
rement in the network size. Therefore, we 
an say that, at least176



9.4. PERFORMANCE EVALUATION IN A MULTIMEDIA SCENARIOTable 9.11: Chara
teristi
s of the networks 
onsidered.Endpoints Swit
hes Stages16 8 232 24 364 48 3128 128 4256 256 4512 640 5
with a shu�e BMIN topology, the network size is not a determinant parameter in theperforman
e provided by the s
hedulers.
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CHAPTER 9. PERFORMANCE EVALUATION9.5 Con
lusionsIn this 
hapter we have evaluated the performan
e of our proposals in two di�erent s
e-narios. The �rst s
enario was intended to show the 
apa
ity of the various s
hedulersto provide laten
y di�erentiation. Moreover, this �rst s
enario has been used to showthe e�e
t of the w parameter of our de
oupling methodology on the laten
y performan
eprovided by the DTable s
heduler.Simulation results have shown that the higher the value of the w parameter, theworse laten
y performan
e the DTable s
heduler provides. We have shown that usingdi�erent spe
i�
 MTUs in
rements the �exibility of our de
oupling methodology withoutthe need of in
reasing the parameter too mu
h. However, the ex
essive pa
ketization ofthe messages may produ
e a negative e�e
t on the performan
e of the �ows. Therefore,the spe
i�
 MTUs should be assigned taking into a

ount the 
hara
teristi
s of the tra�
,spe
i�
ally, the size of the pa
kets.Regarding the 
apa
ity to provide laten
y di�erentiation, simulation results haveshown that the DRR-CA s
heduler is not able to provide any laten
y di�erentiation. Itprovides all the SCs with the same laten
y performan
e with independen
e of the assignedbandwidth. The DRR-CA s
heduler is only able to provide a di�erent saturation point toea
h SC depending on the bandwidth assignment. The SCFQ-CA s
heduler provides thoseSCs that have been assigned the same bandwidth with the same laten
y performan
e. Onthe other hand, those SCs that have been assigned a di�erent bandwidth re
eive a di�erentlaten
y performan
e. Finally, the DTable s
heduler is able to provide a di�erent laten
yperforman
e to those SCs that have been assigned a di�erent maximum distan
e betweenany pair of 
onse
utive table entries. This is true even when the SCs have been assignedthe same bandwidth.The se
ond s
enario was intended to evaluate the performan
e of our proposals toprovide QoS in an environment with a realisti
 mix of di�erent tra�
 
lasses. Spe
i�
ally,we have simulated a multimedia s
enario. Simulation results show that with the bandwidthbroker for 
ontrolling the QoS tra�
 and a relatively small amount of 
ontrol tra�
, we
an 
ontrol the throughput, laten
y, and jitter performan
e of the QoS tra�
 whatever theload of best-e�ort tra�
.Simulation results have also shown that the DRR s
heduler provides by far theworst laten
y performan
e of the four s
hedulers 
onsidered. Moreover, when the bu�ersize is small the DRR s
heduler is not even able to provide proper bandwidth guarantees.The performan
e provided by the DRR s
heduler improves for small MTU values. Howeverthis only alleviates the problem. Note also that the performan
e of this s
heduler depends178



9.5. CONCLUSIONSon the frame length, and thus, in other s
enarios, the performan
e 
ould be even worse.On the other hand, the SCFQ-CA and WFQ-CA s
hedulers provide pra
ti
ally the sameperforman
e. The DTable s
heduler provides, ex
ept for the network 
ontrol tra�
, aperforman
e only slightly worse than the performan
e obtained with the SCFQ-CA andWFQ-CA s
hedulers.With these two simulation s
enarios we have been able to study the 
apa
ity ofthe di�erent s
hedulers to provide QoS requirements based on bandwidth, laten
y, andjitter. However, as stated in Se
tion 3.5 in page 36, the performan
e that a s
heduler isable to provide is not the only parameter that must be taken into a

ount when de
idingwhi
h is the most appropriate s
heduler in a high-performan
e network with QoS support.Other very important property that a s
heduling me
hanism should satisfy is to have alow 
omplexity [Siv00℄.In Chapter 7 we have study the implementation and 
omputational 
omplexityof the di�erent s
hedulers. Apart from the results shown in that 
hapter, Figure 9.24shows a 
omparison of the 
omplexity of the di�erent s
hedulers with 8 VCs, a MTU of 32�ow 
ontrol 
redits, and for the 
ase of the DTable s
heduler, an arbitration table of 128entries. These values for the design parameters approximate the values employed in thetwo simulation s
enarios. Spe
i�
ally, this �gure shows the in
rement in sili
on area andminimum and maximum time required to perform the arbitration respe
t the sili
on areaand minimum time required by the DRR-CA s
heduler.
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on area and arbitration time 
omparison of the di�erent s
hedulers with8 VCs. Figure 9.24 shows that the DTable s
heduler requires less sili
on area than both im-plementations of the SCFQ-CA s
heduler (atomi
 and segmented) when the parallelizationgrade is less than 32. Regarding the arbitration time, this �gure shows that the minimum179



CHAPTER 9. PERFORMANCE EVALUATIONarbitration time of the DTable s
heduler is smaller than the atomi
 SCFQ-CA s
heduler.This would probably involve a faster arbitration time when the inje
tion rate of all theSCs is high. However, the maximum arbitration time is higher than the arbitration timerequired by the atomi
 SCFQ-CA s
heduler unless we in
rease the parallelization grade atleast up to 16. This value for the parallelization grade seems to be the most appropriate.This is be
ause it allows a faster arbitration than the atomi
 SCFQ-CA s
heduler withless sili
on area than both the atomi
 and segmented implementations of the SCFQ-CAs
heduler. The segmented SCFQ-CA s
heduler requires in general less time to perform thearbitration but, as stated in Se
tion 7.3.2 in page 115, it requires more time to 
al
ulatethe pa
ket tags, and thus the 
omparison is no so dire
t and would require further study.In any 
ase, Figure 9.24 shows that the DTable s
heduler requires less sili
on area to beimplemented and thus, in some situations where this parameter is 
riti
al, the DTables
heduler 
an be the best option.Summing up, if we 
onsider the results that the simulations have shown and theanalysis on the 
omplexity performed in Se
tion 7.5 in page 127 and also in this se
tion,we 
an 
on
lude that the DRR-CA s
heduler is the simplest of all the s
hedulers but, itis not appropriate to 
orre
tly provide QoS requirements. On the other hand, the DTables
heduler 
an be a good possibility when the number of table entries required is not toohigh. Finally, the WFQ-CA s
heduler only provides a slightly better performan
e thanthe SCFQ-CA s
heduler and it is rather more 
omplex than the SCFQ-CA s
heduler.Therefore, the SCFQ-CA s
heduler is probably the best option when the number of VCsis very high and thus, a too high number of table entries would be required for the DTables
heduler.
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Chapter 10
Con
lusions and future work
In this 
hapter we summarize the work done and dis
uss whi
h are the main 
ontributionsof our work, whi
h publi
ations have followed, and whi
h are the dire
tions of future work.10.1 Con
lusions and 
ontributionsAt the beginning of this work, we set some obje
tives. These obje
tives were summarizedin Se
tion 1.3 in page 3 and now we review them and show in whi
h degree they have beena

omplished.1. Studying the previous work. During the development of this thesis, a deep under-standing of the operation of high-performan
e inter
onne
ts and Quality of Servi
e(QoS) has been a
hieved. A summary of this 
an be found in Chapters 2 and 3.2. Studying the Advan
ed Swit
hing (AS) spe
i�
ation. A deep study of the spe
i�
a-tion, espe
ially of the me
hanisms intended to provide QoS requirements has beenperformed. A summary of this 
an be found in Chapter 4.3. Developing a simulation tool to model high-performan
e networks. A general highperforman
e network simulator has been developed in 
onjun
tion with AlejandroMartínez. This tool is a new development based on previous simulation tools used inthe resear
h group during many years. This simulator has been employed to obtainthe performan
e results shown in Chapter 9. The development of this simulation toolhas also helped to improve the understanding of the way of working of inter
onne
tionnetworks. 181



CHAPTER 10. CONCLUSIONS AND FUTURE WORK4. Proposing possible implementations for the MinBW s
heduler. We have highlightedthe 
onsiderations and problems that must be taken into a

ount when implementingthe MinBW s
heduler. Spe
i�
ally, the intera
tion with the AS link-level �ow 
ontrol.Most well-known s
heduling algorithms were designed without taking into a

ountthis. We have presented in Chapter 5 three possible implementations for the MinBWs
heduler, whi
h are based on well-known s
heduler algorithms, that ful�ll all therequirements for the MinBW s
heduler.5. Solving the problem of the AS table s
heduler with variable pa
ket sizes. We havesolved the problem of the table s
heduler by proposing to in
orporate a de�
it me
h-anism, whi
h makes the AS table s
heduler to work in a proper way with variablepa
ket sizes. The modi�ed table-based s
heduler, whi
h we have 
alled DTable, hasbeen presented in Chapter 6.6. De
oupling the bounding between the bandwidth and laten
y assignments of the tables
heduler. The DTable s
heduler may in
orporate, apart from the de�
it me
hanismthat solves the problem with variable pa
ket sizes, a way to indi
ate a weight per ea
htable entry. We have proposed a de
oupling 
on�guration methodology that assignsthe table entries among the virtual 
hannels attending to the laten
y requirements ofthe servi
e 
lasses, and the weights of the table entries attending to the servi
e 
lassesbandwidth requirements. In this way we a
hieve to de
ouple, at least partially, thebandwidth and laten
y assignation. We have presented this de
oupling methodologyin Chapter 6.7. Studying the hardware 
omplexity of the di�erent s
hedulers. We have modeled thedi�erent s
hedulers in Handel-C, a high level hardware design language, in orderto be able to obtain hardware estimates about the 
omplexity of the s
hedulers interms of sili
on area and arbitration time. We have 
ompared and analyzed thehardware requirements of the di�erent s
hedulers with di�erent values for the designparameters. We have presented this study in Chapter 7.8. Proposing a general framework for providing QoS over AS. We have presented a tra�

lassi�
ation attending to bandwidth, laten
y, and jitter requirements. Moreover, wehave proposed how to 
on�gure the s
hedulers and an admission 
ontrol me
hanismin order to provide QoS based on these requirements. We have presented theseproposals in Chapter 8.9. Evaluating our proposals from the performan
e point of view. We have evaluatedthe performan
e of our proposals with our simulation tool. We have 
onsidered182



10.2. APPLICABILITY OF OUR PROPOSALS IN OTHER TECHNOLOGIESthe traditional QoS indi
es su
h as laten
y, jitter, and throughput. We have also
ompared the performan
e provided by the di�erent s
hedulers. We have presentedthe main results of this performan
e evaluation in Chapter 9.Therefore, we 
onsider that all the obje
tives initially proposed are satisfa
torya

omplished.
10.2 Appli
ability of our proposals in other te
hnologiesAlthough our proposals have been intended for being applied in systems based on AS,they 
an be applied to other present and future network te
hnologies. Our study on theproblems of the intera
tion between the link-level �ow 
ontrol me
hanism and the egresslink s
heduling me
hanism is equally valid to any te
hnology that performs both, thes
heduling and the �ow 
ontrol, at a virtual 
hannel level. Therefore, our 
redit awareversions of the DRR, SCFQ, and WFQ s
heduling algorithms 
an be dire
tly implementedin su
h te
hnologies. Moreover, those new algorithms 
an be used as guidelines to adaptother well-known s
heduling algorithms to intera
t in a proper way with the �ow 
ontrolme
hanism.The DTable s
heduler 
an be implemented in any network te
hnology in whi
h theegress link s
heduling is performed at a virtual 
hannel level. This s
heduler would allowproviding bandwidth and laten
y requirements to the tra�
 that traverses ea
h virtual
hannel with a high degree of independen
e. Spe
i�
ally, it 
ould be easily implemented inIn�niBand just in
luding the de�
it me
hanisms in the In�niBand table-based s
heduler.This would allow the In�niBand s
heduler to work in a proper way with variable pa
ketsizes. Note that, although the DTable based s
heduler 
an a
tually be used at a �ow level,in order to handle a high number of �ows, an arbitration table with a lot of entries wouldprobably be required an thus, the DTable s
heduler would require too mu
h sili
on areato be implemented and its arbitration time would be too high.The bandwidth broker admission 
ontrol me
hanism, whi
h we have proposed toemploy in order to be able to provide QoS guarantees, 
an be employed in any te
hnologywith adaptative sour
e routing or at least deterministi
 routing. Note, that the requirementis that all the pa
kets belonging to the same 
onne
tion must traverse the same paththrough the network. 183



CHAPTER 10. CONCLUSIONS AND FUTURE WORK10.3 Publi
ationsThe di�erent proposals, developments, and results 
ompiled in this thesis have yield toseveral arti
les that have been published in journals or presented in international 
onfer-en
es and published in their pro
eedings. In the following, we show all these publi
ationsand give a brief des
ription of their main 
ontributions.10.3.1 International journals
• Martínez Vi
ente, Alejandro; Martínez Moráis, Raúl ; Alfaro Cortés, Fran
is
o J.;Sán
hez Gar
ía, José L. A Low-Cost Strategy to Provide Full QoS Supportin Advan
ed Swit
hing Networks. Journal of Systems Ar
hite
ture. July 2007.Impa
t: 0.402 (JCR 2005).In this paper, we 
ompare the performan
e of the me
hanisms provided by AS witha novel proposal to redu
e the number of virtual 
hannels.
• Martínez Moráis, Raúl ; Alfaro Cortés, Fran
is
o J.; Sán
hez Gar
ía, José L. Aframework to provide Quality of Servi
e over Advan
ed Swit
hing. IEEETransa
tional Parallel and Distributed Systems (TPDS). State: Under major re-vision.In this paper, whi
h is under major revision, we present our general proposals toprovide QoS over AS in a 
omprehensive way. We also present the DRR-CA, SCFQ-CA, and WFQ-CA implementations of the MinBW s
heduler. Moreover, we employthe DTable s
heduler with a �xed weight for all the table entries for the AS tables
heduler.
• Martínez Moráis, Raúl ; Alfaro Cortés, Fran
is
o J.; Sán
hez Gar
ía, José L. Provid-ing QoS based on bandwidth and laten
y requirements with the De�
itTable s
heduler. IEEE Transa
tions on Computers (TC). State: Under �rstrevision.In this paper, whi
h is under �rst revision, we thoroughly review the DTable s
hed-uler and our 
on�guration methodology. Moreover, we show the advantages of ourde
oupling 
on�guration methodology over the emulation of some �sorted-priority�algorithm like the WF2Q algorithm. 184



10.3. PUBLICATIONS10.3.2 International 
onferen
e with pro
eedings published by LNCS
• Martínez Moráis, Raúl ; Alfaro Cortés, Fran
is
o J.; Sán
hez Gar
ía, José L. Im-proving the Flexibility of the De�
it Table S
hedulers. Le
ture Notes inComputer S
ien
e Vol. 4297 (Pro
eedings of the International Conferen
e on HighPerforman
e Computing, HiPC), De
ember 2006. A

eptan
e rate: 52/282 = 18.4%.In this paper, we propose to employ a di�erent spe
i�
 MTU per ea
h virtual 
hannelin order to improve the �exibility of our DTable de
oupling algorithm. Moreover,we 
ompare the performan
e of the DTable s
heduler with the performan
e of theSCFQ-CA and DRR-CA s
hedulers.
• Martínez Moráis, Raúl ; Alfaro Cortés, Fran
is
o J.; Sán
hez Gar
ía, José L. Study-ing several proposals for the adaptation of the DTable s
heduler to Ad-van
ed Swit
hing. Le
ture Notes in Computer S
ien
e Vol. 4330 (Pro
eedingsof the 2006 International Symposium on Parallel and Distributed Pro
essing andAppli
ations, ISPA), De
ember 2006. A

eptan
e rate: 81/270 = 30%.In this paper, we present three di�erent possibilities to implement a full version ofthe DTable s
heduler in AS.
• Sï¾1

2
dring, Thomas; Martínez Moráis, Raúl ; Horn, Geir. A Statisti
al Approa
hto Tra�
 Management in Sour
e Routed Loss-Less Networks. Le
ture Notesin Computer S
ien
e Vol. 4208 (Pro
eedings of the High Performan
e Computingand Communi
ations, HPCC), September 2006. A

eptan
e rate: 95/328 = 28.96%.In this paper, we present a tra�
 management me
hanism to provide QoS to twoservi
e 
lasses with only one virtual 
hannel over AS.10.3.3 International 
onferen
e with pro
eedings published by IEEE

• Martínez Moráis, Raúl ; Alfaro Cortés, Fran
is
o J.; Sán
hez Gar
ía, José L. Pro-viding Quality of Servi
e over Advan
ed Swit
hing. International Conferen
eon Parallel and Distributed Systems (ICPADS), July 2006. A

eptan
e rate: 64/185= 35%.In this paper, we present a �rst approa
h of our general proposals to provide QoSover AS. We also present the SCFQ-CA implementation of the MinBW s
heduler.Moreover, we employ the DTable s
heduler with a �xed weight for all the table entriesfor the AS table s
heduler. 185
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• Martínez Moráis, Raúl ; Alfaro Cortés, Fran
is
o J.; Sán
hez Gar
ía, José L. Im-plementing the Advan
ed Swit
hing Minimum Bandwidth Egress LinkS
heduler. 5th IEEE International Symposium on Network Computing and Appli-
ations (NCA), July 2006. A

eptan
e rate: 35%.In this paper, we present a �rst version of our 
redit aware versions of the DRR,SCFQ, and WFQ s
heduling algorithms.
• Martínez Moráis, Raúl ; Alfaro Cortés, Fran
is
o J.; Sán
hez Gar
ía, José L. De
ou-pling the Bandwidth and Laten
y Bounding for Table-based S
hedulers.2006 International Conferen
e on Parallel Pro
essing (ICPP), August 2006. A

ep-tan
e rate: 64/200 = 32%.In this paper, we present the DTable s
heduler and its de
oupling 
on�gurationmethodology.
• Martínez Moráis, Raúl ; Alfaro Cortés, Fran
is
o J.; Sán
hez Gar
ía, José L. Eval-uating Several Implementations for the AS Minimum Bandwidth EgressLink S
heduler. 15th International Conferen
e on Computer Communi
ations andNetworks (ICCCN), O
tober 2006. A

eptan
e rate: 71/221 = 32.12%.In this paper, we thoroughly review the DRR-CA, SCFQ-CA, and SCFQ-CA s
hed-uler algorithms. Moreover, we make a theoreti
al study on their 
omplexity and
ompare their performan
e not only in terms of bandwidth and laten
y, but alsojitter.
• Martínez Moráis, Raúl ; Alfaro Cortés, Fran
is
o J.; Sán
hez Gar
ía, José L. Com-paring the laten
y performan
e of the DTable and DRR s
hedulers. Work-shop on Communi
ations Ar
hite
ture for Clusters (CAC), pro
eedings of the 21stIEEE International Parallel and Distributed Pro
essing Symposium (IPDPS), Mar
h2007. A

eptan
e rate: 10/31 = 32.25%.In this paper, we thoroughly 
ompare the performan
e and 
hara
teristi
s of theDTable s
heduler with the DRR s
heduler10.3.4 Other international publi
ations
• Martínez Moráis, Raúl ; Alfaro Cortés, Fran
is
o J.; Sán
hez Gar
ía, José L.; Skeie,Tor. A First Approa
h to Provide QoS in Advan
ed Swit
hing. Poster in the 12thIEEE International Conferen
e on High Performan
e Computing (HiPC), De
ember2005. 186



10.4. FUTURE WORKIn this paper, we present a very �rst approa
h of how to provide QoS over AS with�xed pa
ket sizes.10.4 Future WorkThe work that we have presented in this thesis 
an be expanded in several ways. In thefollowing, we present the resear
h lines that 
ould be followed in the future:
• Proposing more implementations for the MinBW s
heduler. In this workwe have proposed three possible implementations for the MinBW s
heduler basedon well-known s
heduling algorithms. It would be interesting to study the e�e
t ofthe link-level �ow 
ontrol in other well-known s
heduling algorithms and proposemodi�
ations when needed to solve the problems that may arise.
• Analyti
al study of the properties of the di�erent s
hedulers. In this work,we have evaluated the performan
e of the di�erent s
hedulers by simulation. Howeverit would be very interesting to perform an analyti
al study of the di�erent s
hedulersin order to obtain their formal 
hara
teristi
s. Spe
i�
ally, regarding to their laten
y
hara
teristi
s. In the 
ase of the MinBW s
heduler, this study would be fo
usedon determining the e�e
t of the �ow 
ontrol me
hanism over the formal propertiesof the well-known s
hedulers that we have 
onsidered. In the 
ase of the DTables
heduler, this study would be fo
used on obtaining expressions that would indi
atethe laten
y bounding that 
an be provided with the DTable s
heduler depending onthe maximum distan
e between any 
onse
utive pair of table entries.
• Tuning of the 
onne
tion admission 
ontrol. When a request for a new 
on-ne
tion is performed the admission 
ontrol must try to reserve the 
onne
tion anamount of bandwidth all along its path. This reservation should be done based onthe average laten
y and burstiness of the new 
onne
tion. In this work we have 
on-�gured the admission 
ontrol in an intuitive way. We have tested several possibleload values for the video tra�
, whi
h is the most problemati
 kind of tra�
, andwe have 
hosen the most appropriate load value. As stated in Se
tion 3.4.6 a lot ofdi�erent works have been presented on how to make this bandwidth reservation. Thisis the reason be
ause we have not studied this issue more deeply. However, it wouldbe interesting to evaluate and tune the performan
e of several of those proposals inthis environment. 187
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• Evaluation of the 
omplexity of the proposed s
hedulers in a full hardwaresystem model. In this work, we have modeled a full egress queuing system inHandel-C to test that the s
heduler implementations are working in a proper way.However, this implementation is just an emulation of a real egress queuing system. Itwould be very interesting to model a full real system, or to implement our s
hedulersin an existing model, that would in
lude endpoints and swit
hes. This would allowus to study the real intera
tion of the s
heduler with the rest of 
omponents of anendpoint or swit
h. Spe
i�
ally, it would allow us to obtain a more realisti
 
y
letime and also information on the e�e
t of the time required to stamp the pa
kets inthe SCFQ-CA s
heduler.
• Evaluation of the 
omplexity of the proposed s
hedulers in an ASIC plat-form. In this work, we have obtained hardware estimates about the 
omplexity ofthe s
hedulers that we have proposed, by obtaining the estimation on how manyNAND gates and how mu
h time would require the arbitration in a spe
i�
 FPGA.Although we have obtained the hardware estimates for all the s
hedulers 
omparingthe results for the same FPGA, it 
an still be some kind of dependen
e be
ause ofthe spe
i�
 FPGA ar
hite
ture and features. It would be interesting to obtain esti-mates for an Appli
ation Spe
i�
 Integrated Cir
uit (ASIC). These estimates wouldbe independent of any spe
i�
 FPGA.
• Tra�
 model of parallel appli
ations. In the performan
e evaluation we haveused a tra�
 model that is generally a

epted for inter
onne
tion network evalu-ation. In this model, ea
h pa
ket or message is independent of others. However,although this model is very 
onvenient for performan
e evaluation, in real life thereare dependen
ies between pa
kets.In general, a parallel appli
ation generates a limited number of messages before stop-ping until it re
eives the answers. In this way, instead of having in�nite queues ofmessages, the number of messages in �ight is limited by the number of 
ommuni
atingappli
ations.Even more important, the performan
e metri
 when dependen
ies of pa
kets aretaken into a

ount is not laten
y nor throughput, but the delay introdu
ed in appli-
ations by the 
ommuni
ations.In order to simulate this kind of tra�
, advan
ed tools are needed, like simulatorsdriven by exe
ution of real appli
ations. We have taken the �rst steps to integratethe SIMICS/GEMS simulator with a network simulator in order to do this kind ofevaluations. 188
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• Improvement of multimedia tra�
. When we have modeled multimedia tra�
we have used tra
es of video sequen
es and syntheti
 sour
es of audio tra�
. However,it 
ould be very interesting to study how the delays introdu
ed by the network a�e
tthe �nal quality of the signal re
eived by the user.In addition to this, there are many proposals on how to e�
iently map video se-quen
es into network pa
kets. In these proposals, there are some pa
kets that aremore important than others and di�erentiated QoS 
ould be applied to them.Finally, when video sequen
es have to be broad
asted to many users, there are spe
ialalgorithms that are used to distribute n sequen
es in su
h a way that a minimum ofbandwidth is used and, at the same time, the re
eivers have the maximum �exibil-ity to 
hoose whi
h sequen
e to see at any moment in time. These proposals takeadvantage of multi
ast tra�
, whi
h has not been treated in this thesis.
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