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Abstract  
 

Older adults report that understanding speech in noisy situations (e.g., a restaurant) is 

difficult. Repeated experiences of frustration in noisy situations may cause older adults to 

withdraw socially, increasing their susceptibility to mental and physical illness. 

Understanding the factors that contribute to older adults’ difficulty in noise, and in turn, what 

might be able to alleviate this difficulty, is therefore an important area of research. The 

experiments in this thesis investigated how sensory and cognitive factors, in particular 

attention, affect older and younger adults’ ability to understand speech in noise. First, the 

performance of older as well as younger adults on a standardised speech perception in noise 

task and on a series of cognitive and hearing tasks was assessed. A correlational analysis 

indicated that there was no reliable association between pure-tone audiometry and speech 

perception in noise performance but that there was some evidence of an association between 

auditory attention and speech perception in noise performance for older adults.  

Next, a series of experiments were conducted that aimed to investigate the role of 

attention in gaining a visual speech benefit in noise. These auditory-visual experiments were 

largely motivated by the idea that as the visual speech benefit is the largest benefit available 

to listeners in noisy situations, any reduction in this benefit, particularly for older adults, 

could exacerbate difficulties understanding speech in noise. For the first auditory-visual 

experiments, whether increasing the number of visual distractors displayed affected the visual 

speech benefit in noise for younger and older adults when the SNR was -6dB (Experiment 1) 

and when the SNR was -1dB (Experiment 2) was tested. For both SNRs, the magnitude of 

older adults’ visual speech benefit reduced by approximately 50% each time an additional 

visual distractor was presented. Younger adults showed the same pattern when the SNR was -

6dB, but unlike older adults, were able to get a full visual speech benefit when one distractor 
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was presented and the SNR was -1dB. As discussed in Chapter 3, a possible interpretation of 

these results is that combining auditory and visual speech requires attentional resources.  

To follow up the finding that visual distractors had a detrimental impact on the visual 

speech benefit, particularly for older adults, the experiment in Chapter 4 tested whether 

presenting a salient visual cue that indicated the location of the target talker would help older 

adults get a visual speech benefit. The results showed that older adults did not benefit from 

the cue, whereas younger adults did. As older adults should have had sufficient time to switch 

their gaze and/or attention to the location of the target talker, the failure to find a cueing 

effect suggests that age related declines in inhibition likely affected older adults’ ability to 

ignore the visual distractor.  

The final experiment tested whether the visual speech benefit and the visual 

distraction effect found for older adults in Chapter 4 transferred to a conversation-

comprehension style task (i.e., The Question-and-Answer Task). The results showed that 

younger and older adults’ performance improved on an auditory-visual condition in 

comparison to an auditory-only condition and that this benefit did not reduce when a visual 

distractor was presented. To explain the absence of a distraction effect, several properties of 

the visual distractor presented were discussed. Together, the experiments in this thesis 

suggest that the roles of attention and visual distraction should be considered when trying to 

understand the communication difficulties that older adults experience in noisy situations.  
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Chapter 1         

General Introduction                                                                            

1.1 Motivation  

Over the next 30 years, the proportion of the world’s population over 60 is 

expected to nearly double, from 12% to 22% (i.e., approx. 900 million to 2 billion; 

WHO, 2015). In order to maximize seniors’ quality of life, and minimize the financial 

and often emotional burden of illness on seniors themselves, caregivers, and publicly 

funded social services such as hospitals, societies should consider prioritizing the 

health and wellbeing of older adults. According to the World Health Organisation, 

one functional ability that fosters wellbeing in old age is building and maintaining 

relationships (WHO, 2015). This recommendation is consistent with research that has 

identified an association between social engagement and positive health outcomes 

later in life (Cherry et al., 2011; Gilmore, 2012). For example, in old age, individuals 

with higher levels of social engagement tend to have better memory (semantic, 

episodic, and working; James, Wilson, Barnes, & Bennet, 2001; Krueger et al., 2009), 

mobility (Mendes de Leon, Glass, & Berkman, 2003), and a reduced risk of mental 

illness such as depression (Hajek et al., 2017). In summary, communicating and 

connecting with others seems to be an important aspect of healthy ageing.  

Speech perception (i.e., hearing, recognising, and understanding what 

someone is saying) is a critical component of successfully communicating with 

others. However, speech perception can become less efficient later in life, especially 

in situations with background noise (Pichora-Fuller, Alain, & Schneider, 2017). 

Studying the processes involved in speech perception in noise, and how ageing 
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impairs these processes, is an important step in developing strategies to help 

individuals build and maintain relationships across the lifespan.  

The experimental research of this thesis focused on the contributions of visual 

speech, visual distractors, and cognition to speech perception in noise for younger and 

older adults. The next section of this introduction summarises the process of speech 

perception in quiet and in noise. This is followed by a brief history of the field of 

cognitive hearing science and a discussion of the behavioural methods that have been 

used to index speech perception within this field. Lastly, the introduction will provide 

an outline of the experiments included in this thesis.  

1.2 Speech Perception in Quiet and in Noise 

1.2.1 Auditory Speech Perception 

In ideal conditions (i.e., when a listener has no auditory pathology and is in a 

quiet environment) speech perception occurs relatively effortlessly and automatically. 

In general, speech perception is the result of bottom up processing (based on the 

acoustic signal) and top down processing (based on knowledge and meaning of 

language) working together (Goldstein, 2016). From an auditory perspective, the 

processing of speech can be understood in terms of the transmission of the acoustic 

signal from the environment to the brain. First, continuous and spectrally diverse 

acoustic speech signals travel through the outer, middle and inner ear. Within the 

inner ear, outer and inner hair cells in the cochlea convert sound vibrations into 

electrical signals. These signals are transmitted to the auditory nerve, the brain stem, 

and then to the auditory cortex for further processing. Next, listeners must map 

acoustic speech signals onto discrete meanings. This involves holding the speech 

signals in short term memory, recognizing specific phonetic categories (e.g., vowels 

and consonants), and matching these phonetic categories to higher level language 
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representation (i.e., words and sentences) in sematic long-term memory. Prior 

knowledge and experience (i.e., top down processing) facilitates the mapping process, 

allowing listeners to better understand language spoken in their environment (Denes 

& Pinson, 1993).  

However, speech is rarely produced in isolation; rather, day-to-day life 

requires speech to be understood in the presence of background noise. That is, other 

talkers and/or sounds from the environment often mask acoustic speech signals. In 

noise, listeners are charged with selectively attending to a talker of interest and 

segregating this speech signal from irrelevant sounds in the environment. Top down 

processing becomes more important for processing speech in noise, as context, 

knowledge, and experience help listeners to gain the gist of a message when the 

speech signal is degraded.  

While younger adults are able to perceive speech fairly well in noisy 

situations, many older adults experience difficulties understanding speech in noise, 

especially when the noise consists of competing meaningful speech (i.e., 

informational masking; Helfer & Freyman, 2008). As older adults’ often experience 

difficulties perceiving speech in noise to a greater extent than what might be expected 

based on their audiometric assessment, the underlying etiology of a speech in noise 

impairment likely goes beyond audibility (Spankovich, Gonzalez, Su, & Bishop, 

2018; Tremblay, Pinto, Fischer, Klein, Levy, Tweed & Cruickshanks, 2015). Thus, 

the field of cognitive hearing science, which is discussed in more detail in section 1.3 

of this introduction, aims to understand how both auditory and cognitive systems 

contribute to successful speech perception in noise, and how age-related changes to 

either of these systems may contribute to the communication challenges experienced 

by older adults.  
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1.2.2 Multimodal Speech Perception 

When visual information from a talker is available, speech perception is 

multisensory. This is demonstrated by results showing that the visual input in audio-

visual speech facilitates speech understanding in quiet (Davis & Kim, 2004) and in 

noise (Ross, Saint-Amour, Leavitt, Javitt, & Foxe, 2007; Sumby & Pollack, 1954) for 

listeners with and without hearing loss (Grant, Walden, & Seitz, 1998). Not only does 

the presentation of visual speech permit the listener to overcome ambiguities in the 

auditory signal and detect speech information unavailable to the auditory system 

(Jongman,Wang & Kim, 2003), but it appears to help with parsing speech input 

(Munhall, Jones, Callan, Kuratate, & Vatikiotis-Bateson, 2004). Visual speech also 

has a positive effect on the cognitive processes that are involved in speech processing 

and understanding, such as working memory (Frtusova & Phillips, 2016). 

Given the benefits for speech processing, cognitive hearing researchers have 

incorporated multimodal speech input into their models of language understanding 

(e.g., The Ease of Language Understanding (ELU) Model – Rönnberg et al, 2008; 

2013); however, these models do not provide thorough explanations of the role of 

cognition in multimodal speech perception or any potential effects of cognitive ageing 

on multimodal speech perception. This thesis research is grounded in the key concepts 

of cognitive hearing science that are presented in models like the ELU, but this 

research also aims to extend the field of cognitive hearing science by taking a 

multimodal (i.e., auditory-visual) approach to exploring the cognitive factors involved 

in speech perception.  
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1.3 Cognitive Hearing Science  

1.3.1 History 

As described by Arlinger, Lunner, Lyxell, and Pichora-Fuller (2009), 

cognition and hearing were mostly studied separately for the last quarter of the 20th 

century. Cognitive psychologists studied language processing largely by investigating 

reading, as visual stimulus presentation allowed for a high degree of control. Hearing 

researchers focused on the cochlea and peripheral, bottom-up processing rather than 

the cortex and top-down processing. Furthermore, audiologists focused on indexing 

hearing ability (or disability) by measuring the perception of simple tones and words 

(Arlinger, Lunner, Lyxell, & Pichora-Fuller, 2009).  

Within the last 20 years, the field of cognitive hearing science has emerged 

due to a need to understand how individuals cope in more ecologically valid 

conditions (e.g., in noise). Importantly, audiologists and hearing researchers have 

identified a difference between hearing and listening, whereby listening involves both 

auditory and cognitive factors (Kiessling et al., 2003). The study of ageing has been a 

source of unity between the once disparate hearing and cognitive science 

communities. Indeed, an increasingly senior population has been a catalyst for the 

development of a cognitive hearing science, as the need to understand how speech 

perception changes across the lifespan, and to design better technologies to assist 

older adults, becomes a more pressing issue. 

A coming together of the hearing and cognitive sciences is evident in the early 

21st century (Schneider and Pichora-Fuller, 2000; Wingfield, Tun, & McCoy, 2005). 

Schneider and Pichora-Fuller (2000), for example, argued that in order to understand 

how perception and cognition are affected by age, they must be considered as an 

integrated system. Wingfield, Tun, and McCoy (2005) also summarised the auditory 



 

 6 

and cognitive factors involved in language comprehension and identified how aging 

could affect different components of this auditory-cognitive system. Wingfield, Tun, 

and McCoy (2005) highlighted the role of working memory and age-limited 

processing resources (i.e., attentional resources), two cognitive constructs that 

continue to be key concepts within the field of cognitive hearing science.  

1.3.2 Key Concepts  

1.3.2.1 Working Memory 

The most prominent cognitive factor studied within cognitive hearing science 

is working memory. For this thesis, working memory is defined as a limited capacity 

system that is responsible for processing and temporary storage of information for 

complex cognitive tasks (Baddeley, 2012). The role of working memory in 

understanding speech in adverse listening conditions is proposed in the ELU Model 

(Rönnberg et al., 2013; Rönnberg, Holmer, & Rudner, 2019), which is described in 

more detail in Chapter 2 of this thesis. Notably, the ELU model does not propose a 

distinct model of working memory in itself, rather, core components of the ELU 

model (i.e., the multimodal episodic buffer and the domain free general capacity 

system) are consistent with core components of Baddeley’s (2012) model (i.e.,  the 

episodic store and the central executive; Baddeley, 2012; Rönnberg et al., 2013; 

Wingfield, 2016).  

Although several measures of working memory capacity exist (Conway, Kane, 

Bunting et al. 2005), the tasks most commonly used within cognitive hearing science 

are auditory-verbal, complex-span tasks (i.e., The Reading Span and the Listening 

Span). Performance on these tasks has been associated with performance on speech 

recognition in noise tasks for older adults with and without hearing loss (Akeroyd, 

2008; Gordon-Salant & Cole, 2016). These studies suggest that, in addition to (or 
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instead of) hearing sensitivity, age-related declines in working memory capacity could 

contribute to older adults’ difficulty understanding speech in noise.  

1.3.2.2 Attention 

Attention is a complex domain of cognition that is conceptualized and studied 

differently across different research disciplines (Neumann, 1996). Within the field of 

cognitive hearing science, attention has been conceptualized in three ways: as a 

limited capacity of resources, as multidimensional, and as an element of the working 

memory system. Although described individually below, these conceptualizations are 

not necessarily mutually exclusive. For example, a capacity of attentional resources 

could control how attention is divided between two tasks, and in turn how efficiently 

and accurately information from each task is encoded in working memory. Further, all 

three conceptualizations imply that attention facilitates performance on a task (e.g., 

speech understanding) by allowing a perceiver to “withdraw from some things [e.g., 

noise] in order to deal effectively with others [e.g., speech perception]” (James, 

1890).  

1.3.2.2.1 Attention as a Limited Capacity of Resources 

Kahneman’s (1973) Capacity Model of Attention suggests that each person 

has a limited capacity of attentional resources, that the maximum capacity varies 

between individuals, and that the amount of resources supplied to a task increases as 

the task becomes more difficult or “effortful”. This understanding of attention has 

influenced the development of the Framework for Understanding Effortful Listening 

(FUEL), which defines listening effort as “the deliberate allocation of mental 

resources to overcome obstacles in goal pursuit when carrying out a [listening] task” 

(Pichora-Fuller et al., 2016, p. 11). This definition highlights a critical relationship 

between the allocation of mental resources (which are interchangeably referred to as 
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attentional resources, processing resources, cognitive resources and resources within 

the literature) and cognitive effort. That is, measuring the extent to which attentional 

resources have been allocated should index the degree of effort required to complete a 

[listening] task (Pichora-Fuller et al., 2016).  

The dual-task paradigm (Koch, Poljac, Muller, et al., 2018), has been widely 

adopted as a method to estimate the amount of mental resources allocated to listening 

(i.e., the degree of listening effort; Gagné, Besser, & Lemke, 2017; McGarrigle, 

Munro, Dawes, et al., 2014; Strand, Brown, Merchant, et al., 2018). For the dual-task 

paradigm, participants’ performance on a primary task (e.g., speech recognition in 

noise) and a secondary task (e.g., counting how many times a particular shape appears 

on the screen) are measured when each task is presented alone (i.e., single-task 

performance) and when the tasks have to be completed simultaneously (i.e., dual-task 

performance). The difference between single task performance and dual-task 

performance for the secondary task is referred to as the dual-task cost, and is 

interpreted as a measure of the amount of cognitive resources spent on the primary 

task (Koch, Poljac, Muller, et al., 2018). Older adults with and without hearing loss 

tend to have greater dual-task costs than younger adults with normal hearing 

(Degeest, Keppler, & Corthals, 2015; Tun, McCoy, & Wingfield, 2009; Ward, Shen, 

Souza, Grieco-Calub, 2017, Xia, Nooraei, Kalluri, & Edwards, 2015).  

Although dual-task methodology is grounded in the Kahneman’s (1973) 

Capacity Model of Attention, the most suitable dual-task paradigm to measure 

listening effort has not been determined. As such, there is considerable variability in 

how dual-task procedures are designed, particularly in the selection of secondary 

tasks (Gagné, Besser, & Lemke, 2017). Rather than have participants perform two 

tasks concurrently (which inherently different than performing one task) the 
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experiments presented in chapters three, four, and five of this thesis aimed to 

manipulate the attentional demands of the listening task itself, and compare younger 

and older adults performance across conditions that differ in their demand on 

attentional resources.  

1.3.2.2.2 Attention as a Multidimensional Construct 

Within the FUEL, attention is defined as “a multidimensional construct that 

includes orienting, selecting, and/or focusing on environmental stimuli (e.g., speech) 

or internal representations (e.g., thoughts) for varying periods of time”. Although this 

is a very broad definition of attention, it effectively captures that attention is often 

understood as multiple different processes. Examples of these processes include 

selective attention (i.e., focusing on one aspect of a stimulus input while ignoring or 

filtering out another; Phillips, 2016), divided attention (i.e., processing two or more 

tasks or sources of information at the same time; Phillips, 2016), sustained attention 

(i.e., maintaining focus over time), and attention switching (i.e., switching the focus 

of attention from one object or location to another). These dimensions are often 

further divided according to the modality of stimuli being studied (e.g., auditory 

selective attention) as an effect of attention in one modality does not necessarily 

generalise to a different modality (Guerreiro, Murphy, & Van Gerven, 2013; Shinn-

Cunningham, & Best, 2008). The Test of Everyday Attention (TEA) has been used 

within cognitive hearing science to index these sub-processes of attention separately, 

in both auditory and visual modalities (Robertson, Ward, Ridgeway, & Nimmo-

Smith, 1994). The TEA is used to measure sub-dimensions of attention in Chapter 2 

of this thesis.  

The concept of orienting is also included in the FUEL’s definition of attention. 

Orienting is one of three attention networks proposed by Posner and Peterson (1990; 
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2012) and represents the selection of a spatial location (or modality) to be the focus of 

one’s perception, which in turn enhances the processing of stimuli at that location (or 

within that modality). Depending on the stimuli and task, orienting can be automatic 

or voluntary, and, in a visual context, overt (i.e., performed with head and/or eye 

movements) or covert (performed without a change in head or eye movement; Erel & 

Levy, 2016; Posner & Petersen, 1990). The attention network theory proposes three 

subprocesses of orienting: disengaging from the current focus, shifting to the new 

location or modality, and engaging attention at the new location or modality (Erel & 

Levy, 2016; Posner & Petersen, 1990). Although they are not specifically referenced 

within the FUEL’s definition of attention, the remaining attention networks included 

in Posner and Petersen (1990) are alerting (i.e., achieving and maintaining a state of 

optimal vigilance for detecting and processing stimuli), and executive control (i.e., co-

ordinating goal directed behaviour by managing information selection during complex 

tasks, resolution of conflict between competing cognitive processes, and co-ordinating 

process switching; Fan, Gu, Guise et al., 2009).  

Support for Posner’s theory of attention networks comes from the well-

established attentional cueing paradigm (Posner, Snyder, & Davidson, 1980). As 

such, one strategy used by cognitive hearing scientists to measure the role of attention 

is speech processing has been to adapt the original visual cueing paradigm to an 

auditory cueing paradigm that includes a speech perception component (Kidd, 

Arbogast, Mason, & Gallun, 2005; Singh, Pichora-Fuller, & Schneider, 2008; Singh, 

Pichora-Fuller, & Schneider, 2013). Studies that have taken this approach suggest that 

knowing where to listen helps older adults to understand speech in noisy situations, 

but that having to switch attention (i.e., disengage and reengage) to different locations 

in an auditory scene may be particularly challenging for older adults (Singh, Pichora-
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Fuller, & Schneider, 2013). The experiment presented in Chapter 4 of this thesis uses 

an adapted visual cueing paradigm to investigate the role of attention in auditory-

visual speech perception in noise.  

1.3.2.2.3 Attention as an Element of Working Memory 

Attention has also been conceptualised as an element of the working memory 

system (Wingfield, 2016). That is, some cognitive scientists have suggested that the 

successful storage and manipulation of information within the working memory 

system is moderated by an individual’s ability to control and sustain attention 

(Cowan, 2005; Engle, 2002; Wingfield, 2016). Indeed, Engle (2010) argues that 

individual differences in performance on complex span tasks reflect the ability of the 

central executive component of the working memory system to focus attention to 

stimuli and/or representations critical to a task, keep that information available in 

active memory or easily and quickly retrievable from inactive memory, and inhibit 

any stimuli or representations that would interfere with this process.  

Engle’s (2010) proposition is supported by studies that have found a strong 

association between performance on complex span tasks and measures of attentional 

control. That is, individuals with high working memory capacities (as measured by 

complex span tasks) perform significantly better on dichotic listening tasks and the 

executive control portion of the Attention Network Task, in comparison to individuals 

with low working memory capacities (Conway, Cowan & Bunting 2001; Redick & 

Engle, 2006). McCabe, Roediger, McDaniel, Balota and Hambrick (2010) also found 

that performance on complex span tasks was highly correlated to several measures of 

executive functioning (i.e., attentional control as conceptualised from a 

neuropsychologist perspective). McCabe et al. (2010) concluded that a common 

attention-related component, which they labelled “executive attention”, likely 



 

 12 

underlies performance on both complex-span and executive functioning tasks. Most 

experiments in this thesis included an auditory-verbal complex span task (i.e., the 

listening span task) primarily as a measure of working memory capacity, however, it 

is recognised that performance on this task may be influenced by the ability to control 

attention.  

1.3.3 Ecological Validity 

Both this thesis research and the field of cognitive hearing science have a 

deeper motivation – that of trying to ensure that their endeavours relate to real-life 

communication concerns. In this regard, it is important to briefly review the concept 

of ecological validity within the constraints of experimental research paradigms. 

 Ecological validity is an abstract concept that consists of various dimensions 

(e.g., the nature of Research Setting or Context; the nature of the Stimuli and the 

nature of the Task, Behaviour, or Response). Thus, it is difficult to arrive at general 

criteria for determining whether any given experiment is ecologically valid or not. 

What is important is whether the context, stimuli, or responses have captured the 

critical aspects of the phenomena in question (Schmuckler, 2001). 

In an effort to understand the role of cognition in communication challenges 

that listeners face during day-to-day interactions, researchers have taken standard 

speech recognition tasks and adapted certain components of these tasks (i.e., the 

stimuli presented or the response format) to incorporate features of real-life listening. 

In using this controlled approach, the goal is not necessarily to create a speech 

perception test that is identical to real-life, but to systematically test how critical 

components of real-life listening, in their most basic form, affect the skill under 

examination (i.e., speech perception). For example, to examine difficulties in speech 

perception in noise, an experimenter might use a noise stimulus (e.g., speech shaped 
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noise) and signal-to-noise ratios (SNRs) that do not often occur in daily-life but that 

nevertheless capture important aspects of the phenomenon – i.e., a challenging 

situation in which the speech signal is degraded.  

However, there are critical aspects of the phenomenon in question (i.e., 

communication in challenging conditions) that are not typically incorporated into 

research designs. For example, considering the nature of the stimuli presented, visual 

distraction is not usually included in experiments testing auditory-visual speech 

perception in noise (i.e., the visual speech benefit). Although these studies extend the 

ecological validity of auditory-only speech perception tasks, they could be 

overestimating the benefit that visual speech provides in a more complex visual scene. 

Furthermore, when considering response measures, almost all speech perception in 

noise research has used word recall as a response measure. This effectively measures 

word recognition, but minimizes the importance of having to actually understand 

what was said. 

The following section summarises the two key components of behavioural 

speech perception in noise tests (i.e., the stimuli presented and the response format), 

and how each component has been manipulated in order to incorporate components of 

real-life listening into experimental paradigms. Strengths and limitations of the 

approaches that have been used are also discussed.  

1.4. Behavioural Measures of Speech Perception in Noise  

1.4.1 Auditory Stimuli 

Two essential components of any speech perception in noise task are the 

auditory speech signal and the auditory masker (i.e., noise). The linguistic complexity 

of the input signal used for speech perception in noise tasks varies across studies and 

has been shown to influence the degree to which cognitive processes are engaged. 
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That is, more linguistically complex signals (e.g., sentences) tend to be more strongly 

associated with cognitive processes than less complex speech signals (e.g., phonemes, 

syllables, words; Heinrich, Henshaw, & Ferguson, 2015). Studies that aim to assess 

the role of processes that may be engaged in real-life listening (especially the role of 

cognition) have typically used more complex linguistic inputs, such as IEEE 

sentences (Dryden, Allen, Henshaw & Heinrich, 2017; Rothauser et al., 1969; Schoof 

& Rosen 2014). These standardised sentences are presumed to measure the sensory 

and informational processing skills necessary for real-life listening while controlling 

for potential confounding variables such as context and speech clarity. That is, 

standardised sentences typically have low predictability, consist of read speech that is 

clearly articulated, are produced in quiet with noise added at a later time, and do not 

have conversational context. The experiments presented in the first three experimental 

chapters used standardised sentences (and thus the controls listed above) as the speech 

signal so that the results from these experiments could be compared to the majority of 

previous studies on ageing and speech perception in noise.  

 The type of noise used to mask speech signals also varies across studies but 

has been broadly classified into two categories: energetic and informational. Energetic 

masking refers to when the temporal and spectral properties of the speech signal and 

noise overlap, limiting the audibility of the signal (Cooke, Garcia-Lecumberri & 

Barker, 2008; Kidd, Mason, Richards, Gallun, & Durlach, 2008; Pollack,1975). The 

effect of energetic masking on speech perception is therefore highly dependent on the 

degree of acoustic overlap between the speech signal and the noise masker. That is, 

the greater the acoustic overlap, the greater the effect that energetic masking will have 

on speech perception.  
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Informational masking is a term used to describe all remaining sources of 

interference with a speech signal when the effects of energetic masking have been 

accounted for (Cooke, Garcia-Lecumberri & Barker, 2008). In general, it is proposed 

to occur in conditions where speech is masked by another source of speech (e.g., a 

single talker, multi-talker babble; Kidd, Mason, Richards, Gallun, & Durlach, 2008; 

Pollack, 1975). Informational masking is arguably more cognitively demanding than 

energetic masking, as listeners need to differentiate between what the talker of interest 

is saying versus another irrelevant talker. However, depending on the spectral 

characteristics of the informational masker, it is possible to have both energetic and 

informational masking at the same time. Although differentiating between the effects 

of informational and energetic masking is a debated topic (e.g., Durlach, 2006), the 

proposed effects of each masker type are summarized in Figure 1.1.  

 
Figure 1.1. Energetic and Informational Masking. Figure adapted from Cooke, 
Garcia-Lecumberri & Barker, 2008.  
 

Informational masking (i.e., eight talker babble) was used for the auditory-

only speech perception in noise task presented in the first experimental chapter (i.e., 
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Chapter 2). However, given that the focus of the thesis was on manipulating visual 

information, I controlled the characteristics of the auditory masker as much as 

possible by using energetic masking. That is, for the experiments presented in 

Chapters 3,4, and 5, speech-shaped noise was derived from the long-term average 

spectrum of the speech signals recorded and then mixed (with the same speech 

signals) at specific SNRs.  

In order to avoid ceiling effects, the SNRs employed for the experiments 

included in this thesis, and for most research on ageing and speech perception in 

noise, are generally more adverse than SNRs that have been estimated for real-life 

communication situations (To & Chung, 2014; Weisser & Buchholz, 2019). Although 

the use of particularly adverse SNRs likely represents relatively rare conditions in 

daily life, it is possible that performance at these adverse SNRs draws on similar 

processes to those used during more favourable conditions (Weisser & Buchholz, 

2019). However, it is also possible that the involvement of cognitive abilities during 

speech perception in noise is modulated by specific characteristics of a listening 

situation, such as the SNR (Helfer & Freyman, 2014; Henrich & Knight, 2016; 

Naylor, 2016). Additional research is needed to understand the precise situations in 

which cognitive abilities come into play in listening.  

1.4.2 Visual Stimuli  

Some speech perception in noise tasks do incorporate visual stimuli in that a 

video of a face uttering the auditory signal is presented (in addition to the auditory 

signal and noise) for some trials. The results of these studies indicate that seeing a 

talker’s face is one of the largest intelligibility benefits available to a perceiver. That 

is, when a talker’s face can be seen, speech recognition in noise improves by 

approximately 10-15dB in comparison to an auditory-only baseline (i.e., the visual 
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speech benefit; Ross, Saint-Amour, Leavitt, Javitt, & Foxe, 2007; Sumby & Pollack, 

1954). As even the most advanced hearing aid technology is only able to provide 

approximately a 3-5 dB benefit in noise (e.g., Wu et al., 2019), visual speech is 

clearly an important source of speech-related information.  

1.4.2.1 Do older and younger adults get a visual speech benefit in noise when 

visual distractors, in addition to visual speech that matches the auditory signal, 

are within the visual field? 

Existing research suggests that older and younger adults have equal access to 

the visual speech benefit in noise (Cienkowski & Carney, 2002; Jesse & Janse, 2012; 

Middelweerd & Plomp, 1987, Sommers, Tye-Murray, Spehar, 2005; Tye-Murray, 

Spehar, Myerson, Hale & Sommers, 2016; Winneke & Phillips, 2011); however, as 

the visual stimuli presented for these studies was not demanding on visual-spatial 

attention (i.e., there was only one face to look at/attend to), any consequences of 

cognitive ageing on the ability to gain a visual speech benefit would not have been 

observed. As research suggests that auditory-visual processing requires visual-spatial 

selective attention (Andersen et al., 2009; Tiippana, Anderson, & Sams, 2004; Alsius  

& Soto-Faraco, 2011), and that older adults have limited attentional resources and 

control (Craik & Byrd, 1982; Craik & Salthouse, 2011; Greenwood & Parasurman, 

2004; Lustig, Hasher, & Zacks, 2007; Madden, Connelly & Pierce, 1994), it is 

possible that the presence of visual distractors within the visual field may interfere 

with older adults’ ability to get a visual speech benefit.  

This proposal was explored in the current thesis by comparing younger and 

older adults’ speech recognition in noise performance on standard auditory-only and 

auditory-visual conditions, to performance on auditory-visual conditions with 

additional visual information (i.e., visual distractors). That is, by incorporating a 
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component of real-life listening that is not usually included in speech perception in 

noise tasks (i.e., visual distractors), the experiments presented in Chapters 3, 4, and 5  

aimed to test how age-related changes in attentional resource capacity and visual-

spatial attention affect older adults’ ability to gain a visual speech benefit in noise.  

1.4.3 Response Format 

 Although the majority of speech perception in noise tasks use verbatim recall 

as a response format, researchers have started to test alternative response formats that 

may be more representative of speech perception in real-life. That is, during day-to-

day interactions, listeners are not typically asked to report back exactly what they 

have heard. Rather, listeners need to be able to understand the gist of what was said 

and make an appropriate response within a socially acceptable amount of time (Best, 

Streeter, Roverud, Mason, & Kidd Jr., 2016).  

One method researchers have used to measure speech comprehension rather 

than speech recognition is to present participants with multiple-choice and/or short 

answer style questions during or after the presentation of a speech stimulus (i.e., a 

passage or discourse; Best, Keidser, Buchholz, Freeston, 2016; Best, Keidser, 

Freeston, & Buchholz, 2016; Gordon, Daneman, & Schneider, 2009; Schneider, 

Daneman, Murphy, & See, 2000; Sommers, Hale, Myerson et al., 2011; Tye-Murray, 

Sommers, Spehar et al., 2008). Although this method captures the speech 

comprehension component of listening, it also places demands on skills that may not 

be particularly relevant to speech perception, such as reading ability. 

 The Question-and-Answer Task (which is discussed in more detail in Chapter 

5), on the other hand, does not require participants to read text in order to select a 

response as it uses a true/false response format (Best, Streeter, Roverud, Mason, & 

Kidd Jr., 2016). One practical benefit of a true/false response format is that it 
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facilitates the presentation of visual speech stimuli, as participants should be able to 

keep their eyes focused on a computer monitor rather than a keyboard (Best, Streeter, 

Roverud, Mason, & Kidd Jr., 2016). A true/false response format also allows 

researchers to obtain both accuracy and appropriate response time data. Response 

time, although not typically measured for speech perception tasks due to response 

format limitations, could be useful for measuring the cognitive demands of listening 

(i.e., listening effort; van den Tillaart-Haverkate, de Ronde-Brons, Dreschler, & 

Houben, 2017).  

1.5 Overview of Thesis  

At a broad level, the research in this thesis aimed to expand the agenda of 

cognitive hearing science to encompass multimodal speech perception. More 

specifically, the experiments focused on the contributions of visual speech, visual 

distractors, and cognition to speech perception in noise for younger and older adults. 

A focus on these factors is rare, but in my view, concern with the influence of such 

factors fits squarely with the underlying goal of cognitive hearing science (i.e., a 

greater understanding real-life listening).  

First, I evaluate the performance of 30 younger and 30 older adults on a 

standard, auditory-only, speech perception in noise task and a series of tasks 

measuring auditory, cognitive, and lifestyle factors that contribute to speech 

perception in noise ability (Chapter 2). The results from this study characterize the 

participant groups that were generally tested for the subsequent auditory-visual 

experiments included in this thesis. In Chapter 3, I test how seeing multiple talkers 

affects the visual speech benefit in noise for younger and older adults. For this 

experiment, I adapted the standard speech in noise paradigm, where participants are 

required to identify speech in noise for auditory-only and auditory-visual conditions, 
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by manipulating the number of talking faces (1, 2, 4, or 6) presented for the auditory-

visual conditions. In Chapter 4, I test whether younger and older adults can gain a 

standard visual speech benefit when visual speech that matches the auditory signal 

and visual speech that does not match the auditory signal (i.e., a visual speech 

distractor) are presented, and the location of the matching talker’s face is visually 

cued. Lastly, in Chapter 5, I present an auditory-visual version of a conversation-

comprehension style task (i.e., the Question-and-Answer Task) and test whether 

visual distraction affects younger and older adult’s performance (response time and 

accuracy) on this task. Together, the aim of these chapters is to increase our 

understanding of the role that cognition plays in auditory-visual speech perception in 

noise, and how cognitive ageing affects speech perception in noise for older adults. It 

should be noted that as the experiments have been written as a series of papers, there 

is some necessary overlap between the introductions of each chapter. The candidate is 

preparing manuscripts for submission to academic journals.  
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Chapter 2 

Exploring the effect of age on auditory, cognitive, and life-

experience factors that contribute to speech perception in 

noise ability  

2.1 Introduction  

A common complaint among older adults is that understanding speech in noisy 

environments is challenging (CHABA,1988; Pichora-Fuller, Alain & Schneider, 2017). As 

communication often takes place in locations with some degree of noise (e.g., a café), and as 

social interaction is related to positive mental and physical health outcomes (Cherry et al., 

2013; Gilmore, 2012), strategies to help older listeners overcome this challenge would be 

beneficial for an ageing population (Heinrich et al., 2016). A critical first step in developing 

these strategies, however, is understanding the factors that contribute to the communication 

difficulties that many older adults experience.  

It has been proposed that understanding the basis of older adults’ speech perception 

difficulties requires a consideration of peripheral, central, and cognitive factors (CHABA, 

1988). Based on this division, researchers have tested the peripheral, central, and the 

cognitive hypotheses separately, with the majority of work focusing on the peripheral 

hypothesis (Humes et al., 2013; Van Rooij et al, 1989). Within the last decade, however, 

there has been a greater focus on the idea that an individual’s difficulty in noise could be due 

to a combination of contributions from peripheral, central, and/or cognitive factors, and that 

the distinction between these three factors may become less clear as a listening task becomes 

more complex (Akeroyd, 2008; Heinrich, Henshaw, & Ferguson, 2015; Pichora-Fuller, Alain 

& Schneider, 2017).  



 

 

 

22 

The main aim of this chapter is to characterise the auditory-peripheral and cognitive 

functioning of the participant groups (i.e., 30 younger and 30 older adults) that completed the 

speech perception in noise tasks included in this thesis. Although the individual participants 

were not exactly the same for each experiment, participant groups in chapters 2, 3, and 4 are 

likely similar to the samples tested for the present study, as identical recruitment methods 

were used for all experiments (i.e., younger adults were students from Western Sydney 

University and older adults were recruited from community groups such as computer clubs).  

The remainder of this introduction will review existing research on ageing and speech 

perception in noise, starting with a brief discussion of the role of the peripheral and temporal 

processing components of the auditory system and then focusing on the role of three 

cognitive factors: processing speed, working memory, and attention. The potential 

modulating effects of life experiences (e.g., exercise) on cognition and audition are also 

discussed. 

2.1.1 Auditory Ageing  

2.1.1.1 Hearing Sensitivity 
 

Although age-related hearing loss (i.e., presbycusis) typically presents as increased 

hearing thresholds (particularly at high and low frequencies) and poor frequency resolution, 

different cochlear pathologies can underlie these symptoms (Gates & Mills, 2005; Yamasoba 

et al., 2013). That is, sensory, neuronal, and/or metabolic damage to the cochlea can all result 

in hearing loss and consequently, difficulties understanding speech. The cause and severity of 

an individual’s hearing loss can vary in relation to particular environmental, life-experience, 

and genetic risk factors. For example, cardiovascular health has been related to metabolic 

damage (i.e., the functioning of the stria vascularis), whereas noise exposure has been related 

to sensory hair cell loss (Gates & Mills, 2005; Yamasoba et al., 2013).  

The most widely used measure of hearing loss is the pure-tone audiogram. For this 
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measure, listeners are presented with pure-tones at varying frequencies, and the volume at 

which a person is able to detect the sound at each frequency is determined. However, 

research investigating how age-related changes in hearing sensitivity (measured by the pure-

tone audiogram) affect speech perception in noise has produced mixed results. Some studies 

indicate that older adults’ average hearing loss at moderately-high frequencies (i.e., 1000Hz, 

2000Hz, 4000Hz) can account for a significant portion of variance in performance on speech 

perception in noise tasks (i.e., 50-75%; Amos & Humes 2007; Humes 1994, Humes, 2013; 

Schoof  & Rosen, 2014; Van Rooij et al, 1989), whereas other studies have only found a 

significant correlational relationship between speech perception in noise and hearing 

sensitivity at particularly high frequencies (i.e., 6000 Hz, 8000 Hz, 10,000 Hz; Besser, 

Festen, Goverts, Kramer, Pichora-Fuller, 2015). Due to this discrepancy, the current study 

will examine moderately-high and high hearing thresholds separately for both younger and 

older adults. However, as there are studies that have not found any relationship between 

speech perception in noise and moderately-high or high pure-tone thresholds (e.g., Dubno 

1984; Duquesnoy, 1983; Jerger, 1992; Vermiglio, Soli, Freed, & Fisher, 2012), and as 

younger and older adults with clinically normal pure-tone audiometric thresholds still display 

variance in performance on speech perception in noise tasks (e.g., Füllgrabe, Moore & Stone, 

2015; Schoof & Rosen, 2014), the audibility of a speech signal cannot be the only 

requirement for accurate speech perception in noise. 

2.1.1.2 Temporal Processing 

 Independent of hearing sensitivity, an age-related decline in auditory temporal 

processing could contribute to older adults’ difficulties understanding speech in noise 

(Pichora-Fuller & MacDonald 2007; Gordon-Salant, Fitzgibbons, Yeni-Komshian, 2011). 

Moore (2008) describes auditory temporal processing as the decomposition of sound in the 

time domain onto a slowly varying envelope (ENV) superimposed on a more rapidly varying 
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temporal fine structure (TFS). Both ENV and TFS processing are important for perceiving 

the phonetic, phonemic, and prosodic components of speech, particularly in noise (Pichora-

Fuller & MacDonald 2007, Schnieder & Pichora-Fuller, 2001).  

Support for age-related declines in ENV processing comes from studies measuring 

gap detection thresholds. For these studies, listeners are asked to detect a brief silent interval 

inserted in an otherwise continuous tone or noise burst. The shortest silent interval that a 

listener can detect is the gap detection threshold (GDT, Gordon-Salant, Fitzgibbons, Yeni-

Komshian, 2011). Gap detection thresholds tend to increase with age, however more robust 

age differences seem to occur when the gap is located near the stimulus onset or offset (He et 

al., 1998) rather than centrally (He et al., 1998; Schneider et al., 1994; Snell, 1997 ), and 

when the duration of markers is short (i.e., < 500ms; Schnieder & Hamstra, 1999). Older 

adults’ GDTs have been associated with consonant identification and speech perception in 

noise performance (Pichora-Fuller & MacDonald 2007; Snell, Mapes, Hickman & Frisina, 

2002; Tyler, Summerfield, & Wood, 1982; Vermeire, 2016).  

Several studies also suggest that TFS processing declines with increasing age (Ross et 

al., 2007; Grose & Mamo, 2010; Hopkins and Moore, 2011; Moore et al., 2012a, 2012b; 

Füllgrabe, 2013; King et al., 2014; Füllgrabe et al., 2015; He, Mills, Dubno, 2007). For 

example, studies measuring frequency modulation (FM) detection (He et al., 2007), pitch 

discrimination (Füllgrabe, 2013), and inter-aural phase or time difference detection (Grose & 

Mamo, 2010), all support an age-related deficit in TFS processing. Furthermore, TFS 

processing has been related to performance on concurrent vowel identification and speech 

perception in noise tasks (Sheft, 2012; Pichora-Fuller & MacDonald 2007, Snyder & Alain, 

2005). 
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2.1.2 Cognitive Ageing  

To test the cognitive hypothesis (i.e., that age-related declines in cognitive 

functioning contribute to older adults’ difficulties understanding speech in noise; CHABA, 

1988) researchers have focused on measuring three cognitive factors: Processing Speed, 

Working Memory, and Attention. This section will define each of these cognitive factors, 

describe how they are typically measured in behavioural research, and provide an overview 

of the results from research that has investigated the role of each factor in speech perception 

in noise ability.  

2.1.2.1 Processing Speed 

Processing Speed Theory was developed by Salthouse (1996) and refers to the 

proposal that a major factor underlying age-related differences in cognitive functioning 

between older and younger adults is the reduction in the speed with which cognitive 

operations can be executed that occurs in old age. This theory would therefore predict that 

older adults’ speech in noise difficulties are in part due to this general decline in the speed at 

which cognitive operations can be successfully completed. With regard to speech processing, 

this proposal has been supported by studies showing that older adults understand less speech 

than younger adults when the rate at which speech is presented is increased, particularly 

when the target speech is presented with noise (Tun, 1998). Further support for processing 

speed theory comes from studies that have found measures of processing speed (e.g., the 

Digit Symbol Substitution Test; Wechsler, 1981) to be reliably associated with older adults’ 

performance on speech perception in noise tasks (Helfer, 2014; Tun, 1999; van Rooij, Plomp, 

& Orlebeke, 1989; Zekveld, Kramer, & Festen, 2011). It is worth noting, however, that other 

studies have reported that measures of processing speed are not significantly predictive of (or 

correlated with) speech perception in noise performance (Gordon Salant & Cole, 2016; 

Schoof and Rosen, 2014), and suggest that other auditory (e.g., temporal processing) and 
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cognitive (e.g., working memory) skills may be more critical for explaining variance in 

speech perception in noise abilities.  

2.1.2.2 Working Memory 

 Working memory is the most prominent cognitive construct within the field of 

cognitive hearing science. Working memory is defined as a limited capacity system that is 

responsible for processing and temporary storage of information during complex cognitive 

tasks, such as language comprehension. According to Baddeley’s multi-component model of 

working memory, the system is comprised of a control process (i.e., the central executive) 

and multiple storage processes (i.e., the visual spatial sketchpad and the phonological loop) 

that connect to long-term memory (Baddeley, 2012). Since working memory is understood as 

a limited capacity system, there is always a trade-off between storage and processing; if a 

task requires more processing, then less information can be stored, and vice versa. 

Furthermore, when an individual’s working memory capacity is reached, then both storage 

and processing are impaired. 

An individual’s working memory capacity is typically measured by performance on a 

complex span task (i.e., The Reading Span or The Listening Span), which index the ability to 

simultaneously store and process information. In the most widely used version of the reading 

span test, a participant reads a set of sentences and determines if each sentence makes sense 

or not (e.g., “the girl sang a song” vs “the train sang a song”). After a set of sentences have 

been presented, the participant is asked to recall the final word from each sentence in a set. 

The set size is gradually increased and an individual’s working memory capacity is 

determined by the largest set size that a participant can correctly recall a specified proportion 

of the final words (Daneman & Carpenter, 1980; Rönnberg et al., 2013). Older adults tend to 

perform worse on the reading span test than younger adults, although there is considerable 

within-sample variability for both age groups (Souza, Arehart, & Neher, 2015). 
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2.1.2.2.1 How Working Memory Contributes to Speech Perception in Noise  

One prominent proposal for why and how working memory is involved in speech 

understanding (particularly in adverse listening conditions) is the Ease of Language 

Understanding (ELU) model (Figure 2.1; Rönnberg et al. 2008, 2013, 2019). The key 

proposal of this model is that when speech is degraded in some way, working memory 

resources are recruited to aid understanding. If an individual has a reduced working memory 

capacity (e.g., as in an older adult), then her/his ability to recruit top-down working memory 

resources will be less efficient, resulting in reduced speech comprehension in difficult 

listening situations. 

 
Figure 2.1. Summary of the Ease of Language Understanding (ELU) Model (Ronnberg, 2008 
and 2013). [1] Multimodal speech input is Rapidly, Automatically, and Multimodally Bound 
into Phonological representations by an episodic buffer termed RAMBPHO. [2b] When an 
incoming signal matches a stored representation in the long-term memory, language 
understanding is automatic or implicit. [2a] If an incoming signal does not match a stored 
representation in Long Term Memory (LTM), due to hearing loss or a degraded signal, a 
mismatch occurs. In this case, working memory resources are engaged in order to support 
understanding. The slower, explicit processing loop recruits information from the semantic 
LTM in an attempt to fill in missing information. 
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2.1.2.2.2 Testing the ELU Model  

2.1.2.2.2.1 Complex Span Tasks  

The ELU model suggests that working memory capacity is important for speech 

understanding in noise for all listeners. However, research suggests that age and hearing 

status may combine to moderate the effect of working memory on speech perception in noise 

(Füllgrabe & Rosen, 2016). For example, verbal measures of working memory capacity (e.g. 

The Reading Span; Daneman & Carpenter, 1980) have been consistently related to 

performance on speech perception in noise tasks for older adults with hearing loss. Studies 

testing younger and older adults with normal hearing, however, have produced mixed results 

(Füllgrabe & Rosen, 2016; Gordon-Salant & Cole, 2016; Schoof and Rosen, 2014). 

Similarly, Schoof and Rosen (2014) did not find a significant relationship between reading 

span scores and speech perception in noise performance for younger and older adults with 

normal hearing. Indeed, a meta-analysis conducted by Füllgrabe and Rosen (2016) indicated 

that individual variations in working memory capacity account for less than 2% of variance 

in speech perception in noise identification scores for younger adults with normal hearing. 

However, there are studies that suggest that working memory is important in speech 

understanding even for those with normal hearing if a sensitive measure is used. For instance, 

Gordon-Salant and Cole (2016) divided normal hearing participants into groups based on age 

and performance on an auditory-verbal working memory capacity measure (i.e., The 

Listening Span), and found that younger and older adults with high working capacities had 

lower SRTs (i.e., performed better) than younger and older adults with low working memory 

capacities. From this, it would seem that the listening span measure may be more sensitive to 

age-related changes in working memory than other working memory tasks.  
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2.1.2.2.2.2 Simple Span Tasks 

Although the reading span and listening span are the measures most often used to 

operationalize working memory within the field of cognitive hearing science, several studies 

have also used simple span tasks such as the digit span. Using the digit span in addition to 

complex span tasks is advantageous as this allows for a more direct investigation of the 

subcomponents of working memory (Millman & Mattys, 2017). That is, forward digit span is 

thought to measure the phonological storage component of working memory; whereas 

backwards digit span is thought to measure both phonological storage and executive control 

(i.e., storage and processing; Millman & Mattys, 2017). A meta-analysis conducted by Bopp 

and Verhaeghen (2005) suggests that older adults tend to perform worse than younger adults 

on both the forward digit span and the backwards digit span; however, there is typically a 

greater age difference for backwards digit span (i.e., when both storage and processing are 

required).  

Studies that have investigated the relationships between ageing, performance on digit 

span tasks, and speech recognition in noise have produced variable results. In contrast to 

Bopp and Verhaeghen (2005), Füllgrabe et al. (2015) did not find a significant difference 

between younger and older adults’ performance for forward or backward digit span. 

However, for the older adults in Füllgrabe et al.’s (2015) study (who had normal hearing) 

both forward digit span and backward digit span were significantly related to performance on 

a sentence recognition in noise task (DSF: r = 0.76, DSB: r = 0.59; p < 0.05). These 

correlations remained significant when the younger and older adults were grouped together 

(with age partialled out; DSF: r = 0.65 DSB: r = 0.47, p < 0.05). Heinrich et al., (2015) also 

administered both the backwards and forwards digit span measures to older adults (i.e., 44 

subjects aged 50-74, M = 65.3, SD = 5.7), however, they only found a significant relationship 

between backwards digit span and the speech recognition in noise task (r = -0.32, p < 0.05). 



 

 

 

30 

That is, Heinrich et al’s. (2015) results suggest that older adults who had higher scores on 

backwards digit span performed better on a speech recognition in noise task (i.e., lower 

speech reception thresholds on the Adaptive Sentence List). In contrast, Millman and Mattys 

(2017) tested 30 adults, 31-67 (M = 53.5, SD = 9.4) years of age and found that age was 

predictive of performance on forward digit span (R2 = 0.15, p = 0.03); however, age was not 

predictive of performance on backwards digit span (R2 = 0.05, p = 0.25). Further, neither of 

the digit span tests improved the fit of the regression models for predicting speech 

recognition in noise for any of the SNR’s tested.  

2.1.2.3 Attention  

The role of attention in understanding speech in difficult listening situations has been 

proposed in the Framework for Understanding Effortful Listening (FUEL; Pichora-Fuller et 

al., 2016). The FUEL (See Figure 2.2) is based on Kahneman’s (1973) Capacity Model of 

Attention which proposed that individuals have a limited capacity of attentional resources 

and that the decision to allocate attentional resources to a specific task (e.g., listening) 

depends on both the demands of the task and the motivation of the individual. In the context 

of listening, the FUEL suggests that as the quality of a speech signal becomes poorer (due to 

hearing loss, noise, or accented speech) the demand for attentional resources increases, which 

subsequently increases the degree of listening effort (i.e., “the allocation of mental resources 

in goal pursuit when carrying out a listening task” Pichora-Fuller et al., 2016, pp.13S). Thus, 

according to FUEL, age-related declines in the overall capacity and/or ability to control 

attentional resources could contribute to older adults’ difficulties understanding speech in 

noise (Phillips, 2016). Reduced motivation and general fatigue could also affect how older 

adults allocate attentional resources to listening tasks (Pichora-Fuller et al., 2016).  

Since the FUEL was published, research into the validity and reliability of various 

methods to index listening effort has increased (e.g., pupillometry, EEG, questionnaires; 
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Hughes, Hutchings, Rapport, McMahon, Boisvert, 2018; Miles et al., 2017). However, less 

work has focused specifically on the relationship between attention and speech perception in 

noise. Indeed, Dryden, Allen, Henshaw, and Heinrich (2017) concluded that attention was not 

featured in a sufficient number of studies to be included in a meta-analysis reviewing the 

association between cognition and speech perception in noise. As cognitive ageing research 

suggests that various attentional processes decline with age (Craik & Byrd, 1982; Zanto & 

Gazzaley, 2014), further research is needed to understand how age-related declines in 

attention could be contributing to the difficulties that older adults experience in noisy 

situations.  

As attention is such a multifaceted construct, it is possible that uncertainty regarding 

the best way to behaviourally measure attention may have contributed to the lack of research 

focused on ageing, attention, and speech perception in noise. One approach has been to use 

the Test of Everyday Attention (TEA; Robertson, Ward, Ridgeway, & Nimmo-Smith, 1994). 

The TEA consists of a series of auditory and visual tasks that claim to measure selective 

attention, sustained attention, attention switching, and working memory, respectively. 

Füllgrabe, Moore, and Stone (2015), for example, administered a comprehensive cognitive 

test battery that included the TEA to younger and older adults with normal hearing. They 

found that younger adults performed significantly better than older adults on the selective 

attention and attention switching measures. However, they found that for an older adult 

participant group, none of the TEA measures were significantly related to consonant or 

sentence recognition in noise after applying a Holm Bonferroni Correction (See Füllgrabe et 

al., 2015 for a summary of r values). 

Alternatively, Anderson, White-Schwoch, and Parbery-Clark (2013) extracted the 

auditory attention quotient (AAQ) from the Integrated Visual and Auditory Continuous 

Performance Test of Attention (IVA+) as an index of sustained attention. For this study, the 
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IVA+, as well as a variety of other hearing, cognitive, and speech perception tasks, were 

administered to 120 older adults with normal hearing. The AAQ was positively correlated 

with the sentence recognition in noise task (i.e., the HINT; r = 0.265, p < .01). However, the 

AAQ was not a significant predictor of HINT performance in a hierarchical regression model 

(B = 0.159, SE B = 0.106, β = 0.152, p = 0.138).  

 

 
Figure 2.2. An adaptation of Pichora-Fuller et al.,’s (2016) interpretation of Kahneman’s 
(1973) Capacity Model of Attention in relation to listening effort. Available cognitive 
capacity and arousal both increase or decrease depending on the current input related 
demands (e.g., speech in noise). The allocation policy and the evaluation of demands work 
together to govern which activities need capacity and how much they will receive. According 
to Kahneman (1973), the allocation policy is influenced by 1) Enduring dispositions (i.e., 
bottom- up or “automatic” attention), 2) Momentary intentions (i.e., top-down or 
“intentional” attention), 3) The evaluation of demands, and 4) Effects of arousal. Fatigue, low 
motivation, low arousal, or displeasure can influence a) the evaluation of demands on 
cognitive capacity and b) intentional (i.e., top-down) attention. Attention related responses 
can be used to index listening effort.  
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2.1.2.4 Life-Experience Factors  

Anderson, White-Schwoch, and Parbery-Clark (2013) outline four life-experience 

factors (i.e., Social Economic Status, Intellectual Engagement, Musical Training, and 

Physical Activity) that may moderate older adults’ speech perception in noise abilities. In 

summary, each of these factors has been associated with aspects of cognition such as working 

memory and attention (Luo, 2005; Netz et al., 2011; Parbery-Clark, Anderson, Hittner, 

Kraus, 2012; Parbery Clark, Strait, Anderson, Kraus, 2011; Salthouse, 2006). As these life-

experience factors may play a role in offsetting cognitive decline and in turn supporting 

speech perception in noise later in life, they are worthwhile including in any general 

characterization of an older adult cohort.  

2.1.2.5 The Present Study 

The present study aimed to evaluate 30 younger and 30 older adults’ performance on 

a standard speech in noise task and to evaluate the same participants’ performance on a series 

of tasks measuring auditory and cognitive factors that have been previously shown to affect 

speech perception in noise ability (as outlined above). The research inventory included 

measures of hearing sensitivity, auditory temporal processing, processing speed, (short-term 

and working) memory, and (selective and sustained) attention. Questionnaires were also 

administered to measure life-experience factors (e.g., physical activity) that could moderate 

the relationships between age, cognition, and speech perception in noise. The principle 

motivation in conducting the current study was to provide a detailed characterisation of an 

older adult cohort typical of that tested in subsequent experiments included in this thesis. 
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2.2 Method 

2.2.1 Participants 

Thirty older adults (17 Females, MAge = 70) were recruited from the Western-Sydney 

region by advertisements in public places (e.g., libraries) and appeals to community clubs 

(e.g., The Rotary Club). Older adults received $50 for their participation. Younger adults (n = 

30; 20 Females, MAge = 21) were students at Western Sydney University and participated for 

course credit. All participants passed a screening test for cognitive impairment (i.e., 

Addenbrooke’s Cognitive Examination; Mioshi, Dawson, Mitchell, Arnold, & Hodges, 2006) 

and did not wear hearing aids at the time of testing.  

2.2.2 Equipment  

A laptop PC (Windows 7) was used in all computer-based tasks unless otherwise 

stated. Sound was delivered through Sennheiser HD280pro headphones. Depending on the 

task, response collection was made via either a mouse click, a button press, or orally. For 

cognitive tests (paper-based) participants and the experimenter sat across from each other at a 

table in a sound attenuated booth and completed the tasks. Depending on the task, 

participants gave their response orally or provided a written response.  

2.2.3 Speech Perception in Noise  

Speech Reception Thresholds in Noise (SRTn) were assessed using National Acoustic 

Laboratories’ Beautifully Adaptive Speech Test (BASTE; Keidser, Dillon, Meja, Nguyen, 

2013). The program presents Bamford-Kowal-Bench (BKB) sentences in 8 talker babble 

noise. After each sentence is presented, participants orally repeat as many words as possible 

and the researcher selects all of the morphemes correctly reported via a mouse click 

(morphemes for each sentence are visible to the researcher on the monitor). The algorithm 

uses this morphemic score to adapt the noise level for the next item(s). The program was set 
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to determine the SRTn at 50% correct for each participant. A lower SRTn indicates better 

speech perception in noise abilities.  

2.2.4 Hearing  

2.2.4.1 Pure-tone Audiometry (PTA) 

Pure-tone thresholds for both ears (Diagnostic Audiometer, AD229e) were measured 

at 7 different frequencies (0.25,0.5, 1, 2, 4, 6, and 8 kHz). Thresholds from moderately-high 

frequencies (1, 2, and 4 kHz) and high frequencies (6 & 8 kHz) were averaged to produce a 

mean moderately-high threshold and a mean high threshold respectively.  

2.2.4.2 Temporal Processing  

2.2.4.2.1 Gap Detection threshold (GDT) 

The stimuli for estimating Gap Detection thresholds (GDTs) were created using a 

custom written MATLAB script. The GDTs were estimated for the broadband noise probe 

which were 750 ms long and were generated at a sampling frequency of 44100Hz. The broad 

band noise was further band pass filtered between 100-7999Hz with a 10ms raised cosine ramp 

applied at the onset and offset of the noise. The gap was introduced at the temporal centre of 

the noise. The onset and offset of the gap had a 0.5 ms raised cosine ramp. The overall duration 

of noise with and without the gap was same. 

To estimate the gap detection thresholds, a transformed 2-down-1-up adaptive 

psychophysical procedure was used (Levitt, 1971). The responses from the participants were 

acquired using a 2-interval, 2 alternate forced choice (2I2AFC) method that estimated the 

70.7% point on a psychometric function. Among the two intervals, one contained a 

continuous 750 ms broadband noise burst with no gap and another interval contained a gap. 

The gap in the noise was randomly assigned to one of the intervals. Both the intervals were 

presented in succession with an inter-stimulus interval of 250ms. A participant’s task was to 

attend to both the intervals and to identify the interval with the gap by clicking on the options 
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1 or 2 on the computer screen. Response accuracy feedback was provided after each trial. The 

starting duration of the gap was 10 ms for both age groups. Subsequently, following two 

correct responses, the duration of the gap was reduced by 1.25 ms and duration was increased 

by 1.25 ms after an incorrect response. The task was stopped after eight reversals. A 

geometric mean of the mid-points of the last six reversals was taken as the gap detection 

threshold. The measurement was repeated twice for all the participants and the average of the 

two runs was considered as the final gap detection threshold.  

2.2.4.2.2 Frequency Modulation Difference Limen (FM Detection Task)  

The sinusoidal FM signals were created using a custom written MATLAB script. The 

audio signals were sampled at 44100 Hz. The carrier frequency of the signal was 500 Hz. The 

modulation frequency was always kept at 5 Hz (modulation cycle period of 200 ms) with an 

initial modulation index of 10 Hz resulting in frequency variation of 10 Hz around the center 

frequency. The modulation index was subsequently varied based on the participant’s 

responses. All the FM sounds were 500 ms in duration with a cosine-square rise/fall time of 

10 ms and were presented at a constant level of 75 dB SPL. The time domain waveform of 

frequency modulated signal is represented as: 

 

where ‘fc’ is carrier frequency, ‘fm’ is modulation frequency and ‘∆f’ is peak frequency 

deviation. 

To estimate the frequency modulation differential limens (FMDLs) or FM detection 

thresholds, a 2-down-1-up adaptive psychophysical procedure and a two alternate forced-

choice (2AFC) task were used to estimate the 70.7% point on a psychometric function. In this 

procedure, each trial consisted of two 500 ms sounds of which one was frequency modulated 

and the other was a 500 Hz pure-tone separated by an inter-stimulus interval of 1s. A 

participant’s task was to attend to both of the sounds which were presented sequentially (1 
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and 2) and to click on the options 1 or 2 on a computer screen to identify which one they 

thought contained the FM signal. After each response, accuracy feedback was provided. The 

starting value for the ∆f was 25 Hz for both younger and older adults. Subsequently, the ∆f 

was reduced by a factor of 1.25 Hz following two consecutive correct responses and ∆f was 

increased by the factor of 1.25 Hz after an incorrect response. The experiment stopped after 

eight reversals. A geometric mean of the mid-points of the last six reversals was taken as the 

FM detection threshold. The measurement was repeated twice for each participant and the 

average of the two runs was considered as the final FM detection threshold.  

2.2.5 Cognition  

2.2.5.1 Working Memory  

2.2.5.1.1 The Digit Span: Forwards and Backwards 

 Participants completed two simple span tasks from the Wechsler Adult Intelligence 

Scale –Fourth Edition (IV):  Digits Forwards and Digits Backwards (Wechsler, 2008). These 

tasks measure short-term memory (i.e., temporary storage of information) and working 

memory (i.e., storage and processing of information). For the Digits Forwards task, the 

experimenter verbally presented digit sequences for the participant to immediately recall. 

After one practice trial, two trials were presented with a sequence length of two. If both or 

one of the trials were recalled correctly, two trials from the next sequence length (3) would be 

administered. This procedure continued until two incorrect answers were given for a 

particular sequence length, or the participant correctly recalled both trials with the maximum 

sequence length of 9. The score corresponded to the sum of correctly recalled trials. The 

maximum score was 16. The Digit Backwards Task was administered in the same manner 

except participants were instructed to recall the digits in the opposite order from what had 

been spoken. The maximum score was also 16.  
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2.2.5.1.2 The Listening Span (LSPAN) 

 The Listening Span was used to measure working memory capacity (Conway et al., 

2005). For this task, participants listened to letter sequences ranging from 3-7 letters. Each 

letter in a sequence was preceded by an auditory semantic categorization task in which a 

sentence was presented (e.g. the train sang a song) and the participant judged whether the 

sentence made sense or not. At the end of each sequence, participants were instructed to 

recall each letter from that sequence using a letter matrix. The researcher performed all of the 

mouse clicking during the task while the participant provided oral responses (i.e., true, false, 

and letter sequences). Participants were instructed to adjust the volume to a comfortable level 

during the practice session. The LSPAN was calculated as the sum of all perfectly recalled 

sequences (i.e., the absolute scoring method). For example, if an individual recalled 2 letters 

in a set of 2, 3 letters in a set of 3, and 4 in a set of 5, their absolute score would be 5 (i.e., 

2+3+0). The maximum score was 75.  

2.2.5.2 Attention  

2.2.5.2.1 The Test of Everyday Attention (TEA) 

Two subsets of the Test of Everyday Attention (TEA) were administered (Robertson, 

Ward, and Ridgeway, 1994). Version one was always used for each subset. Practice sessions 

for each subset were completed according to the TEA instruction manual.  

2.2.5.2.1.1 Subset Six Telephone Search (Selective Attention)  

Participants visually searched as quickly as possible for specific symbols (i.e., pairs of 

circles, squares, and stars) on a telephone directory. The number of correctly identified 

symbols was recorded and the time taken/ symbol was calculated.  
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2.2.5.2.1.2 Subset Seven Telephone Search While Counting (Sustained Attention) 

Participants performed the telephone search task (using a different version of the 

telephone directory). At the same time, they performed the elevator counting task (with 

different sequences of tones). The number of correctly identified symbols was recorded and 

the time taken/symbol was calculated. It was also possible to compare scores from the 

original telephone search task and calculate a dual task decrement as outlined in the TEA 

manual.  

2.2.5.2.2 The Integrated Visual and Auditory Continuous Performance Test (IVA+) 

  A version of the IVA+ Continuous Performance Task available in the Millisecond 

Software library was used to measure auditory and visual sustained attention (Inquisit 5, 

2016; Borchert, 2018). The IVA+ is a computer based “go - no go” task. Following a practice 

run, participants complete 500 trials that consist of either the number one (go cue) or two (no 

go cue) presented in a pseudorandom order in visual and auditory modalities (i.e., if the 

participant sees or hears a “one” they click the mouse and if the participant sees or hears a 

“two” they do not click anything) . The number and latency of hits, misses, false alarms, and 

correct rejections for auditory and visual trials are recorded. A measure of auditory sustained 

attention (i.e., the Auditory Attention Quotient) is calculated by adding the Vigilance 

Auditory Scale Percent (i.e., VIA_perc) to the Mean Auditory Response Time (MNA) and 

the Focus Auditory Scale (i.e., FOCA): 

[(100-((number of misses for auditory trials/45) * 100) + (mean latency of hits across 

all auditory test trials) + (1-((SD of auditory hit latencies /mean hit latency for auditory trials) 

*100)] 

The Visual Attention Quotient is calculated with the same equation, but with values (e.g., 

latencies) from visual (not auditory) trials. A higher score indicates better sustained attention 

ability.  
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2.2.5.3. Processing Speed  

The digit symbol substitution task (Wechsler, 1981) was used as a measure of 

processing speed. Participants were given a piece of paper and a pen. At the top of the page, 

the numbers 1-0 are listed with a symbol below each number. The rest of the page consists of 

a list of numbers with blank spaces. Participants were instructed to draw the symbol 

associated with each number in the blank spaces. The score is the number of correct symbols 

drawn in 90 seconds.  

2.2.6 Life-Experience 

2.2.6.1 Social Economic Status (SES) 

SES was operationalized by the sum of scores from two likert scales concerning self 

and paternal/maternal education levels. The scales for each item ranged from 1 to 4 (highest 

education level achieved: middle school, high school/equivalent, college, or 

graduate/professional), so final scores ranged from 2-8.  

2.2.6.2 Physical Activity 

 Physical activity was measured using the General Practice Physical Activity 

Questionnaire (National Health Services, 2013). Participants rated the amount of physical 

activity involved in their work and recreation. Scores ranged from 0 to 19, with 19 indicating 

the highest level of physical activity.  

2.2.6.3 Intellectual Engagement 

 Intellectual engagement was measured by evaluating self-reported engagement in 

eight activities (cross-words, Sudoku, ScrabbleTM, “other word games,” chess, reading, 

computer games, and “other”). Response options ranged from 0 (never) to 2 (regularly). The 

summed score was used, with scores ranging from 0 to 16 (Anderson, White-Schwoch, 

Parbery-Clark, & Kraus, 2013).  
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2.2.6.4 Musical Experience 

 Participants were asked to report if they played any musical instruments. For those 

who responded “yes” musical ability was assessed based on responses to the following 

questions: “How many instruments do you play?” “How many years of musical training do 

you have?” and “Do you still play music regularly?”.  

2.2.6.5 Hearing and Listening Experiences  

A short form of the Speech, Spatial, and Qualities of Hearing Scale (i.e., the SSQ 12) 

was also included as a measure of participants’ subjective hearing and listening experience 

(Gatehouse & Noble, 2004; Noble, Jensen, Naylor, Bhullar & Akeroyd, 2013). The SSQ12 

involves rating perceived listening difficulty in real life situations on a scale from 0 to 10 for 

12 items. Nine subscales have been identified within the SSQ12: Speech in Quiet, Speech in 

Noise, Speech in Speech Contexts, Multiple Speech Stream Listening, Localization, Distance 

and Movement, Segregation, Identification of Sound, Quality and Naturalness, and Listening 

Effort.  

2.2.7 Testing Procedure  

First, participants provided informed consent and completed a questionnaire booklet 

that asked questions about age, sex, native language and the various life-experience factors of 

interest. The researcher then proceeded to administer the paper based and computer-based 

tasks. The order of the type of tasks administered first (paper or computer based) was 

counterbalanced across participants; however, the administration order within each task type 

was not controlled. Audiograms were typically completed last. Participants were allowed to 

take a break at any point during the testing session. Sessions took approx. 2.5-3 hours.  

2.3 Results and Discussion 

The main aim of this study was to characterise younger and older adults’ performance 

on a series of tasks measuring different hearing, cognitive, and life-experience factors that 
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have been previously shown to be related to performance on speech perception in noise tasks. 

Descriptive statistics for younger and older adults for each task were calculated using JASP 

0.10.2 (JASP Team, 2019) and are shown in Table 2.1. Age group differences for each task 

were also assessed using JASP 0.10.2. Classic independent t-tests (two-tailed) were used for 

each task; if the results indicated that there was no significant difference between age groups 

(i.e., p > .05) a Bayesian independent samples t-test was used quantify the evidence in 

support of the null hypothesis.  
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Table 2.1 
Descriptive Statistics for Auditory, Cognitive, and Life-Experience Factors  
  Younger (n=30) Older (n=30) 
Skill or Experience Task  M (SD) Min. Max. M (SD) Min. Max. 
Listening  BASTE -1.35 (0.92) -3.60 1.10 0.00 (1.03) -1.90 2.21 
Hearing PTAMOD 9.22 (4.41) 0.00 20 25.72 (8.97) 10.00 50.00 
 PTAHIGH 5.83 (5.14) -2.50 20 40.33 (19.37) 10.00 72.50 
Temporal Processing Gap 2.53 (1.37) 1.30 7.21 5.93 (3.49) 2.55 13.69 
 FM  6.05 (5.16) 1.76 23.58 12.59 (10.26) 2.24 38.11 
Working Memory LSPAN 25.37 (15.01) 2.00 61.00 11.27 (9.28) 0.00 31.00 
 DS-Back 8.37 (2.24) 4.00 15.00 8.20 (1.95) 4.00 12.00 
Short Term Memory DS-Forward 10.20 (2.14) 8.00 6.00 10.27 (2.70) 16.00 16.00 
Selective Attention TEA 6 1 2.61 (0.43) 1.81 3.39 3.70 (1.54) 1.70 9.07 
Sustained Attention TEA 7 1 3.01 (0.63) 1.89 4.29 4.80 (1.66) 2.36 10.00 
 AAQ 744.06 (80.98) 593.92 930.96 759.32 (81.60) 575.30 889.10 
 VAQ 595.73 (51.57) 526.51 795.31 650.94 (51.83) 551.00 755.86 
Processing Speed DSST 46.47 (7.18) 30 64 32.27 (8.83) 14 50 
Physical Activity Self Report -1.35 (0.92) -3.60 1.10 0.00 (1.03) -1.90 2.21 
Intellectual Engage. Self Report 9.22 (4.41) 0.00 20.00 25.72 (8.97) 10.00 50.00 
SES Self Report 5.83 (5.14) -2.50 20.00 40.33 (19.37) 10.00 72.50 

Note. 1 = the time/target score was used for the Test of Everyday Attention.  
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A secondary aim of this study was to test whether any of the hearing, cognitive, and 

life-experience factors measured were associated with older adults’ performance on the 

BASTE speech perception in noise task. Two approaches were used to investigate these 

relationships. First, consistent with previous research, Pearson correlations between each 

factor and performance on the BASTE speech perception in noise task were calculated (See 

Table 2.2). Second, estimation statistics (Ho, Tumkaya, Aryal, Choi, Claridge-Chang, 2018) 

were computed to evaluate whether there was a meaningful difference in performance for any 

of the tested factors between older adults who performed best on the BASTE (i.e., 25th 

percentile) and older adults who performed worst on the BASTE (i.e., 75th percentile). It 

should be noted that the results obtained from both of these analyses should be interpreted 

with discretion as the relatively small sample sizes (i.e., 30 participants per age group) may 

not have accurately captured the populations’ distribution (Efron, 2000). 

Table 2.2 
Pearson correlations with speech in noise (BASTE) performance for older adults 
Skill or Experience Task  Pearson’s r p value 
Hearing PTAMOD 0.28 0.14 
 PTAHIGH 0.32 0.09 
Temporal Processing Gap 0.22 0.26 
 FM  0.11 0.57 
Working Memory LSPAN 0.02 0.90 
 DS-Back 0.20 0.28 
Short Term Memory DS-Forward 0.03 0.89 
Selective Attention TEA 6 1  -0.18 0.35 
Sustained Attention TEA 7 1 -0.27 0.15 
 AAQ -0.37 0.04* 
 VAQ -0.31 0.09 
Processing Speed DSST 0.03 0.87 
Physical Activity Self Report 0.06 0.76 
Intellectual Engage. Self Report 0.11 0.56 
SES Self Report -0.15 0.44 

Note. 1 = a time/target score was used for the correlation, * = p < .05.  
  
 

As can be seen in Table 2.2, the correlational analysis indicated that the only task 

significantly related to BASTE performance for older adults was the index of auditory 
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sustained attention (i.e., the Auditory Attention Quotient of the Continuous Performance 

Task). Figure 2.3 shows this correlation, as well as the correlation between the Visual 

Attention Quotient and the BASTE, which approached significance (p = 0.09). The AAQ 

correlation for the current study is consistent with Anderson, White-Schwoch, Parbery-Clark, 

& Kraus’ (2013) results which show a moderate correlation (0.265, p < 0.01) between older 

adults’ AAQ scores and speech perception thresholds (Note: the difference in directionality 

between our study and Anderson et al. (2013) is due to transformations applied to Anderson 

et al.’s (2013) data; both studies suggest that as AAQ performance improves, speech 

perception in noise performance improves).  

The absence of a significant correlation between the LSPAN and the BASTE is 

inconsistent with Gordon-Salant & Cole’s (2016) results, which showed a strong relationship 

between sentence recognition in noise and LSPAN (r = -.70, p < .01). In contrast to Gordon-

Salant & Cole (2016) (but consistent with the current study), Schuman, Brungart, & Gordon-

Salant (2014) showed that the LSPAN did not accurately predict SRTs on a sentence 

recognition in noise task when the task involved immediately recalling the most recently 

spoken sentence; however, when the task required a previously presented sentence to be 

recalled (i.e., 1-back) the LSPAN was predictive of SRTs (Energetic Noise:  r = 0.707,  p < 

0.01; Two-Talker Noise r = 0.690,  p < 0.01; Two-Talker Spatialised Noise: r= 0.642, p < 

0.01, 1 Talker Noise r = 0.593, p < 0.01). Schuman, Brungart, & Gordon-Salant (2014) 

suggested that simplified immediate recall type tasks that are typically used to assess speech 

perception in both research and clinical settings may not be sensitive to the contributions of 

working memory to speech perception in noise.  

The correlational results for the current study are consistent with Gordon-Salant and 

Cole (2016) and Anderson et al. (2013) in that pure-tone audiometry from moderately-high 

frequencies (i.e., 0.5-4 kHz) was not significantly associated with speech recognition in noise 



 

 

 

46 

performance (Anderson et al. (2013): r = 0.11 Gordon-Salant & Cole, 2016: r = .05; but see 

Heinrich, Henshaw, & Ferguson (2015) for a significant PTA correlation, r = .39, p < .01). 

As the high frequency PTA correlation approached significance, this result is consistent with 

studies suggesting that high frequency hearing loss is predictive of speech perception in noise 

ability (Besser, Festen, Goverts, Kramer, Pichora-Fuller, 2015).  

The r values for both the digit span and TEA tasks are smaller than those reported by 

other studies that have tested the relationship between these tasks and sentence recognition in 

noise for older adults. Heinrich, Henshaw, and Ferguson (2015), for example, found 

moderately strong r values for the TEA (Subset Six: r = -.38, p < .01), Subset Seven: r = -.29, 

p < .01) and digit span (Forwards: r = -.20, p > .05, Backwards: r = -.32, p < .05 ). 

Additionally, Füllgrabe, Moore, & Stone (2015) found strong r values for the digit span 

(Forwards: r = .76, p > .01, Backwards: r = .60, p < .01) and moderately-strong r values for 

the TEA (Subset Six: r = 0.42, p > .05, Subset Seven: r = 0.47, p < .05). Several factors could 

be contributing to the differing correlations found across studies including noise type 

(informational vs. energetic) and level, task procedure (adaptive threshold vs. percent 

correct), and hearing ability. Regardless of why some correlations may not be secure, the 

significant correlation between the AAQ and the BASTE suggests that the role of attention in 

speech perception in noise deserves to be considered in future research. 
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Figure 2.3. Pearson Correlations Between Sustained Attention Measures (Auditory and 
Visual) and Speech Reception in Noise Thresholds.   
 

The second approach used to investigate the relationships between older adults’ 

performance on hearing, cognitive, and life-experience factors and performance on the 

BASTE speech perception in noise task was to use the data analysis with bootstrap estimation 

(DABEST) package with R software to evaluate whether there was a meaningful difference 

in performance between older adults who performed best on the BASTE (i.e., 25th percentile) 

and older adults who performed worst on the BASTE (i.e., 75th percentile) for any of the 

tested factors. Estimation statistics represent a framework that avoids the major limitations of 

null hypothesis significance testing (e.g., an accept/reject dichotomy) by focusing on the size 

and precision of an effect. For this approach, bootstrap resampling creates multiple resamples 

of a given set of observations and computes the effect size for each resample. These effect 
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sizes are then used to determine a 95% confidence interval. If the mean difference between a 

test population and control population is outside this 95% confidence interval, then a 

meaningful difference between groups is inferred (Ho, Tumkaya, Aryal, Choi, Claridge-

Chang, 2018).  

Using the DABEST R package, the mean unpaired difference between older high and 

low BASTE performers for each factor was computed and Gardner-Altman estimation plots 

were produced to depict the results (Ho, Tumkaya, Aryal, Choi, Claridge-Chang, 2018). This 

analysis computes 5000 bootstrap resamples and confidence intervals that are bias corrected 

and accelerated. The next section presents the results from the DABEST analysis and the 

between groups analysis (i.e., t-tests) for each task administered.  

2.3.1 Speech Perception in Noise 

As can be seen in Figure 2.4, younger adults had significantly lower speech reception 

thresholds (SRTs) at 50% keywords correct than older adults (t(58) = -5.36, p < .001, d = -

1.39) with lower SRTs indicating better performance. Older adults’ SRTs were variable (M = 

0.00, SD = 1.03, Min. = -1.90, Max. = 2.21), with some older adults performing at a similar 

level to younger adults, and others having higher SRTs than younger adults. These results are 

consistent with research suggesting that although older adults do seem to have greater 

difficulty than younger adults at identifying speech in noise overall, there is also considerable 

variability in older adults’ performance on standard speech perception in noise tasks (e.g., 

Füllgrabe, Moore & Stone, 2015; Schoof & Rosen, 2014). 

There was also considerable variability in younger adults’ performance on the 

BASTE task (M = -1.35, SD = 0.92, Min. = -3.60, Max. = 1.10). One younger participant 

performed almost two standard deviations higher than the mean SRT for younger adults, with 

an SRT of 1.10, and a different younger adult performed two standard deviations lower than 

the mean SRT for younger adults, with an SRT -3.60. The performance from these 
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participants in particular (and younger adults overall) is consistent with studies showing that, 

even for healthy younger adults, there is variability in performance on standard speech 

perception in noise tasks (Goossens, Vercammen, Wouters, & van Wieringen, 2017; Schoof 

& Rosen, 2014). The auditory, cognitive, and life-experience factors that could be 

contributing to this variability for younger and older adults are explored in the next sections 

of this chapter.  

 

 
Figure 2.4. Speech Reception Thresholds (SRTs) for the BASTE Task. Tukey’s box plots 
represent the median and interquartile range (Q3-Q1) of the SNR at which participants 
understood 50% of the keywords in the BASTE sentences (i.e., SRT 50%) as a function of 
Age. Circles represent data points that are at least one and a half times greater than (or less 
than) the interquartile range.  

2.3.2 Hearing  

Table 2.2 summarises the hearing sensitivity levels for both younger and older adults 

(derived from pure-tone audiograms). All younger participants had normal hearing (i.e., ≤ 

25dB HL at .25, .5, 1, 2, 4 kHz). Older adults’ hearing levels were more diverse, ranging 

from normal to moderate-severe hearing loss (i.e.,  > 55dB ≤ 70dB HL at one frequency in 

the better ear), with the majority of older participants (i.e., 13) having only mild hearing loss 

(i.e., > 25dB and ≤ 40dB HL at .25, .5, 1, 2, 4 kHz in the better ear). Pure-tone hearing 

thresholds for each tested frequency are summarised in Figure 2.5. Younger adults had 
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significantly lower thresholds than older adults for both ears at all tested frequencies (all p 

values ≤ .001).  

Table 2.3 
Hearing Sensitivity Levels Derived from Pure-Tone Audiogram Thresholds 
Hearing Level Definition   
  Younger (n=24) Older (n=30) 
Normal ≤ 251 at all frequencies2 30 6 
Mild Loss >25 ≤ 40 at one frequency 0 18 
Moderate Loss > 40 ≤ 55 at one frequency  0 4 
Moderate-Severe Loss > 55 ≤ 70 at one frequency 0 3 

Note. Hearing level definitions adapted from Wayne et al., 2016 and are measured from the 
better ear.  
1dB Hearing Loss 
2All frequencies refers to .25, .5, 1, 2, 4 kHz  
 
 

 
Figure 2.5. Audiogram Results for the Left and Right Ears. The bold black line represents the 
mean threshold for older adults as a function of frequency. The fine black lines represent 
individual audiograms for older adults as a function of frequency. The green shaded area 
represents the audiometric threshold range for younger adults. 

 
Figure 2.6 (A & C) shows the mean thresholds (dB HL) for moderately-high 

frequencies (1, 2, and 4 kHz) and high frequencies (6 & 8 kHz), for younger and older adults. 
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As can be seen in Figure 2.6, younger adults had significantly less hearing loss (i.e., lower 

thresholds) than older adults for both moderately-high and high frequencies (Moderate: 

t(42.28) = -9.04, p < .001, d = -2.35, High: t(33.07) = -9.43, p < .001, d = -2.53). 

 The distribution of older adults’ hearing thresholds was particularly wide-spread for 

the higher frequencies (i.e., 6 & 8 kHz, Min. = 10.00, Max.= 72.50). This suggests that 

although some of the other adults tested were experiencing hearing loss at high frequencies, 

others had very minimal high frequency loss. As discussed in the introduction, life-

experience factors (e.g., occupational noise exposure, exercise, and smoking) contribute to 

the progression and severity of high frequency hearing loss across the lifespan (Gates & 

Mills, 2005; Yamasoba et al., 2013). These life-experience factors, in addition to age, are 

likely contributing to the variability in high frequency hearing loss for the older participants 

in the current study.  

Figure 2.6 (B & D) shows mean hearing thresholds for moderately-high frequencies 

(1, 2, & 4 kHz) and high frequencies (6 & 8 kHz) for older adults who performed the best on 

the BASTE (i.e., low BASTE scores) and older adults who performed the worst on the 

BASTE (i.e., high BASTE scores). The data analysis with bootstrapped coupled estimation 

(i.e., DABEST) is also shown in Figure 2.6 (B & D). This analysis indicates that there was no 

meaningful difference in mean hearing thresholds between older adults who performed the 

best on the BASTE and older adults who performed the worst on the BASTE, as the mean 

difference between the High BASTE group and the High BASTE group (i.e., 0) did not 

exceed the 95% confidence interval of the mean difference between the Low BASTE group 

and the High BASTE group for both moderately-high frequency thresholds (95 CI: -13.9; 

2.67) and high frequency thresholds (95 CI: -27.1; 4.69).  
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Figure 2.6. Mean Hearing Thresholds for Moderately-High and High Frequencies. Panels A 
and C show mean hearing thresholds (dB HL) for moderately high frequencies (A) and high 
frequencies (C) as a function of age group. Tukey’s box plots represent the median and 
interquartile range (Q3-Q1). Panels B and D show Gardner-Altman estimation plots of 
moderately-high frequencies (B) and high frequencies (D) for older adults who had BASTE 
scores at or above the 75th percentile (i.e., High BASTE) and older adults who had BASTE 
scores at or below the 25th percentile (i.e., Low BASTE). Individual scores are plotted in red 
for High BASTE older adults and blue for Low BASTE older adults. The complete 
distribution of the bootstrapped mean difference between the Low BASTE group and the 
High BASTE group is represented by the curve filled in grey; the horizontal black line 
passing through the circle filled in black represents the mean of this distribution and the 
vertical black line represents the 95% confidence interval of this distribution. The mean 
difference between the High BASTE group and the High BASTE group is represented by the 
horizontal black line at zero.  
 

Figure 2.6 (B) shows that there was one older participant in the High BASTE group 

that had higher moderately-high mean hearing thresholds (i.e., 50) than the rest of the older 

adults in the High BASTE group. This same participant also had the highest high frequency 

hearing threshold for the High BASTE group (i.e., 70). However, these high hearing 
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thresholds did not seem to have a large effect on this participant’s performance overall, as 

this participant had average or better than average scores for all cognitive and temporal 

processing tasks. It is possible that this participant’s hearing thresholds were high due to 

participant error (i.e., not understanding the task). However, it is also possible that these 

hearing thresholds are accurate, and despite these higher thresholds, this older adult was able 

to perform well on the other tasks involved in the study.  

Together, the results from the DABEST analysis suggest that performance on a pure-

tone audiometry assessment does not explain the variance in older adults’ performance on a 

standard speech perception in noise test. That is, older adults who performed differently on 

the BASTE (i.e., 25th percentile vs. 75th percentile) did not have meaningfully different 

moderately-high or high frequency hearing thresholds. This result is consistent with other 

studies that have not found strong relationships between pure-tone audiometry and speech 

perception in noise performance for older adults (Dubno 1984; Duquesnoy 1983; Jerger 

1992; Vermiglio, Soli, Freed, & Fisher, 2012). In contrast, this finding does not fit with 

studies which have suggested that high frequency hearing thresholds are predictive of older 

adults’ speech perception in noise ability (Besser, Festen, Goverts, Kramer, Pichora-Fuller, 

2015).  

2.3.3 Temporal Processing  

Figure 2.7 (A & C) shows gap detection (A) and frequency modulation (C) thresholds 

for younger and older adults. As can be seen in Figure 2.7 (A & C), there was greater 

variability in both gap detection and frequency modulation thresholds for older adults (Gap: 

M = 5.93, SD = 3.49, Min. = 2.55, Max. = 13.69, Frequency: M = 12.59, SD = 10.26, Min. = 

2.24, Max. = 38.11) in comparison to younger adults (Gap: M = 2.53, SD = 1.37, Min. = 1.30, 

Max. = 7.21, Frequency: M = 6.05, SD = 5.16, Min. = 1.76, Max. = 23.58). 
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Figure 2.7. Panels A and C show mean detection thresholds for Gap Detection (A) and 
Frequency Modulation Detection (C) as a function of age group. Tukey’s box plots represent 
the median and interquartile range (Q3-Q1). Circles represent data points that are at least one 
and a half times greater than (or less than) the interquartile range. Panels B and D show 
Gardner-Altman estimation plots of Gap Detection (B) and Frequency Modulation Detection 
(D) for older adults who had BASTE scores at or above the 75th percentile (i.e., High 
BASTE) and older adults who had BASTE scores at or below the 25th percentile (i.e., Low 
BASTE). Notably, data from one older adult in the High BASTE group is missing (N = 7) 
due to technology failure.  
 

Independent samples t-tests indicated that younger adults had significantly lower 

detection thresholds than older adults for both the gap detection and frequency modulation 

detection tasks, where lower detection thresholds indicate better detection abilities (Gap: 

t(35.06)= -4.80, p < .001, d = -1.28, Frequency: t(39.85 ) = -2.97, p = .01, d = -0.79). These 

results are consistent with research that suggests temporal processing abilities decline in old 

age (Pichora-Fuller & MacDonald 2007; Vermeire, 2016).  



 

 

 

55 

Figure 2.7 (B & D) shows the mean detection thresholds for older adults who 

performed the best on the BASTE (i.e., low BASTE scores) and older adults who performed 

the worst on the BASTE (i.e., high BASTE scores). The data analysis with bootstrapped 

coupled estimation is also shown in Figure 2.7 (B & D). This analysis indicates that there was 

no meaningful difference in detection thresholds between older adults who performed the 

best on the BASTE and older adults who performed the worst on the BASTE, as the mean 

difference between the High BASTE group and the High BASTE group (i.e., 0) did not 

exceed the 95% confidence interval of the mean difference between the Low BASTE group 

and the High BASTE group for both gap detection (95 CI: –4.73; 0.653) and frequency 

modulation detection thresholds  (95 CI: -10; 2.18).  

For both gap detection and frequency modulation detection tasks, there was one older 

adult in the High BASTE group that had a higher detection threshold than the other members 

of the High BASTE group. Notably, this was a different participant for the gap detection and 

frequency modulation detection tasks respectively. It is possible that for these participants, 

poorer temporal processing abilities contributed to their poorer performance on the BASTE 

task (and thus their inclusion in the High BASTE group). When these outliers are not 

considered, the range of detection thresholds for High and Low BASTE older adults are 

similar within the gap detection task (i.e., High BASTE: Min. = 3.02. Max. = 8.41, low 

BASTE: Min. = 2.53, Max. = 9.30) and within the frequency modulation task (i.e., High 

BASTE: Min. = 3.68, Max. = 12.39, Low BASTE: Min. = 4.59, Max. = 6.35). That is, 

performance on neither of the temporal processing tasks seemed to account for the variance 

in BASTE performance for the older adults included in this study.  

2.3.4 Processing Speed  

Figure 2.8 (A) illustrates younger and older adults’ performance on the digit symbol 

substitution task (DSST). As displayed in Figure 2.8 (A), performance on the DSST varied 
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for both age groups, with scores ranging from 30.00-64.00 items correct for younger adults 

and 14.00-50.00 items correct for older adults, where more items correct indicates better 

performance. One younger adult outperformed all other younger and older adults with a score 

of 64.00 items correct. An independent samples t-test indicated that younger adults 

performed significantly better than older adults (t(58) = 6.84, p < .001, d = 1.77). This 

supports the proposal that information processing is slower in old age (Salthouse, 1996).  

 
Figure 2.8. Accuracy Scores for the Digit Symbol Substitution Task (DSST). Panel A shows 
accuracy scores for the DSST as a function of age group. Tukey’s box plots represent the 
median and interquartile range (Q3-Q1). Circles represent data points that are at least one and 
a half times greater than (or less than) the interquartile range. Panel B shows Gardner-Altman 
estimation plots of the DSST for older adults who had BASTE scores at or above the 75th 
percentile (i.e., High BASTE) to older adults who had BASTE scores at or below the 25th 
percentile (i.e., Low BASTE).  
 

Figure 2.8 (B) shows DSST performance for older adults who performed the best on 

the BASTE (i.e., low BASTE scores) and older adults who performed the worst on the 

BASTE (i.e., high BASTE scores). There were two older adults in the Low BASTE group 

(i.e., the group who performed best on the BASTE) who performed the poorest on the DSST. 

This is inconsistent with Processing Speed Theory, which would predict that individuals with 

better processing speed (i.e., higher performance on the DSST) would perform better on a 

standard speech perception in noise task (i.e., have lower SRTs; Helfer, 2014; Salthouse, 

1996).  
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A summary of the data analysis with bootstrapped coupled estimation is also shown in 

Figure 2.8 (B). This analysis indicates that there was no meaningful difference in DSST 

performance between older adults who performed the best on the BASTE and older adults 

who performed the worst on the BASTE, as the mean difference between the High BASTE 

group and the High BASTE group (i.e., 0) did not exceed the 95% confidence interval of the 

mean difference between the Low BASTE group and the High BASTE group (95 CI: -8.60; 

7.60). Indeed, DSST scores for High BASTE older adults (Min. = 25.00 Max. = 50.00) and 

Low BASTE older adults (Min. = 19.00, Max. = 45.00) were similarly distributed across a 

large range of possible scores. This suggests that the DSST may not be a very precise 

measure of processing speed for older adults.  

2.3.5 Memory  

2.3.5.1 Listening Span 

 Figure 2.9 (A) shows younger and older adults’ performance on the listening span 

(i.e., the LSPAN). As depicted in Figure 2.9 (A), younger adults’ performance on the LSPAN 

was higher overall yet more variable than older adults (Younger: M = 25.37, SD = 15.01, 

Min. = 2.00, Max. = 61.00, Older: M = 11.27, SD = 9.28, Min. = 0.00, Max. = 31.00; t(48.35) 

= 4.38, p < .001, d = 1.13).  
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Figure 2.9. Listening Span (LSPAN) Results. Panel A shows LSPAN scores for younger and 
older adults. Tukey’s box plots represent the median and interquartile range (Q3-Q1). Panel 
B shows Gardner-Altman estimation plots of LSPAN scores for older adults who had BASTE 
scores at or above the 75th percentile (i.e., High BASTE) and older adults who had BASTE 
scores at or below the 25th percentile (i.e., Low BASTE). 
 

Figure 2.9 (B) shows LSPAN performance for older adults who performed the best on 

the BASTE (i.e., low BASTE scores) and older adults who performed the worst on the 

BASTE (i.e., high BASTE scores). The data analysis with bootstrapped coupled estimation is 

also shown in Figure 2.9 (B). This analysis indicates that there was no meaningful difference 

in LSPAN performance between older adults who performed the best on the BASTE and 

older adults who performed the worst on the BASTE, as the mean difference between the 

High BASTE group and the High BASTE group (i.e., 0) did not exceed the 95% confidence 

interval of the mean difference between the Low BASTE group and the High BASTE group 

(95 CI: -8.68; 7.36). Indeed, the distributions of LSPAN scores for High BASTE older adults 

(Min. = 3.00, Max. = 22.00) and Low BASTE older adults (Min. = 0.00, Max. = 27.00) were 

very similar.  

Overall, performance on the LSPAN is consistent with research suggesting that 

working memory capacity reduces in old age and that there is considerable variability in 

performance on working memory tasks for both younger and older adults (Souza, Arehart, & 

Neher, 2015). However, the results do not support the proposal that working memory 
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capacity, particularly when indexed by complex span tasks, explains the variance in older 

adults’ performance on speech perception in noise tasks (Akeroyd, 2008; Gordon-Salant & 

Cole, 2016; Rönnberg et al. 2008, 2013, 2019).  

2.3.5.2 Digit Span 

 Performance on the digit span forward and digit span backward, for both age groups, 

is depicted in Figure 2.10 (A & C). Independent samples t-tests indicated that there was no 

significant difference between younger and older adults’ performance on the digit span 

forward (t(58) = -0.12, p = .92, d = -0.03; Younger: M = 10.20, SD = 2.14, Min. = 8.00, Max. 

= 16.00; Older: M = 10.27, SD = 2.70, Min. = 6.00, Max. = 16.00) or the digit span backward 

(t(58) = 0.31, p = .76, d = 0.08; Younger: M = 8.37, SD = 2.24, Min. = 4.00, Max. = 15.00; 

Older: M = 8.20, SD = 1.95, Min. = 4.00, Max. = 12.00). Bayesian independent samples t-

tests suggested that, for the digit span forward, the data was 3.79 times more likely to occur 

under the null hypothesis (i.e., that there was no difference between age groups) than the 

alternative hypothesis (i.e., that there was a difference between age groups), and for the digit 

span backward, the data was 3.66 times more likely to occur under the null hypothesis (i.e., 

that there was no difference between age groups) than the alternative hypothesis (i.e., that 

there was a difference between age groups). For the digit span forward, approximately 70% 

of younger adults and 70% of older adults scored higher than eight (i.e., 50% correct), and for 

the digit span backwards, approximately 50% of younger adults and 50% of older adults 

scored higher than eight. 
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Figure 2.10. Results from the Digit Span Forward and Backward. Panels A and C show total 
scores for the Digit Span Forward (A) and the Digit Span Backward (C) as a function of age 
group. Tukey’s box plots represent the median and interquartile range (Q3-Q1). Circles 
represent data points that are at least one and a half times greater than (or less than) the 
interquartile range. Panels B and D show Gardner-Altman estimation plots of the Digit Span 
Forward (B) and Digit Span Backward (D) for older adults who had BASTE scores at or 
above the 75th percentile (i.e., High BASTE) and older adults who had BASTE scores at or 
below the 25th percentile (i.e., Low BASTE).  
 

Figure 2.10 (B & D) shows the total span scores for older adults who performed the 

best on the BASTE (i.e., low BASTE scores) and older adults who performed the worst on 

the BASTE (i.e., high BASTE scores). The data analysis with bootstrapped coupled 

estimation is also shown in Figure 2.9 (B & D). This analysis indicates that there was no 

meaningful difference in total span scores between older adults who performed the best on 

the BASTE and older adults who performed the worst on the BASTE, as the mean difference 

between the High BASTE group and the High BASTE group (i.e., 0) did not exceed the 95% 
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confidence interval of the mean difference between the Low BASTE group and the High 

BASTE group for both digit span forward (95 CI: -2.83; 2.04) and digit span backward (95 

CI: -1.90; 1.65) tasks. The results from the DABEST analysis suggest that when 

operationalised with the digit span forward and backward, short-term memory and working 

memory may not explain the variance in older participants’ performance on the BASTE task. 

2.3.6 Attention 

2.3.6.1 Test of Everyday Attention (TEA) 

 Subset Six of the TEA is a measure of selective attention; smaller amounts of time 

taken per target indicates better selective attention. See Figure 2.11 (A) for a summary of 

younger and older adults’ performance on Subset Six. Younger adults performed faster per 

target than older adults (Younger: M = 2.61, SD = 0.43, Min. = 1.81, Max. = 3.39; Older: M = 

3.60, SD = 1.25, Min. = 1.70, Max. = 6.70; t(36.34) = -4.11, p < .001, d = -1.06). This is 

consistent with other studies that have shown that ageing may affect the way selective 

attention is deployed (Chapter 3 this thesis; Madden, & Monge, 2019; Zanto & Gazzaley). 

According to the standard percentiles outlined in the TEA manual, approximately 70% of 

younger adults and 70% of older adults performed above average for their age group for 

Subset Six (i.e., a score < 2.60 for younger adults and < 3.60 for older adults).2014). That is, 

the majority of younger and older adults who participated in the current study had better than 

average (for their respective age group) selective attention ability (as measured by Subset Six 

of the TEA).  
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Figure 2.11. Results from The Test of Everyday Attention. Panels A and C depict 
performance on Subset Six of the TEA (A) and Subset Seven of the TEA (C) as a function of 
age group. Tukey’s box plots represent the median and interquartile range (Q3-Q1). Circles 
represent data points that are at least one and a half times greater than (or less than) the 
interquartile range. Panels B and D show Gardner-Altman estimation plots of Subset Six (B) 
and Subset Seven (D) for older adults who had BASTE scores at or above the 75th percentile 
(i.e., High BASTE) and older adults who had BASTE scores at or below the 25th percentile 
(i.e., Low BASTE).  
 

Subset Seven of the TEA is a measure of sustained attention; a smaller dual task 

decrement indicates better sustained attention ability. See Figure 2.11 (C) for a summary of 

younger and older adults’ Subset Seven scores. An independent samples t-test suggested that 

younger adults (Younger: M = 0.97, SD = 1.06, Min. = -0.44, Max. = 4.15) had significantly 

smaller dual task decrements than older adults (M = 1.79, SD = 1.55, Min. = -0.03, Max. = 

6.51; t(58) = -2.39, p =  0.02, d = -0.62). However, younger and older adults’ average 

performance on Subset Seven for the current study (Younger: 0.97, Older: 1.79) was higher 
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(i.e., poorer) than the standard 50th percentiles outlined in the TEA manual (Younger: 0.5, 

Older: 1.5). That is, 70% of younger adults in the current study performed below average for 

their age group (i.e., > 0.5) and 50% of older adults performed below average for their age 

group (i.e., > 1.5).  

Figure 2.11 (B & D) shows the TEA scores for older adults who performed the best 

on the BASTE (i.e., low BASTE scores) and older adults who performed the worst on the 

BASTE (i.e., high BASTE scores). The data analysis with bootstrapped coupled estimation is 

also shown in Figure 2.11 (B & D). This analysis indicates that there was no meaningful 

difference in total span scores between older adults who performed the best on the BASTE 

and older adults who performed the worst on the BASTE, as the mean difference between the 

High BASTE group and the High BASTE group (i.e., 0) did not exceed the 95% confidence 

interval of the mean difference between the Low BASTE group and the High BASTE group 

for both Subset Six (95 CI: 0.343; 1.73) and Subset Seven (95 CI: -0.25; 2.05) of the TEA. 

The results from the DABEST analysis suggest that for the older adults tested for this study, 

performance on Subsets Six and Subsets Seven of the TEA (i.e., measures of selective and 

sustained attention) do not explain the variance in performance on the BASTE speech 

perception in noise task.  

2.3.6.2 IVA + Continuous Performance Task 

2.3.6.2.1 Auditory Attention Quotient (AAQ) 

 The AAQ is a measure of auditory sustained attention based on the IVA+ Continuous 

Performance Task; higher scores indicate better auditory sustained attention. Younger and 

older adults’ AAQ scores are presented in Figure 2.12 (A). An independent samples t-test 

indicated that there was no significant difference in AAQ scores between younger adults (M 

= 774.06, SD = 80.98, Min. = 593.92, Max. = 930.96) and older adults (M = 759.32, SD = 

81.60, Min. = 575.30, Max. = 889.10); t(58) = -0.73, p = .47, d = -0.19). A Bayesian 
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independent samples t-test suggested that the data was 3.05 times more likely to occur under 

the null hypothesis (i.e., that there was no difference between age groups) than the alternative 

hypothesis (i.e., that there was a difference between age groups). As can been seen in Figure 

2.12 (A) the majority of participants from both age groups had AAQ scores between 700-

800. However, one older adult did have a particularly low AAQ score (i.e., 575.30).  

 
Figure 2.12. Result Summaries for the Auditory Attention Quotient (AAQ) and the Visual 
Attention Quotient (VAQ). Panels A and C show the AAQ (A) and the VAQ (C) as a 
function of age group. Tukey’s box plots represent the median and interquartile range (Q3-
Q1). Circles represent data points that are at least one and a half times greater than (or less 
than) the interquartile range. Panels B and D show Gardner-Altman estimation plots of the 
AAQ (B) and the VAQ (D) for older adults who had BASTE scores at or above the 75th 
percentile (i.e., High BASTE) and older adults who had BASTE scores at or below the 25th 
percentile (i.e., Low BASTE).  
 

Figure 2.12 (B) shows AAQ scores for older adults who performed the best on the 

BASTE (i.e., low BASTE scores) and older adults who performed the worst on the BASTE 
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(i.e., high BASTE scores). The older adult with the lowest AAQ score is included the Low 

BASTE group, however, the remainder of the older adults in the Low BASTE group had 

AAQ scores that were greater than the mean AAQ score of the High BASTE group (i.e., 

700.22). Figure 2.12 (B) indicates that the mean difference between the High BASTE group 

and the High BASTE group (i.e., 0) is approaching the edge of the lower bound of the 95% 

confidence interval of the mean difference between the Low BASTE group and the High 

BASTE group (i.e., -8.39). If the mean difference between the High BASTE group and the 

High BASTE group was less than the lower bound of the 95% confidence interval, we could 

have been confident that older adults who performed better on the BASTE had better 

auditory attention than older adults who performed poorer on the BASTE. This finding would 

have been consistent with the FUEL (Pichora-Fuller et al., 2016), which would predict that 

attention moderates speech perception in noise ability.  

2.3.6.2.2 Visual Attention Quotient (VAQ) 

 The VAQ is a measure of visual sustained attention based on the IVA+ Continuous 

Performance Task; higher scores indicate better visual sustained attention. Younger and older 

adults’ VAQ scores are presented in Figure 2.12 (C). An independent samples t-test indicated 

that there was a significant difference in VAQ scores between younger adults (M = 595.73, 

SD = 51.57, Min. = 526.21, Max. = 795.31 and older adults (M = 650.94, SD = 51.83, Min. = 

551.00, Max. = 755.86); t(58) = -4.14, p < .001, d = -1.07). That is, contrary to the cognitive 

ageing literature, the VAQ results suggest that older adults had better visual sustained 

attention than younger adults.  

As can be seen in Figure 2.12 (B & D), there was less variation for both High and 

Low BASTE groups for the VAQ (High: Min. = 555.82, Max. = 753.88, Low: Min. = 559.77, 

Max. = 703.36) in comparison to the AAQ (High: Min. = 620.20, Max. = 841.11, Low: Min. 

= 575.30, Max. = 835.38). As auditory trials for the IVA+ were presented at 440Hz, it is 
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possible that low frequency hearing sensitivity could have contributed to the variance in older 

adults AAQ scores.  

Figure 2.12 (D) also illustrates that there was no meaningful difference between the 

older adults in the Low BASTE and High BASTE groups for the VAQ. That is, the data 

analysis with bootstrapped coupled estimation shown in Figure 2.12 (D) indicates that the 

mean difference between the High BASTE group and the High BASTE group (i.e., 0) did not 

exceed the 95% confidence interval of the mean difference between the Low BASTE group 

and the High BASTE group for the VAQ task (95 CI: –25.7; 69.7). This suggests that for this 

group of older adults, sustained attention, as measured by the VAQ, is not able to explain the 

variation in speech perception in noise abilities.  

2.3.7 Life-Experience Factors   

The younger and older adults who participated in this study did not significantly differ 

on any of the ratings of life-experience factors that have been shown to influence speech 

perception in noise ability (i.e., physical activity, intellectual engagement, SES, or musical 

experience). That is, the majority of participants in the study were moderately physically 

active, moderately intellectually engaged, and had a moderate to high SES. The number of 

participants who reported that they still played a musical instrument regularly was also not 

significantly different between groups (i.e., three for younger and four older). This suggests 

that any age group differences in performance on the BASTE, auditory tasks, or cognitive 

tasks included in the study are not due to differences in life-experience.  

2.3.7.1 Physical Activity 

Total scores for the physical activity questionnaire are depicted in Figure 2.13 (A). An 

independent samples t-test indicated that there was not a significant difference in physical 

activity levels between younger adults (M = 8.67, SD = 2.67, Min. = 4.00, Max. = 16.00) and 

older adults (M = 7.60, SD = 2.28, Min. = 3.00, Max. = 12.00); t(58) = 1.66, p = .10, d = 
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0.43). A Bayesian independent samples t-test suggested that the data was 1.21 times more 

likely to occur under the null hypothesis (i.e., that there was no difference between age 

groups) than the alternative hypothesis (i.e., that there was a difference between age groups). 

The majority of participants were moderately physically active, with scores ranging from 6-

10, where a score of 20 indicates the highest level of physical activity. The most physically 

active participant was a younger adult, who scored 16 on the physical activity questionnaire.  

Figure 2.13 (B) shows the physical activity scores for older adults who performed the 

best on the BASTE (i.e., low BASTE scores) and older adults who performed the worst on 

the BASTE (i.e., high BASTE scores). The data analysis with bootstrapped coupled 

estimation is also shown in Figure 2.13 (B) and indicates that there was a meaningful 

difference in physical activity scores between older adults who performed the best on the 

BASTE and older adults who performed the worst on the BASTE. The mean difference 

between the High BASTE group and the High BASTE group (i.e., 0) was less than the lower 

bound of the 95% confidence interval (i.e., 0.28) suggesting that older adults who performed 

better on the BASTE speech in noise task reported higher levels of physical activity than 

older adults who performed worse on the BASTE speech in noise task. This suggests that 

physical activity may be able to offset difficulties understanding speech in noise. Older adults 

with higher fitness levels likely have better vascular health in the cochlea and brain, which 

could help to facilitate the sensory and cognitive processes involved in speech perception in 

noise (Anderson, White-Schwoch, & Parbery-Clark, 2013; Yamasoba et al., 2013).  
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Figure 2.13. Physical Activity and Intellectual Engagement Results. Panels A and C shows 
younger and older adults’ responses to the physical activity questionnaire (A) and the 
intellectual engagement questionnaire (C). Tukey’s box plots represent the median and 
interquartile range (Q3-Q1). Circles represent data points that are at least one and a half times 
greater than (or less than) the interquartile range. Panels B and D show Gardner-Altman 
estimation plots of the index of physical activity (B) and the index of intellectual engagement 
(D) for older adults who had BASTE scores at or above the 75th percentile (i.e., High 
BASTE) and older adults who had BASTE scores at or below the 25th percentile (i.e., Low 
BASTE).  
 
2.3.7.2 Intellectual Engagement 

 Total scores for the intellectual engagement questionnaire are depicted in Figure 2.13 

(C). An independent samples t-test indicated that there was not a significant difference in 

intellectual engagement levels between younger adults (M = 5.73, SD = 2.57, Min. = 1.00, 

Max. = 10.00) and older adults (M = 6.73, SD = 2.61, Min. = 2.00, Max. = 12.00);  t(58) = -

1.49, p = .14, d = -0.39). A Bayesian independent samples t-test suggested that the data was 

1.50 times more likely to occur under the null hypothesis (i.e., that there was no difference 
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between age groups) than the alternative hypothesis (i.e., that there was a difference between 

age groups).The majority of participants were moderately intellectually engaged, with scores 

ranging from 5-8, where a score of 16 indicates the highest level of intellectual engagement.  

Figure 2.13 (D) shows the intellectual engagement scores for older adults who 

performed the best on the BASTE (i.e., low BASTE scores) and older adults who performed 

the worst on the BASTE (i.e., high BASTE scores). The data analysis with bootstrapped 

coupled estimation is also shown in Figure 2.13 (D). This analysis indicates that there was no 

meaningful difference in intellectual engagement scores between older adults who performed 

the best on the BASTE and older adults who performed the worst on the BASTE, as the mean 

difference between the High BASTE group and the High BASTE group (i.e., 0) did not 

exceed the 95% confidence interval of the mean difference between the Low BASTE group 

and the High BASTE (95 CI: -3.04; 2.04). Indeed, as Low BASTE and High BASTE older 

adults both ranged from not very engaged (< 5) to engaged (  12), this particular measure of 

intellectual engagement does not seem to be sensitive to older adults’ speech perception in 

noise abilities.  

2.3.7.3 Social Economic Status (SES) 

Figure 2.14 (A) shows younger and older adults total scores for the index of SES. An 

independent samples t-test indicated that there was not a significant difference in SES 

between younger adults (M = 5.70, SD = 1.39, Min. = 2.00, Max. = 8.00) and older adults (M 

= 5.17, SD = 1.37, Min. = 3.00, Max. = 8.00);  t(58) = 1.50, p = .14, d = 0.39. A Bayesian 

independent samples t-test suggested that the data was 1.50 times more likely to occur under 

the null hypothesis (i.e., that there was no difference between age groups) than the alternative 

hypothesis (i.e., that there was a difference between age groups). The majority of participants 

had a moderate (4-6) or high (6-8) SES.  
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Figure 2.14. Social Economic Status (SES) Results. Panel A illustrates younger and older 
adults’ responses to the SES questionnaire. Tukey’s box plots represent the median and 
interquartile range (Q3-Q1). Circles represent data points that are at least one and a half times 
greater than (or less than) the interquartile range. Panel B shows a Gardner-Altman 
estimation plot of the SES measure for older adults who had BASTE scores at or above the 
75th percentile (i.e., High BASTE) and older adults who had BASTE scores at or below the 
25th percentile (i.e., Low BASTE). 
 

Figure 2.14 (B) shows the SES scores for older adults who performed the best on the 

BASTE (i.e., low BASTE scores) and older adults who performed the worst on the BASTE 

(i.e., high BASTE scores). The data analysis with bootstrapped coupled estimation is also 

shown in Figure 2.14 (B). This analysis indicates that there was no meaningful difference in 

SES scores between older adults who performed the best on the BASTE and older adults who 

performed the worst on the BASTE, as the mean difference between the High BASTE group 

and the High BASTE group (i.e., 0) did not exceed the 95% confidence interval of the mean 

difference between the Low BASTE group and the High BASTE group (95 CI: -0.81;1.26). 

As can be seen in Figure 2.14 (B), SES scores were more diverse overall for the Low BASTE 

group, however, both groups had multiple participants with a moderate SES score of five.  

2.3.7.4 Musical Experience 

 As outlined in Table 2.3, approximately 30% of older participants reported playing a 

musical instrument and approximately 60% of younger participants reported playing a 

musical instrument. Very few participants reported that they had more than six years of 

formal training (i.e., four younger and four older) and that they still play music regularly (i.e., 
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three younger and four older). The four older adults with the most musical experience in the 

current study all had BASTE scores greater than or equal to zero. Thus, none of these 

participants were included in the Low BASTE group; one was even included in the High 

BASTE group. These results (although based off a small sample size) are inconsistent with 

research suggesting that musicians have superior speech perception in noise abilities than 

non-musicians (Anderson, White-Schwoch, & Parbery-Clark, 2013; Parbery-Clark, Skoe, 

Lam, & Kraus, 2009) and aligned with studies showing that speech perception in noise ability 

is similar for samples with different levels of musical experience (Madsen, Marschall, Dau, 

& Oxenham, 2019).  

Table 2.4 
Musical Experience Questionnaire Results 
Question Response   
  Younger (n=30) Older (n=30) 
Do you play any instruments?  Yes 19 8 
 No 11 22 
If yes, how many instruments do you play? 1 8 4 
 2+ 4 4 
Number of years of musical training?  0/n.a. 19 23 
 0.5-5 yrs 7 3 
 6-10 yrs 3 3 
 10+ yrs 1 1 
Do you still play music regularly?   Yes 3 4 
 No 4 10 
 Sometimes 2 0 
 N/A 18 15 
 Other 3 0 

 
 
 
2.3.7.5. Hearing and Listening Experience (SSQ12) 

 The SSQ was administered to measure younger and older adults’ perception of 

communication problems that they experience day-to-day. For display purposes, each SSQ 

item is listed in Table 2.5. Participants’ ratings were regrouped into two negative categories 

(ratings < 3 = “Severe”, ratings 4-6 = “Moderate”) and two positive categories (ratings 7-9 = 
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“Mild”, and a rating of 10 = “None”). The percentage of responses for each category are 

displayed in Figure 2.15 (younger adults) and Figure 2.16 (older adults). As can been seen in 

the figures, there were two categories where older adults rated their listening much worse 

than the younger adults (Item 2, 36.5% negative responses compared to 30% for younger 

adults; and Item 4, 30% negative response for older adults compared to 10% for younger 

adults.  
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Table 2.5 
SSQ 12 Items 
Item  Question 
1 You are talking with another person and there is a TV on in the same room. Without turning the TV down, can you follow 

what the person you’re talking to says? 
2 You are listening to someone talking to you, while at the same time trying to follow the news on the TV. Can you follow 

what both people are saying?  
3 You are in a conversation with one person in a room where there are many others talking. Can you follow what the person 

you are talking to is saying?  
4 You are in a group of about five people in a busy restaurant, you can see everyone else in the group. Can you follow the 

conversation?  
5 You are in a group and the conversation switches from one person to another. Can you easily follow the conversation 

without missing the start of what each new speaker is saying?  
6 You are outside. A dog barks loudly. Can you tell immediately where it is, without having to look?  
7 Can you tell how far away a bus or truck is, from the sound? 
8 Can you tell from the sound whether a bus or truck is coming towards you or going away?  
9 When you hear more than one sound at a time, do you have the impression that it seems like a single jumbled sound?1 
10 When you listen to music, can you make what which instruments are playing?  
11 Do everyday sounds that you can hear easily seem clear to you (not blurred)?  
12 Do you have to concentrate very much when listening to someone or something? 2 

Note. 1   = Likert response options range from 1: Jumbled – 10: Not Jumbled, 2  = Likert response options range from 1: Concentrate 
 hard to 10: No need to concentrate. For all other items, response options range from 1: Not at all – 10: Perfectly  
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Figure 2.15. Younger Adults’ Speech, Spatial and Qualities of Hearing Scale Likert Ratings.  
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Figure 2.16. Older Adults’ Speech, Spatial and Qualities of Hearing Scale Likert Ratings.  
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To test whether there was a difference in the ratings of these items as a function of 

age, bootstrapped coupled estimation was conducted with younger adults’ ratings as the 

control group and older adults’ ratings as the test group (See Figure 2.17). This analysis 

indicated that there was a meaningful difference in ratings between age groups for Item 4, but 

not for Item 2. That is, for Item 4, the mean difference between the younger adult group and 

the younger adult group (i.e., 0) was greater than the upper bound of the 95% confidence 

interval of the mean difference between the younger group and the older group (i.e., -0.13). 

This indicates that at least some older adults are aware of having more difficulty listening to 

and following conversations in a noisy restaurant than younger adults.  
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Figure 2.17. Gardner-Altman Plot of Younger and Older Adults Ratings for  
Speech, Spatial and Qualities of Hearing Scale Items 2 & 4. 
 
 



 

 

 

78 

To determine whether responses to these two SSQ items were related to older 

adults’ performance on the BASTE speech perception in noise task a correlation over 

the data of the 30 older adults was performed along with a targeted analysis of the 

High and Low BASTE performers. The correlational analysis indicated that there 

were no secure correlations with BASTE performance for Item 2 (r = .09, p = .62) or 

Item 4 (r = -.17, p = .37). The data analysis with bootstrapped coupled estimation 

shown in Figure 2.18 was consistent with the correlational analysis. That is, the 

estimation suggested  that there was no meaningful difference in SSQ ratings between 

older adults who performed the best on the BASTE and older adults who performed 

the worst on the BASTE for Item 2 or Item 4 as the mean difference between the High 

BASTE group and the High BASTE group (i.e., 0) did not exceed the 95% confidence 

intervals of the mean difference between the Low BASTE group and the High 

BASTE group for either item.  

In summary, ratings for SSQ items that were the most sensitive to age did not 

explain the variance in BASTE performance for the older adult sample. This is 

consistent with studies showing that self-report measures of listening do not always 

strongly correlate with objective listening tests (Heinrich, Henshaw, & Ferguson, 

2016). One reason for the inconsistency between older adults’ performance on 

objective and subjective listening measures is that visual speech could help some 

older adults overcome poor listening performance during real-life listening, but not 

during the auditory-only speech recognition in noise tasks typically used to 

objectively measure listening ability. 
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Figure 2.18. Gardner-Altman estimation plots for Older Adults SSQ Ratings 
 
2.4 Summary and Future Directions 

Consistent with previous research, the current study found that older adults 

had higher SRTs on a standard speech perception in noise task than younger adults. 

Older adults who participated in the current study also performed more poorly than 

younger adults on several auditory and cognitive tasks that have been related to 

speech perception in noise ability. Furthermore, the results from the correlational 

analysis and the DABEST analysis suggest that auditory attention is important for 

older adults’ speech recognition in noise performance. These results are consistent 

with the FUEL and suggest that the role of attention should be carefully considered in 

future investigations of ageing and speech perception in noise.  
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Contrary to the predictions outlined in the ELU model, working memory did 

not seem to explain the variance in performance on the BASTE task for the older 

adults included in this study. That is, the results from the LSPAN and digit span tasks 

were either precise and the High and Low BASTE older adults performed within a 

similar precise range or the measure was imprecise and the variance in performance 

between High and Low BASTE groups was similar (e.g., the LSPAN). It is possible 

that the sample sizes used for the DABEST analysis may have contributed to the lack 

of meaningful difference between High and Low BASTE older adults on the 

cognitive assessments. It is also possible that as the memory tasks used in the current 

study were rather general, these tasks may not be sensitive to specific cognitive skills 

that are involved in speech perception in noise.  

An interesting finding from the DABEST analysis was that older adults who 

had lower SRTs had higher levels of physical activity than older adults who had 

higher SRTs. Physical activity likely supports the integrity of different structures 

within the auditory-cognitive system and thus in turn supports speech perception in 

noise. Future research should examine the relationship between physical activity and 

speech perception in noise in more depth, using both subjective (e.g., questionnaire) 

and objective (e.g., stress test) measures.  

As the results from the current study indicated that older adults’ difficulties 

perceiving speech in noise may be modulated by attention, the experiments in 

Chapters 3 and 4 of this thesis take a more direct approach to investigating the role of 

attention in speech perception in noise by manipulating the auditory and visual 

processing demands of the speech perception task itself. These studies are also more 

ecologically valid than the current study as auditory-visual speech stimuli (rather than 
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auditory-only speech stimuli) are used to investigate the effects of cognitive ageing on 

speech perception in noise. 



   
 

 82 

Chapter 3 

Effects of age and multiple talking faces on the visual 

speech benefit in noise 

3.1 Introduction  

Understanding speech in noise is challenging, especially for older adults 

(Pichora-Fuller, Alain, & Schneider, 2017). Seeing a talker’s face facilitates speech 

perception in noise as the temporal and segmental speech information provided by 

mouth and lip movements compliments the auditory speech signal (i.e., the visual 

speech benefit in noise; Aubanel, Davis, & Kim, 2015; Kim & Davis, 2014; Munhall, 

Jones, Callan et al., 2004). The visual speech benefit has been well replicated and 

typically yields an 11dB improvement in speech recognition when compared to an 

auditory only baseline (Gordon & Allen, 2009, MacLeod & Summerfield, 1987; 

Sumby & Pollack, 1954). Notably, even though older adults understand less speech in 

noise than younger adults overall, the magnitude of the visual speech benefit in noise 

is typically the same for both age groups (Sommers, Tye-Murray, & Spehar, 2005; 

Tye-Murray, Spehar, Myerson, Hale & Sommers, 2016).  

One limitation of virtually all investigations of aging and the visual speech 

benefit, however, is that only one video of a person producing visual speech that 

matches the auditory signal is presented during auditory-visual trials. These trials 

place little demand on visual-spatial selective attention, as there is only one face to 

look at (i.e., foveate) and/or focus attention on. As research using paradigms other 

than the visual speech benefit have found that the attentional demands of a task can 

modulate auditory-visual processing effects, it is possible that attention also plays a 

role in gaining a visual speech benefit. If this is the case, then age-related declines in 
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attentional capacity may affect older adults’ ability to gain a visual speech benefit 

when auditory and/or visual processing are attentionally demanding.  

Although older adults have not been specifically tested, experiments using 

paradigms other than the visual speech benefit have shown that auditory-visual 

processing effects are limited by the availability of attentional resources. For example, 

the McGurk Effect, a classic example of a visual influence on auditory speech 

perception in which the auditory speech token /ba/ is perceived as /da/ when watching 

a face saying /ga/ (McGurk & MacDonald, 1976) is reduced under attentionally 

demanding conditions (Alsius, Navarra, Campbell & Soto-Faraco, 2005; Alsius, 

Navarra & Soto-Faraco, 2007). Given that the McGurk effect is reduced when 

attentional resources are depleted, it seems plausible that other auditory-visual 

processing effects involving speech (i.e., the visual speech benefit) will also be 

limited by the availability of attentional resources.  

The way that Alsius and colleagues manipulated attention was by requiring 

participants to engage in a secondary task (i.e., to detect a repeated auditory or visual 

stimulus or a specific tactile pattern). However, not only can a secondary task interact 

with the primary one in difficult to interpret ways, but also the precise cognitive 

mechanisms involved can be unclear (Damos, 1991). For the current experiments, we 

took inspiration from visual search paradigms where the extent of the involvement of 

visual-spatial selective attention in locating a target can be deduced by what happens 

to search time when the number of distractors is varied.  

That is, for visual search tasks where participants are charged with locating a 

particular type of visual target amongst a varying number of distractors, it is generally 

agreed that when search time increases as a linear function of the search set size (i.e., 

the number of distractors), each visual stimulus needs to be processed individually, 
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and that top-down, visual-spatial selective attention is involved in this serial search 

for the target (Wolfe, 2010). Alternatively, finding that the time taken to locate the 

target does not vary as the number of distractors is increased indicates that a property 

of the target stimulus can guide the search process directly to it so that a serial search 

involving top-down, visual-spatial selective attention is not necessary, or that the 

participant is able to process the distractors and target together at the same time 

(Wolfe, 2010).  

With the visual search paradigm in mind, we adapted the standard speech in 

noise paradigm, where participants are required to identify speech in noise for 

Auditory Only (AO) and Auditory-Visual (AV) presentations, and manipulated the set 

size by adding one, three or five talking faces silently uttering irrelevant sentences 

(i.e., distractors). The same person was used in both target and distractor videos to 

control for any individual differences between talkers that might influence the way 

visual-spatial selective attention is deployed. If participants need to engage in a serial 

visual search in order to process the relevant talking face, then there should be a linear 

decrease in the size of the visual speech benefit proportional to the number of 

distractor videos presented. When two talking faces are presented, for example, 

participants have a 50% chance of processing the irrelevant video first. Presuming 

they are not able to shift in time to the alternate (matching) talking face video, they 

would only gain half of the benefit that was gained during a trial with only one 

relevant talking face. Under this simple model, the participant would have an even 

smaller chance (i.e., 25%) of initially processing the matching talking face when four 

talking faces are presented. This pattern of results would be consistent with the 

proposal that visual-spatial selective attention is involved in gaining a visual speech 

benefit.  
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It should be emphasised that participants in our study were not explicitly 

asked to locate the talker that matched the auditory signal (although this is likely a 

strategy adopted by participants). Rather, participants were only instructed to report 

the speech that they heard on each trial. As the current study is a speech recognition in 

noise task, it is important to note that in addition to the number of visual distractors 

present, degrading the quality of the auditory signal also can influence how visual-

spatial selective attention may be deployed. To illustrate this effect, consider the study 

by Stacey, Murphy, Sumner, Kitterick, and Roberts (2014). In Stacey et al.’s (2014) 

study, participants were shown videos of two, three or four people each uttering a 

different sentence and were asked to locate the face that matched an auditory target. 

The attentional demands on auditory processing were manipulated by presenting 

target sentences as natural or vocoded speech, presented in multi-talker babble or in 

quiet. The results showed that when the auditory target was presented clearly, there 

was no significant increase in search time as the set size increased (i.e., response 

times were approximately 2000 ms for each condition). However, when the auditory 

target was degraded, response times increased by approximately 200 ms as the 

number of faces increased. 

Stacey et al. (2014) interpreted their results as showing that, when the speech 

was natural, the perceiver had sufficient attentional resources to combine the auditory 

and visual speech information from several faces at once (regardless of where they 

were foveating) and thus they were able to identify the talker producing visual speech 

that matched the auditory target independent of the number of faces in the stimulus 

set. However, when attentional resources had to be expended just to process the 

auditory speech information (i.e., when the speech was vocoded and/or mixed with 

noise), then participants could only process the visual speech information from one 
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talking face at a time, which, as Stacey et al. (2014) suggest, is indicative that visual-

spatial selective attention was involved. As the auditory targets in our study were also 

masked, it seems likely that talking face videos will need to be processed serially, 

which would be indicated by a decrease in the magnitude of the visual speech benefit 

as the set size increases.  

 In summary, existing research on auditory-visual processing and attention 

suggests that gaining a visual speech benefit is likely limited by the availability of 

attentional resources. If this is the case, then older adults’ ability to gain a visual 

speech benefit could be impaired relative to younger adults, especially when the 

attentional demands of auditory and visual processing are high, i.e., when there are 

many visual distractors, and when the auditory task is difficult. That is, research 

suggests that older adults have a smaller maximum attentional resource capacity than 

younger adults (Bialystok & Craik, 2006; Craik & Byrd, 1982; Craik & Salthouse, 

2011; Heinrich, Gagné, Viljanen, Levy, Ben-David, & Schneider, 2016). 

Furthermore, when hearing acuity is reduced, as is the case for many older adults, the 

perceptual effort needed for speech recognition could deplete attentional resources 

(Pichora-Fuller, Kramer, Eckert, et al., 2016; Wingfield, Amichetti, & Lash, 2015). 

Finally, even when attentional resources are available, older adults appear to be 

poorer at controlling them. For example, older adults are less proficient than younger 

adults at shifting focused attention from one object or location to another (i.e., 

orienting) and at selectively focusing on a stimulus while inhibiting distractors 

(Hasher & Zacks, 1988; Greenwood & Parasurman, 2004; Lustig, Hasher, & Zacks, 

2007; Madden, Connelly & Pierce, 1994; Zanto & Gazzaley, 2014). Thus, if the 

number of talking faces that can be processed at once is limited by the availability of 

attentional resources, then older adults should have particular difficulty gaining a 
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visual speech benefit when the attentional demands of auditory and visual processing 

are high.  

For the present study, younger and older adults were presented with spoken 

sentences mixed with speech shaped noise in five visual display conditions: Static (a 

static image of a face or faces), One Talking Face (one visual speech video relevant to 

the auditory signal), and three conditions with multiple (two, four or six) visual 

speech videos. The conditions with multiple visual speech videos always included one 

video that matched the auditory signal (i.e., the relevant video); the other video(s) 

showed irrelevant visual speech. To control for any individual differences between 

talkers that might influence the way that attention may be deployed in any visual 

search, all speech videos (relevant and irrelevant) consisted of the same female talker.  

As it was not possible to know the exact amount of attentional resources that 

would be required for auditory processing at different SNRs, two experiments (with 

different SNRs and thus different auditory processing demands) were run. For 

Experiment 1, a SNR that would be difficult for both younger and older adults was 

selected (i.e., -6dB) in order to prevent ceiling performance on the Static Condition. 

In case the auditory processing demands of -6dB SNR completely deplete the 

attentional resource capacities of both age groups (thus minimising any differences 

between groups), Experiment 2 used a less demanding SNR (i.e., -1dB).  

For both experiments, it was predicted that both age groups would get a 

standard visual speech benefit (i.e., speech recognition would be better during the One 

Talking Face Condition than the Static Condition), but that older adults would 

perform worse overall than younger adults on the speech recognition task due to age-

related declines in hearing sensitivity (Tun, Williams, Small, & Hafter, 2012). For 

Experiment 1, (i.e., when auditory processing demands were high; -6dB SNR), it was 
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expected that if participants need to engage in a serial visual search in order to process 

the relevant talking face, then the magnitude of the visual speech benefit should 

reduce for both age groups as more irrelevant talking faces are presented. However, 

older adults should have greater difficulty in comparison to younger adults when 

irrelevant talking faces are presented, due to an age-related decline in the maximum 

capacity of top-down attentional resources (Craik & Byrd, 1982; Craik & Salthouse, 

2011).  

For Experiment 2 (i.e., -1dB SNR) it was expected that due to age-related 

declines in hearing sensitivity, the majority of older adults’ attentional resources 

would be devoted to auditory processing, and thus, they would only be able to process 

one talking face a time (i.e., their speech recognition would reduce as more talking 

faces were presented). However, it was expected when the SNR was -1dB, younger 

adults with good hearing would have sufficient attentional resources to process more 

than one talking face at a time and would therefore be able gain a full visual speech 

advantage when more than one talking face was presented.  

To control for any potential effects of peripheral vision, the visual angle 

(Swearer, 2011) of the Six Talking Faces Condition was approximately 20°. That is, 

for a trial from the Six Talking Face Condition, if a participant was foveating on the 

last face on the right-hand side of the monitor (i.e., face number six), and the relevant 

talking face was the first face presented on the left-hand side (i.e., face number one; 

the face furthest away from face number six), then there would only be 20° visual 

angle between fixation and the relevant talking face. As research suggests that the 

McGurk Effect only significantly reduces when an individual’s gaze is displaced 

beyond 20° (Paré, Richler, ten Hove, & Munhall, 2003), and an auditory-visual 

benefit for syllable detection in noise can be accrued from visual speech presented at 
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23.60° eccentricity (Kim & Davis, 2013), any reduction in the visual speech benefit 

when multiple talking faces are presented for the current study should be due to 

attention (which is not necessarily locked to eye movement; Posner, 1980) rather than 

limitations of peripheral vision.  

3.2 Experiment 1 

3.2.1 Method 

3.2.1.1 Participants 

Twenty-four younger adults (19 Females, MAge = 22) and 24 older adults (14 

Females, MAge = 69) participated in this study. Younger adults were undergraduates at 

Western Sydney University and participated for course credit. Older adults were 

recruited from the Australian Seniors Computer Club Association (ASCCA) and were 

given a monetary reimbursement. All participants reported English as their first 

language and passed a screening test for mild cognitive impairment (The Clock Test; 

Nishiwaki et al., 2004). None of the participants were hearing aid users.  

3.2.1.2 Stimuli 

The stimuli consisted of 140 auditory and visual recordings (120 test trials, 12 

catch trials, and eight practice trials) of a native Australian-English female talker 

uttering Harvard IEEE sentences. The recordings were selected from the MAVA 

database (i.e., MARCS Auditory –Visual Australian recordings of IEEE sentences, 

Aubanel, Davis, Kim, 2017). Each individual video was cropped to show only the 

lower portion of the face and measured 4.5cm (height) x 8cm (width) with a total 

visual angle of 28°.  

3.2.1.2.1 Summary of Experimental Conditions 

Video recordings were manipulated (using FFmpeg) to produce five 

experimental conditions which are summarised in Table 3.1.   
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Table 3.1 
Visual Stimuli Presented for Each Experimental Condition  
Condition  Visual Stimuli  
One Talking Face  One silent video showing a person uttering a 

sentence that matches the auditory signal.  
 

Two Talking Faces Two silent videos side-by-side. Each video shows 
the same person uttering a different sentence; visual 
speech from one video matches the auditory signal. 
See Figure 3.1. 
 

Four Talking Faces  Four silent videos side-by-side. Each video shows 
the same person uttering a different sentence; visual 
speech from one video matches the auditory signal. 
 

Six Talking Faces Six silent videos side-by-side. Each video shows the 
same person uttering a different sentence; visual 
speech from one video matches the auditory signal. 
 

Static 
 

A static black and white image of a single face or 
multiple faces. 

 

3.2.1.2.2 Test Trials 

 Five versions of the experiment were created so that each item could appear 

in all conditions without being repeated to a participant. For each version of the 

experiment, 24 IEEE sentences were assigned to each condition.  

Each version of the One Talking Face Condition consisted of 24 videos of one female 

uttering a single sentence. Each video recording was combined with the auditory 

signal (which had been mixed with speech shaped noise derived from the long-term 

average spectrum of the 140 sentences used) that matched the visual utterance.  

Each version of the Two Talking Faces condition consisted of 12 sets of video 

pairs (i.e., a single video file with two silent visual speech videos, side-by-side, each 

simultaneously uttering a different IEEE sentence). Each video pair was presented 

twice: once with the auditory signal (with noise) matching the visual speech video on 

the left, and again so that the auditory signal (with noise) matched the visual speech 

video on the right, producing a total of 24 trials. See Figure 3.1. 
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Figure 3.1. Example Trial from the Two Talking Faces Condition.  

 
The same procedure was applied to stimuli production for the Four and Six 

Talking Face conditions. For example, for the Four Talking Faces Condition, six sets 

of side-by-side videos with four talking faces were used to make 24 auditory-visual 

stimuli, with auditory recordings added to match each of the visual speech videos. 

This procedure ensured that the spatial location of the matching talking face appeared 

at each possible location an equal amount of times throughout the experiment. 

For the Static Condition, one still frame of each type of visual speech video 

(i.e., one, two, four, or six faces) was taken and edited to be black and white with 

Adobe Illustrator CS6. Each picture type was presented six times (six presentations x 

four picture types = 24 trials). Images were presented simultaneously with an IEEE 

sentence mixed with noise at -6dB.  

3.2.1.2.3 Catch Trials  

Catch trial sentences were different from sentences used for practice trials and 

test trials. Twelve catch trials were included in all versions of the experiment to 

ensure that participants attended to the visual stimuli. Catch trials were identical in 
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appearance to test trials, except an image with a red cross placed over the mouth 

region(s) was displayed for 200ms at the end of each video.  

3.2.1.3 Apparatus  

Stimuli were presented using DMDX software (Forster & Forster, 2003) on a 

Dell T7810 computer with Windows 7 software. Visual stimuli were presented on a 

monitor measuring 30cm (height) x by 53cm (width). Auditory stimuli were presented 

through Sennheiser HD280pro headphones.  

3.2.1.4 Procedure 

Participants were tested individually. They first completed a questionnaire that 

asked about their age, sex, and native language. Next, participants were seated 

approximately 70 cm from a computer monitor in a sound attenuating booth. 

Participants were told that they would see and hear a person uttering a sentence. They 

were instructed to attend to the videos (or picture) that appeared on the screen, listen 

carefully to the speech presented in noise, and type out what they heard once the word 

“respond” appeared on the screen.  

Participants then completed one version (out of five possible versions) of the 

experiment. All versions began with the same two-phase practice session. Phase one 

consisted of six trials (two trials from the single talking face condition, and one trial 

from each of the other conditions). Phase two of the practice session consisted of two 

practice catch trials. Participants were instructed to look for a red cross that appeared 

over the persons mouth at the very end of each video, and to type “999” whenever 

they saw a red cross. The researcher told each participant that red crosses would 

appear randomly throughout the experiment. Sentences used for the practice session 

were not included in the test trials. Participants were invited to repeat both phases of 

the practice session as many times as they felt necessary. Two of the older 
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participants requested to repeat the practice session. Participants were invited to 

adjust the volume to a comfortable level.  

After the practice session, participants completed 132 test trials (i.e., 24 trials 

from each condition and 12 catch trials) presented in a pseudo-random order. 

Participants were encouraged to take a short break after completing 72 trials. The total 

listening time for each participant was approximately 40 minutes.  

At the conclusion of the experiment, participants completed a visual acuity 

test, (the Freiburg Visual Acuity and Contrast Test [FrACT]; Bach, 2007) and a 

screening measure for mild cognitive impairment (i.e., The Clock Test). Hearing 

sensitivity was assessed by measuring pure-tone thresholds at five different 

frequencies (0.25,0.5, 1, 2, and 4 kHz) with a Diagnostic Audiometer (AD229e).  

3.2.2 Results  

Mean correct keywords recognised for younger and older adults as a function 

of display condition is shown in Figure 3.2. As can be seen, speech recognition for 

both younger and older adults improved from the Static Condition to the One Talking 

Face Condition, and then reduced as more talking faces were presented.  

 
Figure 3.2. Results from Experiment 1. Tukey’s box plots represent the median and 
interquartile range (Q3-Q1) of the percentage of keywords correctly reported as a 
function of visual display condition for younger and older adults. Violin plots 
represent the probability density of the data across the distribution. 
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A mixed factorial ANOVA was conducted with Age (Younger vs. Older) as 

the between participants factor and Face Condition (Static vs. One Talking Face vs. 

Two Talking Faces vs. Four Talking Faces vs. Six Talking Faces) as the within 

participants factor. A significant main effect of Age F(1, 46) = 19.47, p=.000, η2 =. 30 

was found. Younger adults (M = 36.87, SE = 2.02) correctly recognized more key 

words than Older Adults (M = 24.24, SE = 2.02). There was also a significant main 

effect of Condition, F(3.20, 145.357) = 135.89,  p < .001, η2 = .75 (Greenhouse-

Geisser used for degrees of freedom). Bonferroni corrected post hoc tests revealed 

that participants (both younger and older adults) recognised significantly more words 

during the One Talking Face Condition (M = 49.02, SE = 2.05) than the Static 

Condition (M = 18.52, SE = 1.22). There was no significant difference between 

performance on the Static Condition and the Six Talking Face Condition (M = 22.10, 

SE = 1.30), however, all other conditions were significantly different from each other 

(2TF, M = 36.56, SE = 2.20 4TF, M = 26.56, SE = 1.59). There was no significant 

interaction between Age and Condition, F(4,46) = 1.47,  p = .215, η2 = .03.  

As the results from existing research (including the current study) indicate that 

that there is approximately a 30% improvement in listeners’ speech recognition in 

noise ability when listeners can see one talker’s face in comparison to an auditory-

only condition, I calculated how much of this standard percentage benefit participants 

gained when multiple talking faces were presented. To do this, I multiplied the mean 

percentage of keywords correctly identified for a condition with multiple faces (e.g., 

the Two Talking Faces Condition) by 100, and divided this value by the mean 

percentage of keywords correctly identified for the One Talking Face Condition. The 

resulting values represent the percentage of the standard visual speech benefit that 

was gained for each condition with multiple talking faces, which are illustrated in 
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Figure 3.3. As can be seen in the figure, the percentage of the standard visual speech 

advantage gained decreased as the number of talking faces increased. For the Two 

Talking Faces Condition, younger adults gained approximately 80% of the standard 

visual speech benefit, whereas older adults gained approximately 70% of the standard 

visual speech benefit (Younger: M = 79.37, SE = 4.35, Older: M = 66.83, SE = 4.35). 

In comparison to the Two Talking Faces Condition, the percentage of the standard 

visual speech benefit gained by younger and older adults reduced by approximately 

20% when four talking faces were presented (Younger: M = 57.69, SE = 3.05, Older: 

M = 48.88, SE = 3.05) and by an additional (approximate) 10% when six talking faces 

were presented (Younger: M = 50.42, SE = 3.07, Older: M = 37.10, SE = 3.07).  

 

 
Figure 3.3. The Percentage of the Standard Visual Speech Benefit Gained as a 
Function of Display Condition for Experiment 1. Tukey’s box plots represent the 
median and interquartile range (Q3-Q1). Violin plots represent the probability density  
of the data across the distribution.  
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3.2.2.1 Visual acuity  

3.2.2.1.1 Younger Adults 

 All younger participants had normal or corrected to normal vision (i.e., ≥ 1.0 

on the FrACT visual acuity measure; Bach, 2007). Younger adults’ visual acuity 

scores ranged from .99 to the maximum score of 2.0 (M = 1.41, SD = .30).  

3.2.2.1.2 Older Adults 

 Eight older adults had worse than normal vision (i.e., < 1.0 on the FrACT 

visual acuity measure) with visual acuity scores ranging from 0.71 to the maximum 

score of 2.0 (M= 1.21, SD= .37). Pearson product-moment correlation coefficients 

were computed to test whether visual acuity was related to performance on the speech 

recognition task. The results indicated that older adults’ visual acuity scores were not 

significantly related to performance on any of the conditions (all p values ≥ .50; r 

values: Static = -.12, 1TF = -.06, 2TF = -.20, 4TF = -.02, 6TF = -.04). 

3.2.2.2 Hearing Sensitivity  

Table 3.2 (Experiment 1) summarises the hearing sensitivity levels for both 

younger and older adults. All younger participants had normal hearing (i.e., ≤ 25dB 

HL at .25, .5, 1, 2, 4 kHz). Older adults’ hearing levels were more diverse, ranging 

from normal to moderate-severe hearing loss (i.e., ≥ 40dB and ≤ 70dB HL at one 

frequency), with the majority of older participants (i.e., 14) having only mild hearing 

loss (i.e., ≥ 25dB and ≤ 40dB HL for all tested frequencies). Mean pure-tone hearing 

thresholds for each tested frequency are shown in Table 3.3 (Experiment 1). As can 

be seen, younger adults had significantly lower thresholds than older adults for both 

ears at all tested frequencies (all p values ≤ .03), except for .25 kHz (p = .25).  

Better Ear Average scores were calculated by averaging hearing thresholds 

across all tested frequencies for each ear and selecting the lower average threshold. 
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The within group variation for the Better Ear Average was greater for older adults 

(Min. = 13.00, Max. = 34.00, M = 23.00, SD = 5.79) than younger adults (Min. = 8.00, 

Max. = 20.00, M = 14.00, SD = 3.38). The Better Ear Average was not significantly 

related to performance on any of the display conditions for either age group (all p 

values ≥ 0.16; younger adult r values: Static = -.30, 1TF = -.17,  2TF = -.06, 4TF=-

.23, 6TF = -.07; older adult r values: Static = -.40, 1TF = -.25, 2TF = -.13, 4TF = -.26, 

6TF = -.22).  
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Table 3.2 
Hearing Levels for Younger and Older Adults  
  Experiment 1  Experiment 2 
Hearing Level Definition    
  Younger (n=24) Older (n=24) Younger (n=20) Older (n=20) 
Normal ≤ 251 at all frequencies2 24 7 20 4 
Mild Loss >25 - ≤ 40 at one frequency 0 13 0 9 
Moderate Loss > 40 - ≤ 55 at one frequency  0 2 0 4 
Moderate-Severe Loss > 55 - ≤ 70 at one frequency 0 2 0 3 

Note. Hearing level definitions adapted from Wayne et al., 2016 and are measured from the better ear.  
1dB Hearing Loss 
2All frequencies refers to .25, .5, 1, 2, 4 kHz  
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Table 3.3 
Mean Pure-Tone Hearing Thresholds for Experiments 1 and 2 
  Experiment 1 Experiment 2 
Ear Frequency (kHz) Mean dB HL (SD) Mean dB HL (SD) 
  Younger (n=24) Older (n=24) Younger (n=20) Older (n=20) 
Right 0.25 18.33 (4.34) 22.08 (4.40) 16.75 (2.94) 21.25 (5.82) 
 0.50 17.50 (5.52) 23.54 (6.51) 14.00 (3.48) 23.50 (7.45) 
 1.00 16.04 (4.66) 22.29 (5.89) 13.50 (3.66) 23.75 (9.58) 
 2.00 12.71 (4.89) 23.33 (8.68) 13.25 (4.95) 28.00 (10.31) 
 4.00 9.58 (4.87) 32.50 (14.45) 9.00 (6.20) 37.25 (15.09) 
Left 0.25 18.54 (4.54) 20.42 (6.41) 16.50 (2.86) 21.75 (6.13) 
 0.50 17.71 (4.42) 21.67 (7.32) 14.25 (4.38) 23.00 (9.65) 
 1.00 14.38 (4.96) 22.08 (5.50) 12.25 (3.02) 21.50 (10.27) 
 2.00 13.33 (6.54) 22.92 (7.65) 10.75 (5.91) 27.25 (13.13) 
 4.00 11.46 (6.51) 34.17 (16.98) 9.00 (7.71) 44.25 (17.72) 
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3.2.3 Discussion 

Experiment 1 tested whether the magnitude of the standard visual speech 

benefit, found when only a single talker’s face is shown, is reduced when additional 

talking faces are presented. The results confirmed that the standard visual speech 

benefit was found for both younger and older adults, i.e., speech recognition in noise 

was better for the One Talking Face Condition compared to the auditory-only Static 

Condition. Consistent with previous research, the magnitude of the standard visual 

speech benefit (i.e., approx. 30%) was not significantly different for younger (M = 

32.75) and older adults (M = 28.25; t(46)= 1.27, p = 0.212, BF01 = 1.82; Sommers, 

Tye-Murray, & Spehar, 2005; Tye-Murray, Spehar, Myerson, Hale & Sommers, 

2016).  

As expected, the size of the visual speech benefit became smaller as additional 

talking faces were presented. That is, each time the number of faces increased by two 

the visual speech benefit reduced by approximately 50%. This pattern suggests that 

younger and older adults conducted a serial visual search for the relevant talking face 

and is consistent with the proposal that visual speech information can only be 

combined with auditory information for a single face at a time. That is, the chance of 

attending to the matching face would reduce as the number of faces increased. Given 

that the visual speech information from even six talking faces would be available 

(Paré, Richler, ten Hove, & Munhall, 2003), this finding suggests that in order to gain 

a visual speech benefit a person must direct visual-spatial selective attention to 

relevant visual speech, and that the ability to do this decreases as the stimulus set-size 

increases.  

As expected, older adults understood significantly less speech in noise than 

younger adults. This suggests that the task was more difficult for older adults and 
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likely reflects age-related hearing problems, as indicated by older listener’s higher 

pure-tone thresholds. Unexpectedly, the impact of additional irrelevant talking faces 

was similar for both age groups. That is, there was no differential effect of age on the 

visual speech benefit when multiple talking faces were presented. One explanation for 

the lack of difference between age groups is that the older adults who participated in 

this study had similar attentional resource levels as the younger adult group. As 

measures of cognitive skills like attention and working memory were not collected in 

Experiment 1, it is not possible to evaluate this proposal. This limitation is considered 

in Experiment 2.  

Another explanation for why there was no differential effect of age when 

additional talking faces were presented is that the overall difficulty of the speech 

recognition task was too high and this depleted the attentional resource capacities of 

both age groups. That is, a SNR of -6dB was selected to prevent a ceiling effect for 

the younger listeners. However, this resulted in a task with very high auditory 

processing demands for both younger and older adults. Indeed, even younger adults 

only correctly reported 23% of the keywords for the Static Condition.  

High auditory processing demands may have depleted the attentional 

resources for both younger and older adults, thus reducing the chance to observe 

differences due to attentional capacity between age groups (i.e., a floor effect). If this 

was the case, then any between age group effect of presenting additional talking faces 

should be clearer when a less adverse SNR (e.g., -1dB) is used. That is, if the SNR is -

1dB younger adults would need to devote less attentional resources to processing the 

auditory speech than when the SNR was -6dB. Thus, it is possible that younger adults 

would have sufficient attentional resources to combine the auditory and visual speech 

information from several faces at once, gaining a visual benefit that is no different 
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from when a single face is presented. As older adults may still need to devote a 

significant portion of their resources to auditory processing when the SNR is -1dB 

(due to age-related hearing loss), then older adults may only have sufficient 

attentional resources to process one talking face at a time. This was tested in 

Experiment 2.  

3.3 Experiment 2 

3.3.1 Method 

3.3.1.1 Participants 

Twenty younger adults (13 Females, MAge = 21) and 20 older adults (12 

Females, MAge = 72) participated in the experiment. Ten of the older adults who 

participated in Experiment 2 had previously participated in Experiment 1. Practice 

effects were not expected as there was approximately a two-year gap between 

experiments, and as different sentences were used for each experiment. None of the 

younger adults who participated in Experiment 2 had participated in Experiment 1. 

All participants reported English as their first language and passed a screening test for 

mild cognitive impairment (Nishiwaki et al., 2004).  

3.3.1.2 Stimuli & Procedure 

The methods and procedure used for Experiment 2 were the same as 

Experiment 1 except for a few differences. First, as 10 of the older participants had 

previously been exposed to the MAVA sentences during Experiment 1, different 

IEEE sentences were recorded and used as stimuli. Second, the SNR was set at -1dB 

(instead of -6dB) to reduce the attentional demands of auditory processing. Third, the 

Listening Span (Conway et al., 2005) and the Trail Making Task (Reitan, 1992) were 

administered to examine working memory capacity and executive function, 

respectively. These cognitive tasks were administered for two reasons. First, as 



   
 

 103 

attentional resources are important for both working memory and executive function, 

any age differences in performance on these tasks would support the claim that older 

adults have smaller attentional resource capacities that younger adults (Craik & Byrd, 

1982; Heinrich, Gagné, Viljanen, Levy, Ben-David, & Schneider, 2016). Second, 

including cognitive measures provides the opportunity to test whether the results from 

the current study are consistent with existing models of the role of attention and 

working memory in difficult listening situations (Pichora-Fuller, Kramer, Eckert, et 

al., 2016; Rönnberg, Holmer & Rudner, 2019).  

3.3.2 Results 

3.3.2.1 Speech Perception Task  

Mean correct keywords recognised for younger and older adults as a function 

of display condition is shown in Figure 3.4. As can be seen, speech recognition for 

both younger and older adults improved from the Static Condition (Younger: M = 

66.10, SE = 3.58, Older: M = 46.10, SE = 3.58) to the One Talking Face Condition 

(Younger: M = 81.55, SE = 2.38, Older: M = 72.75, SE = 2.38). When two talking 

faces were presented, younger adults speech recognition was no different from the 

One Talking Face Condition (Younger 2TF: M = 79.00, SE = 2.78). However, older 

adults’ speech recognition significantly reduced from the One Talking Face Condition 

to the Two Talking Faces Condition (Older 2TF: M = 60.25, SE = 2.78). Notably, 

there was no significant difference in speech recognition performance as a function of 

display condition for older adults who had previously participated in Experiment 1 

and older adults who only participated in Experiment 2, (F(4, 88) = 2.97, p = .10, η2 = 

.12).  

A mixed factorial ANOVA with Face Condition (Static vs. One Talking Face 

vs. Two Talking Faces vs. Four Talking Faces vs. Six Talking Faces) as the within 
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participants factor and Age (Younger vs. Older) as the between participants factor 

was conducted. There was a significant main effect of Age F(1, 38) = 19.35, p < .001, 

η2 = .34. Younger adults (M = 73.85, SE = 2.83) recognized more key words than 

Older Adults (M = 56.27, SE = 2.83). There was also a significant main effect of 

Condition, F(4, 152) = 63.88, p < .001, η2 = .63. Bonferroni corrected post hoc tests 

revealed that when the data was collapsed across age groups, there was no significant 

difference in speech recognition on the Four Talking Faces Condition (M = 62.35, SE 

= 2.15) and the Six Talking Faces Condition (M = 60.08, SE = 2.57), and neither of 

these conditions were significantly different than the Static Condition (M = 56.10, SE 

= 2.53). However, all other conditions were significantly different from each other 

(1TF, M = 77.15, SE = 1.68, 2TF, M = 69.63, SE =1.96). 

Figure 3.4. Results from Experiment 2. Tukey’s box plots represent the median and 
interquartile range (Q3-Q1) of the percentage of keywords correctly reported as a 
function of visual display condition for younger and older adults. Violin plots 
represent the probability density of the data across the distribution. 
 

A significant interaction between Face Condition and Age was found, F(4, 

152) = 5.84, p < .001, η2 = .13, suggesting that the effect of visual speech on speech 

recognition in noise was different for younger and older adults. Bonferroni corrected 

two-way contrasts showed that for younger adults, speech recognition during the One 

Talking Face Condition (M = 81.55, SE = 3.54) was significantly better than all 
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conditions (Static, M = 66.10, SE = 3.58, 4TF, M = 71.70, SE = 3.04, 6TF, M = 71.00, 

SE = 3.64) except the Two Talking Faces Condition (M = 79.00, SE = 2.78). Younger 

adults also recognised significantly more keywords during the Two Talking Faces 

than the Four Talking Faces conditions, F(4, 76) = 25.70, p < .001, η2 = .58. For older 

adults, speech recognition during the One Talking Face Condition (M = 72.75, SE = 

2.38) was significantly better than all other conditions (Static, M = 46.10, SE = 3.58, 

2TF, M = 60.25, SE = 2.78, 4TF, M = 53.00, SE = 3.04, 6TF, M = 49.25, SE = 3.64). 

Further, there was no significant difference between the Two Talking Faces and the 

Four Talking Faces conditions, F(4, 76) = 39.88, p < .001, η2 = .68. For both age 

groups, there was no significant difference between the Four Talking Faces and the 

Six Talking Faces conditions, and neither of these conditions were significantly 

different from the Static Condition.  

Figure 3.5 shows the percentage of the standard visual speech benefit gained 

for the conditions with multiple talking faces (e.g., (percentage correct on the Two 

Talking Faces Condition*100)/ percentage correct on the One Talking Face 

Condition) for younger and older adults. For the Two Talking Faces Condition, 

younger adults gained approximately 100% of the standard visual speech benefit, 

whereas older adults only gained approximately 80% of the standard visual speech 

benefit (Younger: M = 97.18, SE = 2.72, Older: M = 82.15, SE = 2.72). The 

percentage of the standard visual speech benefit gained reduced by approximately 

10% when four talking faces were presented for younger and older adults (Younger: 

M = 88.19, SE = 2.73, Older: M = 71.51, SE = 2.73). Both age groups gained a similar 

percentage of the standard visual speech benefit for the Four Talking Faces Condition 

and the Six Talking Faces Condition (Younger: M = 86.85, SE = 3.67, Older: M = 

65.51, SE = 3.67).  
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Figure 3.5. The Percentage of the Standard Visual Speech Benefit Gained as a 
Function of Display Condition for Experiment 2. Tukey’s box plots represent the 
median and interquartile range (Q3-Q1). Violin plots represent the probability density 
of the data across the distribution.  
 
3.3.2.2 Visual acuity  

3.3.2.2.1 Younger Adults 

All younger participants had normal or corrected to normal vision (i.e., ≥1.0 

on the FRACT visual acuity measure; Bach, 2007). Younger adults’ visual acuity 

scores ranged from 1.22 to the maximum score of 2.0 (M = 1.64, SD = .25).  

3.3.2.2.2 Older Adults 

 Six older adults had worse than normal vision (i.e., a score < 1.0 on the 

FrACT visual acuity measure), with visual acuity scores ranging from 0.83 to the 

maximum score of 2.0 (M = 1.12, SD = .22). Pearson product-moment correlation 

coefficients were computed to test whether visual acuity was related to performance 

on the speech recognition task. As found in Experiment 1, older adults’ visual acuity 

was not related to performance on any display condition (all p values ≥ .35; r values: 

Static = -.10, 1TF = -.16, 2TF = -.11, 4TF = -.02, 6TF = -.23). 
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3.3.2.3 Hearing Sensitivity  

Table 3.2 (Experiment 2) summarises hearing sensitivity levels for both 

younger and older adults. All younger participants had normal hearing (i.e., ≤ 25dB 

HL at .25, .5, 1, 2, 4 kHz). As in Experiment 1, older adults’ hearing levels ranged 

from normal to moderately-severe hearing loss, with the majority of older adults (i.e., 

9) having only mild hearing loss. Mean pure-tone hearing thresholds for each tested 

frequency are shown in Table 3.3 (Experiment 2). Younger adults had significantly 

lower thresholds than older adults at all frequencies for both ears (all p values were ≤ 

.01).  

3.3.2.3.1 Younger Adults 

 Better Ear Average scores (Min. = 5.71, Max. = 17.86, M = 10.04, SD = 2.71) 

were not significantly related to speech recognition scores for any of the visual 

display conditions (all p values ≥ .18; r values: Static = -.12, 1TF = .16, 2TF =.12, 

4TF = -.32, 6TF = -.16).  

3.3.2.3.2 Older Adults  

The Better Ear Average (Min. = 18.57, Max. = 47.14, M = 31.43, SD = 9.74) 

was strongly negatively correlated with performance on the Static Condition (p < 

0.01, r = -.73).  The SNR for Experiment 2 (i.e., -1dB) likely contributed to this 

relationship by facilitating a wide-spread distribution for the Static Condition. That is, 

when the SNR was -6dB (i.e., Expeirment1), older adults’ performance for the Static 

Condition was consistently poor, and there was no significant correlation with BEA.  

When performance on the Static Condition was partialled out, older adults’ Better Ear 

Average scores were not significantly related to performance on any other condition 

(all p values > .45; r values: 1TF = -.03, 2TF =.16, 4TF = .06, 6TF = -.01) for 

Experiment 2.  
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3.3.2.4 Cognitive Tasks 

Younger adults (Min. = 7.00, Max. = 57.00, M = 25.55, SE = 3.47) scored 

significantly higher on the listening span (i.e., LSPAN) than older adults (Min. = 0.00, 

Max. = 23.00, M = 9.30, SE = 1.77); t(38) =  4.17 , p < 0.01. As can be seen in Figure 

3.6, younger adults’ LSPAN scores were strongly positively correlated with all 

conditions of the speech recognition task (p < 0.01; r values: Static = .75, 1TF = .59, 

2TF = .59, 4TF = .66, 6TF = .60). That is, younger adults with larger working 

memory capacities recognised more keywords in noise. Younger adults’ LSPAN 

scores were not significantly related to the percentage of the standard visual speech 

benefit gained for any of the conditions with multiple talking faces (all p values ≥ .18, 

r values: 2TF = .01, 4TF = .17, 6TF = -.31).  

For older adults, LSPAN scores were moderately positively correlated with 

the Static (r = .45) and Two Talking Faces (r = .51) conditions (p < 0.05; See Figure 

3.6). As can be seen in Figure 3.7, older adults’ LSPAN scores were also moderately 

positively correlated with the percentage of the standard visual speech benefit gained 

for the Two Talking Faces Condition (p < 0.05, r = .50). Older adults’ LSPAN scores 

were not significantly related to the percentage of the standard visual speech benefit 

gained for the Four Talking Faces Condition or the Six Talking Faces Condition (p 

values ≥ .11, r values: 4TF = .14, 6TF = -.37).  

Scores from parts A and B of the Trail Making Test were computed to assess 

age differences in executive control [(Part B-PartA)/PartA]. There was no significant 

difference between younger and older adults’ computed scores (p = .73) and this 

measure did not significantly correlate with performance on the speech recognition 

task for either age group (all p values ≥ .20; younger adult r values: Static = -.10, 
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1TF= .13, 2TF = -.23, 4TF = -.25, 6TF = -.57; older adult r values: Static = -.00, 1TF 

= .31, 2TF = .24, 4TF = .10, 6TF = .14).  

 
Figure 3.6. Pearson Correlations between the Listening Span and Performance on the 
Static, One Talking Face, and Two Talking Faces Conditions (% Correct) for 
Younger and Older Adults.  
 

 
Figure 3.7. Pearson Correlation between the Listening Span and the Percentage of the 
Standard Visual Benefit Gained for the Two Talking Faces Condition for Older 
Adults.  
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3.3.3 Discussion 

Experiment 2 tested whether the impact of presenting additional faces on the 

visual benefit would be different for younger and older adults when there was less 

masking of the auditory speech (an SNR of -1dB) than Experiment 1 (i.e., an SNR of 

-6dB). Both age groups had better speech recognition performance in the current 

experiment (-1dB SNR) compared to Experiment 1 (-6dB SNR). For older adults, the 

overall pattern across conditions was the same as Experiment 1. That is, speech 

recognition in noise improved from the Static Condition to the One Talking Face 

Condition (i.e., a standard visual speech benefit); and this visual speech benefit was 

reduced as additional talking faces were presented. As in Experiment 1, the decline in 

the effect was proportional to the number of talking faces presented. This result 

suggests that even when the auditory processing demand was reduced (i.e., 

Experiment 2 had a more favourable SNR than Experiment 1) older adults needed to 

perform a serial search in order to process the relevant visual speech.  

 Younger adults also showed the standard visual speech benefit (more words 

recognized in the One Talking Face Condition compared to the Static Condition), but 

unlike Experiment 1, they showed an equal visual speech benefit for the Two Talking 

Faces Condition. That is, there was no significant decline from the One Talking Face 

Condition to the Two Talking Faces Condition. It possible that a ceiling effect 

contributed to this pattern of results, as many younger participants’ speech 

recognition performance was at or near 100% for both the One Talking Face 

Condition and the Two Talking Faces Condition. However, considering the 

interpretation of Stacey et al.’s (2014) results, it is also possible that younger adults 

had sufficient attentional resources available to process visual speech from two taking 

faces at once.  
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The difference between younger and older adults shown in the current 

experiment could be interpreted as being due to younger adults having a greater 

attentional resource capacity than older adults. An alternative (not necessarily 

exclusive) interpretation is that the group difference was related to age-related 

changes in hearing sensitivity. Given that older adults’ speech recognition was 

relatively poorer than younger adults’ in the control condition, it could be argued that 

-1dB was a more attentionally demanding SNR for older adults than for younger 

adults. As such, older adults might not have had spare attentional resources to devote 

to visual processing or gaining a visual speech benefit when two talking faces were 

presented.  

The claim that younger adults have more attentional resources than older 

adults is supported by the results from the LSPAN (i.e., younger adults performed 

significantly better on the LSPAN than older adults). Moderate and strong positive 

correlations were also found between the LSPAN and performance on the speech 

recognition in noise task for both age groups. These correlations are consistent with 

models of speech understanding in difficult listening situations, which suggest that 

when speech perception becomes difficult (due to background noise or hearing loss), 

cognitive resources (e.g., working memory) are recruited to help resolve perceptual 

ambiguity (Pichora-Fuller, Alain, & Schneider, 2017; Rönnberg, Holmer, & Rudner, 

2019; Wingfield, Tun, & McCoy, 2005).  

A novel finding from Experiment 2 is that older adults’ LSPAN scores were 

moderately-positively correlated with the percentage of the standard visual speech 

benefit gained for the Two Talking Faces Condition. That is, older adults who 

performed better on the LSPAN gained a larger visual speech benefit for the Two 

Talking Faces Condition (i.e., a benefit closer to the standard benefit) than older 
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adults who performed poorer on the LSPAN. One interpretation of this finding is that, 

as attentional resource capacity likely influences performance on the LSPAN (Engle, 

2002; Cowan,1999; Wingfield, Amichetti, & Lash, 2015), older adults who performed 

better on the LSPAN may have had sufficient attentional resources to process two 

talking faces at once for at least some trials, and thus gained a visual speech benefit 

closer to that of the standard benefit for the Two Talking Faces Condition. However, 

within-group differences in auditory processing abilities that are independent of 

hearing acuity (e.g., temporal processing; Pichora-Fuller & MacDonald, 2007) could 

have influenced older adults LSPAN performance in addition to (or instead of) 

attentional resources, and in turn older adults’ performance on the Two Talking Faces 

Condition. Future research should examine the relationship between measures of 

working memory capacity and the visual speech benefit using an experimental design 

that allows for direct comparison between low and high working memory capacity 

groups of normal hearing, younger and older adults (e.g., Gordon-Salant & Cole, 

2016).  

3.4 General Discussion 

Seeing a talker provides a sizeable benefit when recognizing speech in noise. 

The current study investigated what happens to this benefit, for both younger and 

older adults, when the number of talking faces presented and the SNR are 

manipulated. In Experiment 1, both younger and older adults gained the largest visual 

speech benefit from a single talking face and smaller benefits were gained for the 

Two Talking Faces and Four Talking Faces conditions. The results from Experiment 

1 clearly show that neither younger or older adults gained a full visual speech benefit 

when multiple talking faces were presented, even though the visual speech from one 

talking face always matched the auditory signal. A likely explanation for this pattern 
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of results is that combining auditory and visual speech information requires 

attentional resources, and when these resources need to be devoted to auditory 

processing, combing auditory and visual information is done in a serial fashion by 

directing visual-spatial selective attention to only one talker’s face.  

The manipulation used in Experiment 2 (i.e., making the auditory speech 

signal clearer) was based on the findings of Stacey et al., (2014) that suggest that 

clearer auditory speech releases attentional resources, allowing for auditory and visual 

information from more than a single face to be combined. The results from 

Experiment 2 showed that when the SNR was -1dB, the magnitude of the visual 

speech benefit for the One Talking Face Condition and the Two Talking Faces 

Condition was the same for younger adults. However, as in Experiment 1, the visual 

speech benefit reduced by approximately 50% for older adults when two talking faces 

were presented. This is consistent with Stacey et al. (2014) and suggests that when the 

SNR was less adverse, younger adults had sufficient attentional resources to combine 

auditory and visual information from two talking faces at once (i.e., the scope of 

visual-spatial selective attention encompassed both faces regardless of where the 

perceiver was foveating), whereas older adults only had sufficient resources to attend 

to one talking face at a time (i.e., the scope of visual-spatial selective attention only 

encompassed the area of one face). However, it is also possible that younger adults’ 

performance on the One Talking Face Condition and the Two Talking Faces 

Condition was the same for Experiment 2 because of a ceiling effect.   

So far, the way we have interpreted our results is consistent with the 

interpretations of studies that have used visual search paradigms to test the 

involvement of selective attention in auditory-visual processing effects (e.g., Alsius & 

Soto-Faraco, 2011; Fujisaki, Koene, Arnold, Johnston, & Nishida, 2005; Stacey et al., 



   
 

 114 

2014; Van der Burg, Olivers, Bronkhorst, & Theeuwes, 2008). That is, we have taken 

evidence of a serial search (i.e., that the visual speech benefit declines as additional 

talking faces are presented) as evidence for the deployment of visual-spatial selective 

attention. However, if in a serial visual search attention is constrained to where a 

person is looking  (i.e., foveating) so that in order for each stimulus to be processed it 

needs to be foveated,  then it is possible that age-related declines in processing-speed 

could have contributed to older adults’ inability to gain a standard visual speech 

benefit for the Two Talking Faces Condition in Experiment 2.  

For example, if older adults started the serial visual search with foveating (and 

thus processing) a face that did not match the auditory signal then, due to age-related 

declines in processing-speed or ocular-motor control, they would likely be slower 

than younger adults to switch to the relevant talking face. Thus, it is possible that 

younger adults were able to switch quickly enough from looking at the irrelevant face 

to looking at the relevant face to gain a standard visual speech benefit. On the other 

hand, by the time older adults were able to switch, any benefit was significantly 

reduced.  

Hearing loss could have exacerbated reduced processing-speed for older adults 

in that if the auditory signal was unclear, then it may have been difficult for older 

adults to decide if an auditory signal matched a talking face or not. In contrast, the 

absence of hearing loss would have facilitated younger adults’ ability to hear the 

auditory speech signal, which could have facilitated younger adults’ ability to quickly 

decide if they needed to switch to processing an alternate face (i.e., if they were 

looking a talking face that was irrelevant to the auditory signal).  

There are, however, several potential problems with a processing-speed 

focused interpretation of our results. First, since for the younger adults in Experiment 
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2 there was no apparent switching cost for the Two Talking Faces condition, younger 

adults would need to carry out an extremely rapid rejection (of the irrelevant talking 

face) and switch (to the relevant talking face). Such cost-free switching seems 

inconsistent with the result that there was a switching cost for the Four Talking Faces 

Condition (i.e., speech recognition declined for the Four Talking Faces Condition in 

comparison to the One Talking Face Condition).  

Second, our results do not support the suggestion that hearing loss prevented 

older adults from being able to rapidly relate auditory and visual speech information 

(and thus to decide if a talking face matched the auditory signal or not) for the Two 

Talking Faces Condition in Experiment 2. Rather, as older adults gained the same 

amount of benefit for the One Talking Face Condition in comparison to younger 

adults for both experiments 1 and 2, our results suggest that, despite poorer hearing 

sensitivity, older adults are able to rapidly use visual speech information to assist with 

auditory speech processing. This interpretation is consistent with studies that have 

shown that people can relate auditory and visual speech information even when the 

speech signal is masked so that speech is barely detectable (e.g., at SNR levels from -

20 to -30dB; Grant & Seitz, 2000, Kim & Davis, 2004). Furthermore, there was not a 

significant correlational relationship between Better Ear Average scores and older 

adults’ performance on the Two Talking Faces Condition (when performance on the 

One Talking Face Condition was partialled out), which would be expected if hearing 

loss was underlying the differential effect of age that was found for Experiment 2.  

Third, a processing-speed focused interpretation of our results relies on the 

assumption that perceivers can only gain a visual speech benefit when they are 

foveating visual speech that matches the auditory signal (i.e., that attention is only 

deployed to the location or object that an individual is foveating). This assumption 
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goes against studies that show that attention can be directed independent of eye-gaze 

(Posner, 1980). Indeed, studies showing that an auditory-visual speech benefit can be 

accrued when a talking face is presented in the visual periphery (e.g., Kim & Davis, 

2013; Paré et al., 2003), and when the quality of a face’s spatial frequency is low 

(e.g., Munhall, Kroos, Jozan, & Vatikiotis-Bateson, 2004) support the suggestion that 

attention is not necessarily deployed to the location or object that an individual is 

foveating.  

Taken together, the reduction in the visual speech benefit for the Two Taking 

Faces Condition that was observed for older adults but not for younger adults (i.e., 

Experiment 2) was likely due, at least in part, to cognitive ageing rather than auditory 

ageing alone. Although visual-spatial selective attention may be important for gaining 

a visual speech advantage, processing-speed and/or oculo-motor functioning may also 

contribute. Future research investigating ageing and the visual speech benefit should 

present both relevant and irrelevant visual speech information and collect eye 

movement data to confirm any differences in visual search strategies between younger 

and older adults, with and without hearing loss.  
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Chapter 4 

The visual speech benefit in noise: Effects of listener 

age, seeing two talkers and spatial cueing 

4.1 Introduction  

Older adults with and without hearing loss have difficulty understanding 

speech in noise (Bernstein & Grant, 2009; Füllgrabe, Moore, & Stone, 2015). 

Although research suggests that this difficulty can be offset when a talker’s face can 

be seen (i.e., the visual speech benefit in noise; Tye-Murray, Sommers & Spehar, 

2007), the auditory-visual trials used for most research on ageing and the visual 

speech benefit only display a video of a single person producing visual speech that 

matches the auditory signal. That is, auditory-visual trials for speech recognition in 

noise tasks are typically not demanding on visual-spatial selective attention, since 

there is only one face to look at (i.e., foveate) and attract attention. Given research 

indicates that older adults are more susceptible to visual distraction than younger 

adults (e.g., Madden, Connelly & Pierce, 1994; Guerreiro, Murphy, & Van Gerven, 

2013), it seems possible that age-related changes in how visual attention is allocated 

and directed could reduce older adults’ ability to gain a visual speech benefit when a 

visual scene includes visual distractors. However, this potential reduction in the visual 

speech benefit for older listeners would not have been observed by speech perception 

studies that have only presented a single talking face.  

To investigate whether the visual speech benefit is reduced when additional 

visual elements are included in a visual display, the experiments in the previous 

chapter tested the effect of presenting multiple talking faces to both older and younger 

adults. As reported in Chapter 3, when an auditory signal mixed with speech shaped 
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noise at -1dB was presented with two talking faces (one that matched the auditory 

signal and one that did not), younger adults gained a full visual speech benefit, 

whereas older adults’ visual speech benefit reduced by approximately 50%  in 

comparison to a standard one talking face condition.  

One possible explanation for this differential effect of age is that combining 

auditory and visual speech requires attentional resources. That is, older adults (with 

some degree of age-related hearing loss) may have allocated the majority of their 

attentional resource capacity to auditory processing rather than visual processing, 

which could have narrowed the scope of visual-spatial attention so that only one 

talking face could be processed (and combined with the auditory signal) at a time. 

Younger adults with good hearing, however, may have had sufficient attentional 

resources to allocate to visual processing so that the scope of visual-spatial attention 

was broad enough to process (and combine the auditory signal with) two talking faces 

at once.  

An alternative explanation for the differential effect of age found when two 

talking faces were presented is that older adults were slower than younger adults at 

switching their eye-gaze between the two talkers. That is, if a participant started a trial 

from the two talking faces condition by looking at the face that did not match the 

auditory signal, a younger adult may have been able to decide that they were looking 

at the incorrect face and switch to the alternate face fast enough to gain a full visual 

speech benefit. An older adult, on the other hand, may have been slower to decide that 

they were looking at the wrong face (and slower to switch), and would therefore gain 

less of a visual speech benefit. 

One problem with this explanation is that it relies on the assumption that the 

scope of visual-spatial attention is constrained to where a person is looking (i.e., 
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foveating). This assumption is inconsistent with studies showing that visual speech 

can enhance speech perception in noise when it is presented in the visual periphery 

(e.g., Kim & Davis, 2013; Paré et al., 2003), and when the quality of the spatial 

frequency information is low (e.g., Munhall, Kroos, Jozan, & Vatikiotis-Bateson, 

2004). Of course, it could be that rather than older adults being relatively slower in 

shifting eye-gaze, they are slower in shifting attention. This avoids having to claim 

that attention is constrained by eye-gaze; however, the proposal becomes very similar 

to the attention one (above), except rather than the difference between older and 

younger adults being attentional resource capacity, the difference would lie in the 

ability to either trigger rapid shifts in attention or in the speed of the shifts themselves.  

To gain further insight into the underlying cause of the difference between 

younger and older adults’ performance on the Two Talking Faces Condition, the 

current study tested whether visually cueing the location of a talker that matches the 

auditory signal would enable older adults to gain a standard visual speech benefit 

when two talking faces (i.e., one that matches the auditory signal and one that does 

not) are presented. If older adults are able to gain a standard visual speech benefit 

when two talking faces and a visual cue are presented, then this would suggest that a 

talking face needs to be foveated in order to be processed and that the older adults in 

Experiment 2 (Chapter 3) were poorer than the younger adults at switching their 

gaze/attention when they initially looked at the non-matching face. This pattern of 

results would also suggest that when older adults know where to look (i.e., who the 

target talker is), they should be able to gain a visual speech benefit even when a 

source of visual speech that does not match the auditory signal is within their visual 

field. 

However, if older adults are not able to gain a standard visual speech benefit 
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when two talking faces are presented with a salient visual cue indicating the target 

talker, then this would suggest that the presence of a talking face that does not match 

the auditory signal interfered with older adults’ ability to gain a standard visual 

speech benefit, regardless of whether they knew where the target talker was located 

(i.e., where to look) or not. This pattern of results would be consistent with the 

inhibitory deficit hypothesis (Hasher & Zacks, 1988; Lustig, Hasher, & Zacks, 2007), 

which suggests that old age is accompanied by a reduced ability to ignore irrelevant 

stimuli.  

The current study tested younger and older adults on a speech recognition in 

noise task. Spoken sentences mixed with speech-shaped noise were presented when 

there was a static image of a face (i.e., the Static Condition), one talking face relevant 

to the auditory signal, and two talking faces (one target and one distractor) on the 

screen. In addition, a visual cue (i.e., a white box) indicating where participants 

should look/attend was always presented one second prior to the talking face video(s) 

or image(s) and remained visible for the duration of each trial. When two talking 

faces were presented, the visual cue was either ambiguous (i.e., surrounding both 

target and distractor videos) or valid (i.e., surrounding only the target video). The 

location (i.e., right or left) of the valid cue and target talking face changed randomly 

throughout the experiment. 

As Stacey al.’s (2014) study and the experiments in Chapter 3 suggest that the 

auditory processing demands of a speech recognition in noise task can differentially 

affect how younger and older adults deploy visual-spatial attention, stimuli for the 

current study were presented at two SNRs (i.e.,  -1dB and -4dB). Note, an SNR of -

4dB was selected for the “more demanding” condition for the current experiment as 

speech recognition was very poor (younger adults only correctly reported 23% of the 
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keywords for the Static Condition) when the SNR was previously set at -6dB 

(Experiment 1, Chapter 3).  

For the current study, it was predicted that for both SNRs younger and older 

adults would gain a standard visual speech benefit (i.e., speech recognition would be 

better during the One Talking Face Condition than the auditory-only Static 

Condition). When the SNR was -1dB, it was predicted that younger adults’ speech 

recognition performance on the conditions with two talking faces would not be 

significantly different from the One Talking Face Condition, regardless of the type of 

cue presented. When the SNR was more attentionally demanding (i.e., -4dB), it was 

predicted that younger adults would gain a standard visual speech benefit for the valid 

cue condition; but, as in Chapter 3 (Experiment 1), they would not be able to gain a 

standard benefit when two talking faces were presented and it was not clear which 

face was the target (i.e., the Ambiguous Cue Condition).  

For older adults, it was predicted that speech recognition would be poorer 

when the ambiguous cue was presented in comparison to the One Talking Face 

Condition for both SNRs (i.e., -1dB and -4dB). Additionally, as older adults are more 

susceptible to visual distraction than younger adults, particularly when the primary 

task involves auditory processing (Guerreiro, Murphy, & Van Gerven, 2013), it was 

predicted that when two talking faces were presented, older adults would not be able 

to gain a full visual speech benefit, regardless of the cue presented.  

Lastly, as research suggests that attentional resource capacity moderates 

performance on complex span tasks (Cowan et al., 2005), the Listening Span (i.e., 

LSPAN) and the Symmetry Span (i.e., SSPAN) were administered. It was predicted 

that if older adults have smaller attentional resource capacities than younger adults, 

then they should have significantly lower LSPAN and SSPAN scores than younger 
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adults. It was also predicted that if attentional resource capacity affects the way 

visual-spatial selective attention is deployed, then, for both SNRs, younger and older 

adults with higher LSPAN and SSPAN scores would perform better on both the valid 

and ambiguous cue conditions than younger and older adults with lower LSPAN and 

SSPAN scores.  

4.2 Method 

4.2.1 Participants 

Twenty-four younger adults (11 Females, MAge = 23) and 24 older adults (14 

Females, MAge = 70 participated in this study. Younger adults were undergraduates at 

Western Sydney University and participated for course credit. Older adults were 

recruited from the community and were reimbursed $40. All participants reported 

English as their first language and passed a screening test for cognitive impairment 

(Addenbrook’s Cognitive Assessment; Mioshi, Dawson, Mitchell, Arnold & Hodges, 

2006).  

4.2.2 Stimuli  

The stimuli consisted of 147 auditory and visual recordings (128 test trials, 12 

catch trials, and seven practice trials) of a native Australian-English female talker 

uttering Harvard IEEE sentences. These recordings were manipulated to create 4 

visual display conditions (Static vs. One Talking Face vs. Ambiguous Cue vs. Valid 

Cue) each presented at two different SNRs (-1dB vs. -4dB) for a total of eight 

experimental conditions. Participants were always presented with a visual cue (i.e., a 

white rectangle) followed by an auditory-visual stimulus. The number of silent visual 

speech videos (1 or 2) included in the auditory-visual stimulus as well as the size and 

location of the cue varied across visual display conditions. See Figure 4.1 for a 

summary of the visual display conditions.  
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Figure 4.1. Visual Cues and Stimuli for Each Visual Display Condition. Visual Cues 
were always preceded by a 200ms white fixation cross. The visual cue was presented 
one second before the visual stimulus and remained visible until the end of each trial. 
The duration of each visual stimulus was approximately three seconds, but this varied 
depending on the content of each sentence.  
 

The stimuli for each condition were edited using FFmpeg. All video 

recordings were scaled and cropped to show only the lower portion of the face, with 

each individual video measuring 5cm (height) x 8cm (width; visual angle 31°). 

Videos for the One Talking Face Condition consisted of one female uttering a single 

sentence. For the Static Condition, the video was always a black and white image of 

the female talker with her mouth closed. For both cueing conditions, sets of video 

pairs (i.e., a single video file with two silent visual speech videos, side-by-side, each 

simultaneously uttering a different IEEE sentence) were used to create two items: one 

with the auditory signal matching the visual speech video on the left, and one with the 

auditory signal matching the visual speech video on the right. For catch trials, an 
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image of the talker’s face(s) with red crosses was concatenated to the end the videos. 

The image with red crosses appeared for 500ms.  

Two versions of the auditory recordings were created. One mixed with noise 

(speech shaped derived from the long-term average spectrum of the 146 sentences 

used) at -1dB and one mixed with noise at -4dB. The auditory sentences (mixed with 

noise) were mapped onto the appropriate videos, creating two sets of auditory-visual 

stimuli (-1 dB and -4 dB).  

To create the cuing effect, a one second black video of the same dimension 

was concatenated to the beginning of each auditory-visual stimulus. A white border 

was then added to each stimulus for its total duration. The dimensions of the border 

varied according to the visual display condition (1TF = W: 8cm x H: 5cm x D: 0.3cm, 

Static = W: 8cm x H: 5cm x D: 0.3cm, Valid Cue = W: 8cm x H: 5cm x D: 0.3cm, 

Ambiguous Cue = W: 16cm x H: 5cm x D: 0.3cm). 

4.2.3 Cognitive Tasks  

4.2.3.1 The Listening Span 

 The Listening Span was used to measure auditory verbal working memory 

(Conway et al., 2005). For this task, participants listened to letter sequences ranging 

from 3-7 letters. Each letter in a sequence was preceded by an auditory semantic 

categorization task in which a sentence was presented (e.g. the train sang a song) and 

the participant judged whether the sentence made sense or not. At the end of each 

sequence, participants were instructed to recall each letter from that sequence using a 

provided letter matrix. The researcher performed all of the mouse clicking during the 

task while the participant provided oral responses (i.e., true, false, and letter 

sequences). Participants were instructed to adjust the volume to a comfortable level 

during the practice session. The LSPAN was calculated as the sum of all perfectly 
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recalled sequences (i.e., the absolute scoring method). For example, if an individual 

recalled two letters in a set of two, three letters in a set of three, and four in a set of 

five, their absolute score would be five (i.e., 2 + 3 + 0 = 5).  

4.2.3.2 The Symmetry Span 

 The Symmetry Span was used to measure visual spatial working memory 

(Conway et al., 2005). For this task, participants were shown a series of 4 x 4 grids 

with one square from each grid highlighted in red. Grid series ranged from 2-5 grids. 

Each 4 x 4 grid was preceded by an 8 x 8 grid that had a number of squares shaded in 

black to create a pattern. Participants were instructed to judge whether each pattern 

was vertically symmetrical or not. At the end of each series, participants were 

instructed to recall the order and location of each highlighted red square. The 

researcher performed all mouse clicking during the task while the participant provided 

oral responses related to the symmetry task and pointed to show which sections of the 

grid were red. The final score was calculated as the sum of all perfectly recalled 

sequences (i.e., the absolute scoring method).  

4.2.4 Apparatus  

Stimuli were presented using DMDX software (Forster & Forster, 2003) on a 

Dell T7810 computer with Windows 7 software. Visual stimuli were presented on a 

monitor measuring 30cm (height) x by 53cm (width). Auditory stimuli were presented 

through Sennheiser HD280pro headphones.  

4.2.5 Procedure  

Participants were tested individually. First, they completed a questionnaire 

that asked about their age, gender, and native language. Next, participants were seated 

approximately 70cm away from a computer monitor in a sound attenuating booth. 

Participants were told that for each trial they would see a white box followed by a 
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video of a person uttering a sentence; they were told that the size and location of the 

box would change slightly, but that their task was to focus on the video that appeared 

inside the white box for each trial, listen carefully to the sentence, and type out what 

they heard once “respond” appeared on the screen. These same instructions appeared 

on the screen for the participant to read. Participants were then assigned to one of 

eight versions of the experiment and completed a practice session. The practice 

session consisted of five practice test trials (two One Talking Face, two Valid Cue, 

one Static) and two practice catch trials. Before the catch trials were presented, 

participants were instructed to look for a red cross that appeared over the talker’s 

mouth at the very end of each video, and to type “999” whenever they saw a red cross 

(instead of typing what they heard). They were told that the videos with red crosses 

would show up randomly throughout the experiment.  

After the practice session, participants completed 128 test trials, (i.e., 16 trials 

from each condition and 12 catch trials) presented in a pseudo-random order. 

Participants were encouraged to take a short break after completing 64 trials. The total 

listening time for each participant was approximately 45 minutes.  

After the speech perception task, participants completed a series of cognitive tasks: 

Addenbrooke’s Cognitive Examination (Mioshi, Dawson, Mitchell, Arnold & 

Hodges, 2006), The Listening Span and The Symmetry Span (Conway et al., 2005). 

Addenbrooke’s Cognitive Examination was always presented first, however, the 

presentation order of the working memory tasks was counterbalanced. Using a 

Diagnostic Audiometer (AD229e), hearing sensitivity was measured by obtaining 

pure-tone thresholds at seven frequencies (0.25,0.5, 1, 2, 4, 6, 8 kHz). Finally, visual 

acuity was measured using The Freiburg Visual Acuity and Contrast Test ([FrACT]; 

Bach, 2007).  
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4.3 Results  

4.3.1 Speech Perception Task  

Mean correct keywords recognised for younger and older adults as a function 

of SNR and Display Condition is shown in Figure 4.2. As can be seen in the figure, 

and as expected, older adults’ speech recognition improved from the Static Condition 

to the One Talking Face Condition, declined from the One Talking Face Condition to 

the Ambiguous Condition, and did not improve when the valid cue was presented for 

both SNRs. Also consistent with our expectations, younger adults gained a standard 

visual speech benefit and, although less clearly represented in the figure, were able to 

benefit from the valid cue (i.e., speech recognition performance for the One Talking 

Face and the Valid Cue Condition was not significantly different) for both SNRs. 

However, in contrast to the results from Chapter 3 (and thus the hypotheses for the 

current study), younger adults’ speech recognition for the Ambiguous Cue Condition 

was reduced in comparison to the One Talking Face Condition for both SNRs.  
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Figure 4.2. Cueing Experiment Results. Tukey’s box plots represent the median and 
interquartile range (Q3-Q1) of the percentage of keywords correctly reported as a 
function of SNR and visual display condition for younger and older adults. Violin 
plots represent the probability density of the data across the distribution. 
 

To test the effect of cueing the target talker on speech recognition in noise for 

younger and older adults, a mixed repeated measures ANOVA with Display 

Condition (Static vs. One Talking Face vs. Ambiguous Cue vs. Valid Cue) and SNR 

(-1dB vs. -4dB) as within participants factors and Age (Younger vs. Older) as the 

between participants factor was conducted. Follow-up analyses with Bonferroni 

adjusted alphas were conducted for significant interactions.  

Significant main effects of Age and SNR were found. That is, Younger Adults 

(M = 65.73, SE = 2.14) recognized more keywords than Older Adults (M = 53.92, SE 

= 2.14), F(1, 46) = 15.31, p < .001, η = 0.25, and when the data was collapsed across 
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age groups, participants recognised more keywords when the SNR was -1dB (M = 

69.84, SE = 1.48) than when the SNR was -4dB (M = 49.81, SE = 1.77),  F(1, 46) = 

266.08, p < .001, η = 0.85. 

A significant main effect of Display Condition was also found, F(3, 138) = 

79.04, p < .001, η = 0.63. Performance on the Static Condition (M = 48.66, SE = 1.73) 

was significantly poorer than performance on all other conditions (1TF: M = 70.57, 

SE = 1.52, p < .001; Ambiguous Cue: M = 57.80, SE = 1.78, p < .001; Valid Cue: M = 

62.27, SE = 1.96, p < .001) and performance on the One Talking Face Condition (M = 

70.57, SE = 1.52) was significantly greater than all other conditions (Static: M = 

48.66, SE = 1.73, p < .001; Ambiguous Cue: M = 57.80, SE = 1.78, p < .001; Valid 

Cue: M = 62.27, SE = 1.96, p < .001). Further, performance on the Ambiguous Cue 

Condition (M = 57.80, SE = 1.78) was significantly poorer than both the One Talking 

Face (M = 70.57, SE = 1.52, p < .001) and the Valid Cue (M = 62.27, SE = 1.96, p = 

.003) conditions.  

A significant interaction between Display Condition and Age was found, F(3, 

138) = 3.16, p < .05, η = 0.64, suggesting that speech recognition in noise across 

conditions was different for younger and older adults. Younger adults showed a 

significant main effect of Display Condition, F(3, 69) = 39.04, p < .001, η = 0.63. 

That is, speech recognition for the Static Condition (M = 54.96 , SE = 1.97) was 

significantly poorer than speech recognition for the One Talking Face Condition (M = 

73.98, SE = 1.51, p < .001), Ambiguous Cue Condition  (M = 63.94, SE = 2.35, p < 

.001), and the Valid Cue Condition (M = 70.06, SE = 2.15, p < .001). Performance on 

the Ambiguous Cue Condition (M = 63.94, SE = 2.35) was significantly poorer than 

performance on the Valid Cue Condition (M = 70.06, SE = 2.15, p = .007) and the 
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One Talking Face Condition (M = 73.98, SE = 1.51, p = .001), which were not 

significantly different from each other (p = .227).  

Older adults also showed a significant main effect of Display Condition, 

F(2.15, 49.37) = 42.56, p =.000, η = 0.65 (Greenhouse-Geisser correction was used as 

Mauchly’s test of sphericity was violated, X2(2) = 11.97, p = .04). That is, speech 

recognition performance during the Ambiguous Cue Condition (M = 51.48, SE = 

3.27) and the Valid Cue Condition (M = 54.45, SE = 3.27) was not significantly 

different (p = .685); however, performance on both of these conditions was 

significantly poorer in comparison to the One Talking Face Condition (M = 67.17, SE 

= 2.63; Ambiguous-One Talking Face: p = .007; Valid-One Talking Face: p = .001). 

Similarly to younger adults, performance on the Static Condition (M = 42.35, SE = 

2.85) was significantly poorer than performance on the One Talking Face  (M = 

67.17, SE = 2.63, p =.000, Ambiguous Cue (M = 51.48, SE = 3.27, p = .007) and 

Valid Cue (M = 54.45, SE = 3.27, p = .001) conditions.  

A significant interaction between Display Condition and SNR was found, 

suggesting that, when the data was collapsed across age groups, speech recognition in 

noise performance across conditions was different for each SNR, F(3, 138) = 8.17,  p 

< .001, η = 0.15. Data from trials presented at -1dB showed a significant main effect 

of Condition, F(3, 141) = 39.46, p < .001, η = 0.46. That is, there was no significant 

difference between performance on the Ambiguous Cue Condition (M=68.23, SE= 

1.94) and the Valid Cue Condition (M=70.77, SE= 2.09, p = .578 ), and performance 

for both of these conditions was significantly poorer than performance for the One 

Talking Face Condition (M = 79.34, SE = 1.57, p < .001). Performance on the Static 

Condition (M = 79.34, SE = 1.57) was significantly poorer than performance on all 

other conditions (all p values  .001).  
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Data from trials presented at -4dB also showed a significant main effect of 

Condition, F(3, 141) = 76.67, p < .001, η = 0.62. That is, when the SNR was -4dB, 

participants understood significantly more keywords during the Valid Cue Condition 

(M = 53.77, SE = 2.65) than the Ambiguous Cue Condition (M = 47.38, SE = 2.37; p 

= .001), and performance on both of these conditions was significantly greater than 

the Static Condition (M = 36.33, SE = 2.03; p < .001). Performance on the One 

Talking Face Condition (M = 61.76, SE = 1.92), was significantly greater than all 

other conditions (all p values  .001).  

In contrast to the hypotheses, the repeated measures ANOVA indicated that a 

three-way interaction between Age, SNR, and Display Condition was not significant, 

F(3, 138) = 1.42, p = .238, η = 0.03).  

4.3.2 Visual Acuity  

4.3.2.1 Younger Adults   

All younger participants had normal or corrected to normal vision (i.e., ≥1.0 

on the FrACT visual acuity measure). Younger adults’ visual acuity scores ranged 

from 1.10 to 1.68, where the maximum score is 2.0 (M = 1.45, SD = .20).  

4.3.2.2 Older Adults 

 Nine older adults had worse than normal vision (i.e., < 1.0 on the FrACT 

visual acuity measure) with visual acuity scores ranging from 0.61 to 1.61 where the 

maximum score is 2.0 (M = 1.08, SD = .23). Pearson product-moment correlation 

coefficients were computed to test whether visual acuity was related to performance 

on the speech recognition task. The results indicated that older adults’ visual acuity 

scores were not significantly related to performance on any of the conditions (all p 

values ≥ .29; r values -1dB: Static  = .01 1TF = .14, Ambiguous Cue = .00, Valid Cue 
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= .05, r values -4dB: Static = -.07, 1TF = .19, Ambiguous Cue = .22, Valid Cue = 

.19). 

4.3.3 Hearing Sensitivity  

Table 4.1 summarises the hearing sensitivity levels for both younger and older 

adults. All younger participants had normal hearing (i.e., ≤ 25dB HL at .25, .5, 1, 2, 4 

kHz). Older adults’ hearing levels were more diverse, ranging from normal to 

moderate-severe hearing loss (i.e., > 40dB and ≤ 70dB HL at .25, .5, 1, 2, or 4 kHz in 

the better ear), with the majority of older participants having normal hearing (9 

participants) or mild hearing loss (8 participants). Mean pure-tone hearing thresholds 

for each tested frequency are shown in Figure 4.3. Younger adults had significantly 

lower thresholds than older adults for both ears at all tested frequencies (all p values ≤ 

.05) except for .25 kHz for the left ear (t(46) =  -1.91, p = .06).  

Table 4.1 
Hearing Levels for Younger and Older Adults  
Hearing Level Definition   
  Younger 

(n=24) 
Older 
(n=24) 

Normal ≤ 251 at all frequencies2 24 9 

Mild Loss >25 - ≤ 40 at one frequency 0 8 
Moderate Loss > 40 - ≤ 55 at one frequency  0 5 
Moderate-Severe Loss > 55 - ≤ 70 at one frequency 0 2 

Note. Hearing level definitions adapted from Wayne et al., 2016 and are measured 
from the better ear.  
1dB Hearing Loss 
2.25, .5, 1, 2, 4 kHz  
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Figure 4.3. Audiogram Results for the Left and Right Ears. The bold black line 
represents the mean threshold for older adults as a function of frequency. The fine 
black lines represent individual audiograms for older adults as a function of 
frequency. The green shaded area represents the audiometric threshold range for 
younger adults. 
 

Better Ear Average scores were calculated by averaging hearing thresholds 

across all tested frequencies for each ear and selecting the lower average threshold. 

The within group variation for the Better Ear Average was greater for older adults 

(Min. = 12.14, Max. = 47.86, M = 28.24, SD = 9.41) than younger adults (Min. = 5.00, 

Max. = 18.57, M = 10.83, SD = 3.46). For younger adults, the Better Ear Average was 

not significantly related to performance on any of the display conditions (all p values 

≥ .20; r values -1dB: Static = -.03, 1TF = -.19, Ambiguous Cue = .05, Valid Cue = 

.02; r values -4dB: Static = .27, 1TF = -.01, Ambiguous Cue = -.05, Valid Cue = -

.15). For older adults, the Better Ear Average was significantly related to performance 

on the One Talking Face Condition at -1dB (r = -.63, p < .01) and the Static Condition 

at -4dB (r = -.41, p < .05). The Better Ear average was not significantly related to 

performance for any other condition of the speech recognition task (all p values <  
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.08; r values -1dB: Static = -.39,  Ambiguous Cue = -.18, Valid Cue = -.36;  r values -

4dB: 1TF = -.37, Ambiguous Cue = -.36, Valid Cue = -.37).  

4.3.4 Cognitive Tasks 

4.3.4.1 The Listening Span 

  Younger adults (Min. = 9.00, Max. = 49.00, M = 26.67, SD = 10.89) scored 

significantly higher on the listening span (i.e., LSPAN) than older adults (Min. = 0.00, 

Max. = 31.00, M = 11.40, SD = 9.14); t(46) =  5.14, p < .001). Younger adults’ 

LSPAN scores were not significantly related to performance on the speech 

recognition task (all p values ≥  .23; r values -1dB: Static = .18, 1TF = .25, 

Ambiguous Cue = -.17, Valid Cue = .04, r values -4dB: Static = .01, 1TF = -.01, 

Ambiguous Cue = -.01, Valid Cue = -.12).  

As can be seen in Figure 4.4, older adults’ LSPAN scores were moderately 

positively correlated to performance on the One Talking Face Condition at -4dB (p = 

0.02, r = 0.48) and the Ambiguous Cue Condition at -1dB (p = 0.01, r = 0.50). Older 

adults LSPAN scores were weakly positively correlated to performance on the Valid 

Cue Condition at -4dB (p = 0.05, r = 0.39) but not significantly related to 

performance on any other condition for either SNR (all p values ≥ .09; r values -1dB: 

Static  = .12, 1TF = .27, Valid Cue = .25, r values -4dB: Static = .27, Ambiguous Cue 

= .34).         
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Figure 4.4. Pearson Correlations Between the Listening Span and Performance on the  
One Talking Face, Ambiguous Cue, and Valid Cue Conditions for Older Adults. The 
white background indicates -1dB SNR and the grey background -4dB SNR.  
 
4.3.4.2 The Symmetry Span 

 Younger adults (Min. = 4.00, Max. = 39.00, M = 19.96, SE = 1.82) scored 

significantly higher on the symmetry span (i.e., SSPAN) than older adults (Min. = 

0.00, Max. = 24.00, M = 8.96, SE = 1.17); t(46) =  4.83 p < .001.Younger adults’ 

LSPAN scores were not significantly related to performance on the speech 

recognition task (all p values ≥ .21; r values -1dB: Static  = -.17, 1TF = -.26, 

Ambiguous Cue = -.17, Valid Cue = -.02, r values -4dB: Static = .15, 1TF = .09, 

Ambiguous Cue =  .10, Valid Cue =  .16). Older adults’ SSPAN scores were not 

significantly related to performance on the speech recognition task (all p values ≥ .10; 

r values -1dB: Static  = -.01, 1TF = .04, Ambiguous Cue = .35, Valid Cue = .05, r 

values -4dB: Static = -.14, 1TF = -.10, Ambiguous Cue = -.08, Valid Cue = -.18.  
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4.4 Discussion 

The main aim of the current study was to test whether visually cueing a 

talker’s face that matches the auditory signal (i.e., a target face) helps younger and 

older adults get a standard visual speech benefit when two talking faces (one target 

and one distractor) are presented. In summary, the results indicated that younger 

adults were able to benefit from the cue, whereas older adults were not. That is, when 

two talking faces were presented and a visual cue surrounded only the target talker’s 

face, younger adults’ speech recognition in noise performance was not significantly 

different from when only one talking face was presented. In contrast, older adults 

recognised significantly less speech in noise when two talking faces were presented in 

comparison to when one talking face was presented, regardless of whether the visual 

cue was valid (i.e., surrounded just the target talker) or ambiguous (i.e., surrounded 

both target and distractor talkers).  

Although it possible that older adults did not gain a standard visual speech 

benefit for the Valid Cue Condition because they were not able to perceive the cue as 

efficiently as younger adults, this explanation seems unlikely as the colours of the cue 

and the background had a high contrast (i.e., a white cue on a black background) and 

as older adults’ visual acuity scores (as measured by the FrACT) were not related to 

performance on any of the experimental conditions. Age-related declines in the speed 

at which older adults are able to shift their gaze to a cued location also seems to be an 

unlikely explanation for older adults’ performance on the Valid Cue Condition. That 

is, even though older adults are generally slower at overtly switching their gaze to a 

location in the periphery from a central fixation point than younger adults, both 

younger and older adults can complete a prosaccade (i.e., a saccade in the direction 

that a cue has previously indicated) to a target at up to 8º eccentricity within 200 ms 
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(Bojko, Kramer, & Peterson, 2004; Brett & Machado, 2017; Wang, Tian, Wang, & 

Benson, 2013). As the valid cue for the current experiment was only 3º from fixation 

and presented for 1000 ms prior to stimulus onset, older adults should have been able 

to adjust their gaze to the validly cued location before the auditory-visual stimulus 

was presented.  

It is also possible that age-related declines in covertly (i.e., independent of eye 

gaze) switching visual-spatial attention could have prevented older adults from 

gaining a standard visual speech benefit for validly cued trials (Erel & Levey, 2016). 

However, this interpretation is inconsistent with studies that have tested the effects of 

ageing on orienting visual-spatial attention by adapting Posner’s (1980) attentional 

cueing paradigm (e.g., Folk & Hoyer, 1992; Langley, Friesen, Saville & Ciernia, 

2011). Langley et al. (2011), for example, showed that older (i.e., between the ages of 

60-74) adults’ ability to covertly orient visual-spatial attention was not significantly 

different from younger adults when, as in the current study, a valid peripheral cue was 

presented for 1000 ms, and remained visible for the duration of a validly cued trial. 

When the cues in a classic cueing paradigm are presented for shorter durations (i.e., 

50-200ms) and do not remain visible for the duration of a trial, older adults tend to 

have slower response times than younger adults; however, older adults are still able to 

correctly respond to validly cued trials within approximately 400-600ms (Folk & 

Hoyer, 1992; Langley et al., 201; Lincourt, Folk, Hoyer & 1977; Madden, Connelly, 

& Pierce, 1994; Tales, Muir, Bayer & Snowdren, 2002). Thus, older adults’ 

performance on traditional cueing tasks suggests that the older adults in the current 

study should have had sufficient time to switch visual-spatial attention to the location 

of the target talker for the current study where visual cues were always presented for 

1000 ms.  
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As older adults should have been able to switch their eye-gaze and/or scope of 

visual-spatial attention to the cued location prior to the presentation of the auditory-

visual stimulus, we suggest that age-related declines in inhibitory control reduced 

older adults’ ability to get a standard visual speech benefit for the Valid Cue 

Condition. In summary, the inhibitory deficit theory of cognitive ageing suggests that 

older adults are more distractible than younger adults in that they are less able to 

inhibit (i.e., ignore) information that is irrelevant to a goal (e.g., understanding speech 

in noise; Hasher & Zacks 1988; Lustig, Hasher, & Zacks, 2007). That is, older adults 

show impairments in preventing irrelevant information from gaining access to the 

focus of attention (i.e., irrelevant information is more likely to capture older adults 

attention than younger adults) and in the ability to filter out irrelevant information 

once it has reached higher levels of the processing stream (Hasher & Zacks 1988; 

Lustig, Hasher, & Zacks, 2007). In the context of the current study, the inhibitory 

deficit hypothesis would suggest that the non-matching talking face presented during 

trials from the Valid Cue Condition could have captured older adults visual-spatial 

attention, even if they had previously oriented their gaze and/or attention to the 

location of the valid cue. This attentional capture could have prevented older adults 

from combining visual information from the target talking face with the auditory 

signal, thus reducing the magnitude of the visual speech benefit.  

As research on ageing and cross-modal distraction (e.g., Guerreiro, Murphy, 

and Van Gerven, 2013) suggests that the modality of a distractor in relation to the 

modality of a primary task affects older adults’ ability to inhibit irrelevant 

information, it would be interesting for future research on ageing and auditory-visual 

speech perception to vary the characteristics of the auditory, visual, or auditory-visual 

distractors presented. Cohen and Gordon-Salant (2017), for example, presented 
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younger and older listeners with different types of irrelevant visual information (i.e., 

text, an additional talking face, or a video of a person performing a simple action) 

next to a talking face that matched the auditory signal. When speech recognition 

performance on the conditions with visual distraction was compared to performance 

on standard auditory-only and auditory-visual conditions, the results indicated that for 

both age groups, the only visual distractor that caused speech reception thresholds (at 

50% correct) to be significantly worse than the standard auditory-visual condition was 

the action video.  

It is possible that when two talking faces were presented for Cohen and 

Gordon-Salant’s (2017) study, older adults were able to inhibit the distractor talking 

face as the target always appeared at the same location on the screen (i.e., there was 

no need to switch eye-gaze and/or visual-spatial attention throughout the experiment). 

However, there may have been another reason why the presentation of an additional 

talking face did not have a detrimental effect on older adults. This is because, unlike 

the experiments in this thesis, Cohen and Gordon-Salant (2017) presented auditory 

speech as an auditory masker (i.e., informational masking) and this auditory speech 

matched the visual speech that was presented as a visual distractor for the Two 

Talking Faces Condition. This synchronous auditory-visual distractor could have 

potentially facilitated older adults’ ability to inhibit the auditory and visual distraction 

(and thus gain a visual speech benefit) in addition to (or instead of) knowing where to 

look (Driver, 1996). Thus, future studies should compare the effects of bi-modal 

distractors (e.g., synchronous auditory-visual speech) and unimodal distractions (e.g., 

visual speech) on younger and older adults’ speech recognition in noise performance.  

One difference between the results from the current study and Experiment 2 

(Chapter 3) is younger adults’ performance when two talking faces were presented 



   
 

 140 

and the SNR was -1dB. That is, for the current study, younger adults’ performance on 

the ambiguous cue condition was significantly poorer than performance on the One 

Talking Face Condition; whereas the previous experiment showed no significant 

difference between the One Talking Face Condition and the Two Talking Faces 

Condition for younger adults. One explanation for this difference between studies is 

that the SNRs were blocked for previous experiments but mixed for the current study 

(i.e., -1dB trials and -4dB trials were presented in a random order). Switching back 

and forth between SNRs may have been a more attentionally demanding task than 

listening to only one SNR, and any attentional resources that younger adults were able 

to devote to combining auditory information with two talking faces at once for 

previous experiments may have been allocated to auditory (and not visual) processing 

for the current study. A task that requires a participant to continuously adjust to 

different SNRs is arguably more realistic than a task that has a consistent SNR; thus, 

the results from the current study may be a more ecologically valid representation of 

the constraints of attention on younger adults’ ability to gain a visual speech benefit in 

noise.  

Although future studies should track participants’ eye movements to verify the 

visual and/or attentional processes that affected older adults’ performance on the 

Valid Cue Condition, the results from the listening span task suggest that variation in 

the older adults’ speech recognition performance could be due to cognitive rather than 

sensory mechanisms. For example, when the SNR was -1dB, older adults with higher 

LSPAN scores recognised more speech in noise for the Ambiguous Cue Condition 

than older adults with lower LSPAN scores (p = 0.01, r = 0.50). This suggests that 

when the SNR was -1dB, older adults had sufficient attentional (or working memory) 

resources to combine auditory information with two talking faces at once for at least 
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some of the trials. In addition, there was a significant (yet weak) relationship between 

older adults LSPAN scores and performance on the Valid Cue Condition when the 

SNR was - 4dB (p = 0.05, r = 0.39) but not when the SNR was -1dB (p > 0.05, r = 

0.25). This suggests that when auditory processing is attentionally demanding (i.e., -

4dB), older adults with a larger resource capacity were able to benefit more from the 

valid cue than those with a smaller resource capacity.  

Together, the results from the current study and Chapter 3 suggest that the 

ability to gain a visual speech benefit when visual distractors are presented changes as 

a function of age and auditory processing demands, and that these changes may be 

due to the way in which visual-spatial selective attention is directed and controlled 

rather than deficits in gaze switching or peripheral sensory processing (i.e., hearing 

sensitivity or visual acuity). As older adults were not able to gain a visual speech 

benefit for the Valid Cue Condition (i.e., when the visual cue was clearly presented 

and remained accessible for the duration of each trial), it seems unlikely that that they 

would be able to benefit from social cues that indicate the location of a relevant talker 

in a realistic cocktail party environment. That is, visual cues that could direct a 

listeners attention to a relevant talker during a real-life conversation, such as people 

directing their eye-gaze to a relevant talker or a gesture (e.g., a hand raise) from the 

relevant talker themselves, are arguably more subtle and fleeting than the type of 

visual cue presented for the current study.  

On the other hand, it is possible that older listeners could be more sensitive to 

ecologically valid cues (e.g., gesture and eye-gaze) than the types of visual cues 

typically used for perception research (e.g., squares and arrows; Gayzur, Langley, 

Kelland, Wyman, Saville, Ciernia, 2014). Future research should investigate how 

different types of cues (i.e., endogenous and exogenous) that range in ecological 
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validity affect younger and older adults’ ability to gain a visual speech benefit in 

noise when there are visual distractors within the visual field. Furthermore, as 

familiarity with a talker’s voice can help older adults recognise speech in noise 

(Johnsrude et al., 2013), how familiarity with a talker’s auditory-visual speech (i.e., 

face and voice) affects older adults’ ability to get a visual speech benefit when visual 

distraction is presented should also be investigated. That is, if a listener is more 

familiar with a talker’s face and voice, it might be easier to avoid visual distraction. 

For these future studies, measuring eye-movement, in addition to speech recognition, 

could help to distinguish between the visual and/or attentional processes contributing 

to any potential differential effects of age.  
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Chapter 5 

Does a visual distractor impair older adults’ performance 

on an auditory-visual speech understanding in noise task?   

 
5.1 Introduction 

Older adults often report that understanding speech in situations with background 

noise (e.g., a busy restaurant) is challenging (CHABA, 1988; Pichora-Fuller, 2003). To 

assess an individual’s ability to understand speech in noise, a clinician or researcher typically 

uses a speech recognition in noise task, where listeners are presented with words or short 

sentences and asked to recall what they hear by typing or speaking (e.g., The Hearing in 

Noise Test; Nilsson, Sigfrid, & Sullivan, 1996). Although speech recognition tasks provide 

an accurate and repeatable measure of speech intelligibility, they do not require participants 

to use listening skills that are necessary for participating in conversations, such as extracting 

meaning from speech and switching between multiple talkers (Best, Streeter, Roverud, 

Mason, & Kidd Jr., 2016).  

In order to understand the day-to-day communication difficulties that people 

experience and to predict the real-world outcomes of potential interventions (e.g., hearing 

aids), researchers have started to develop speech perception tests that incorporate important 

aspects of listening in real life (Best, Keidser, Buchholz & Freeston, 2016). Although the 

specific designs vary across studies, these “real-life listening tests” generally aim to measure 

a person’s ability to continuously comprehend what is said during a conversation between 

multiple people (i.e., a conversation-comprehension task; Best, Keidser, Buchholz, & 

Freeston, 2016; Best, Keidser, Freeston, & Buchholz, 2018; Best, Streeter, Roverud, Mason, 

& Kidd Jr., 2016). Significant advances have been made in incorporating these conversation-
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comprehension tasks into dynamic auditory scenes (Weisser, Buchholz, Oreinos et al., 2019); 

however, typically, the conversation-comprehension tasks that have been developed do not 

include any components of a realistic visual scene (e.g., visual speech that matches the 

auditory signal or visual distractors). Although seeing a talker’s face generally facilitates 

speech perception in noise for both younger and older adults (Tye-Murray, Spehar, Myerson, 

Hale & Sommers, 2016), it is possible that susceptibility to distraction could reduce older 

adults ability to benefit from visual speech in a complex visual scene (Ch. 4 this thesis; 

Wascher, Schneider, Hoffman, Beste, & Sänger, 2012).Thus, the current study investigated 

how younger and older adults perform on a conversational speech understanding task (i.e., 

The Question-and-Answer Task) when visual speech that matches the auditory signal and 

visual distraction are presented. 

Although components of realistic visual scenes have not been included in 

conversation-comprehension tasks, they have started to be included in traditional speech 

recognition tasks. Devesse, van Wieringen, and Wouters (2019), for example, developed the 

Audiovisual True-to-Life Assessment of Auditory Rehabilitation (AVATAR), an auditory-

visual sentence recognition in noise task that includes a virtual restaurant scene with five 

virtual humans seated at a dining table. For an initial evaluation of the AVATAR, younger 

adults’ performance on the speech recognition in noise task was measured when one of the 

virtual humans produced visual speech that matched the auditory signal. As (to the best of 

our knowledge) the other four virtual humans remained relatively still throughout the 

experiment, visual distraction (i.e., movement from other people or objects within the scene) 

was not included in the speech recognition task itself.  

Devesse et al. (2019) did test whether speech recognition in noise performance was 

affected by having participants complete this task (i.e., the primary task) at the same time as a 

visual working memory task (i.e., a secondary task involving keeping track of numbers on a 
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menu) that could have drawn attention away from the virtual human producing visual speech. 

They found that there was no significant difference between performance on the speech 

recognition in noise task for the dual-task (speech recognition and visual working memory) 

and single-task (i.e., just speech recognition) conditions. However, participants’ performance 

on the visual working memory task was poorer for the dual-task condition in comparison to 

when the visual working memory task was completed by itself (i.e., a dual task cost). This 

pattern of results suggests that participants withdrew from the visual working memory task in 

order to sustain performance on the speech recognition in noise task (i.e., both tasks could not 

be completed simultaneously).  

Although the restaurant scene presented by Devesse et al. (2019) has an attractive 

aesthetic and presents a common listening situation (i.e., a restaurant), the speech recognition 

task used in the initial evaluation study did not include visual distraction. Cohen & Gordon-

Salant (2017), on the other hand, specifically tested how different types of visual distraction 

affect younger and older adults’ performance on an auditory-visual speech recognition in 

noise task. They compared younger and older adults’ performance on two conditions without 

visual distraction (i.e., an auditory only condition and a standard auditory-visual condition 

with one talking face that matched the auditory signal) to their performance in three 

conditions with different types of visual distraction (i.e., text, a talking face, or a video of a 

person performing an action).  

Cohen and Gordon-Salant’s (2017) results indicated that although speech recognition 

in noise performance was poorer for older adults than younger adults overall, the only 

condition with visual distraction that was significantly different from the standard auditory-

visual condition for either age group was the video of a person performing a simple action 

(e.g., watering a plant). Presenting text or an additional talking face next to a relevant talking 

face, however, did not affect the visual speech benefit for younger or older adults. It is 
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possible that the movements made by the talking face distractor (i.e., speech utterances) were 

not dynamic enough to be distracting in comparison to the more dynamic simple action. 

Another quality of the talking face distractor that could have made it easier to ignore in 

comparison to the action video is that the movement (i.e., speech utterances) always matched 

the content of the auditory noise. That is, this auditory-visual synchrony could have helped 

segregate the auditory signal from the auditory noise, and thus offset any effects of visual 

distraction (Driver, 1996).  

Indeed, in the previous chapter (i.e., the cueing experiment), when a talking face that 

did not move in synchrony with auditory noise was presented as a visual distractor, older 

adults were unable to gain a full visual speech benefit, even when a salient visual cue 

indicating the location of the target talker was presented. It is also possible that the relevance 

of the visual distractor to the task affected older adults’ ability to inhibit the visual distractor 

for both the cueing experiment and Cohen and Gordon-Salant’s (2017) study. That is, the 

talking face distractor presented for the cueing experiment may have been more relevant to 

the task (and thus harder to ignore) than the talking face distractor presented by Cohen and 

Gordon-Salant (2017), as for the cueing experiment, the facial characteristics of target and 

distractor talkers were identical rather than distinct, and there was an equal chance of the 

valid cue and target appearing in one of two locations (left or right) rather than the target and 

distractor remaining in the same location for the entire experiment.  

Although the cueing experiment and Cohen and Gordon-Salant (2017) incorporated 

basic components of a real-life visual scene into their visual display (i.e., visual speech that 

matches the auditory signal and visual distraction), both studies used a traditional speech 

recognition task. As previously stated, speech recognition tasks capture the word recognition 

component of speech perception but not the comprehension component of speech perception. 

Thus, the current study adapted an auditory-only, conversation-comprehension style task (i.e., 
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The Question-and-Answer Task; Best, Streeter, Roverud, Mason, & Kidd Jr., 2016) and 

tested how visual speech and visual distraction affect younger and older adults’ performance 

on this task.  

 The Question-and-Answer Task is inspired by the “Helen Test” which was originally 

developed to test the speech reading abilities of individuals with profound hearing loss (Best, 

Streeter, Roverud, Mason, & Kidd Jr., 2016; Ludvigsen, 1974). Each item of the Question-

and-Answer Task consists of an unambiguous question (e.g., What colour is a lime?) 

followed by a one-word answer (e.g., Green). For this task, participants are charged with 

identifying whether the answer presented is true or false via a response button. To investigate 

the effects of visual speech and visual distraction on speech understanding in noise for 

younger and older adults, the current study pseudo-randomly presented listeners with 

Question-and-Answer items (mixed with speech shaped noise) in three visual display 

conditions: Static (i.e., a static image of faces was shown), Auditory-Visual (i.e., relevant 

talking faces were shown), and Auditory-Visual with Visual Distraction (i.e., relevant  and 

irrelevant talking faces were shown). Both response time and accuracy were measured for 

each trial.  

Although Best, Streeter, Roverud, Mason, and Kidd Jr. (2016) did not examine 

response time, it was included as a measure in the current study as it has been shown that 

response time can reveal effects independent of accuracy for speech in noise tasks (van den 

Tillaart-Haverkate, de Ronde-Brons, Dreschler, & Houben, 2017). For the response time 

measure, it was predicted that older adults would respond slower than younger adults overall 

and that both age groups would gain a visual speech benefit (i.e. response times would be 

faster for the Auditory-Visual Condition than the Static Condition). Furthermore, it was 

expected that the response time measure would be sensitive to effects of distraction. That is, 

if older adults are more distractible than younger adults, then the visual speech benefit should 
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reduce (i.e., response times should increase) for older adults, but not for younger adults, when 

visual distraction is presented. 

 In order to minimise the effect of age-related hearing loss on task difficulty, older 

adults received a less adverse SNR (-8dB) than the younger adults (-10dB). As the results 

from a pilot study indicated that both age groups performed at approximately 80% correct for 

these respective SNRs when no visual cues were provided, it was predicted that there would 

not be a significant difference in accuracy scores between age groups. For the accuracy 

measure, it was predicted that younger and older adults would be less accurate for the Static 

Condition in comparison to the Auditory-Visual Condition and the Auditory-Visual with 

Visual Distraction Condition, and that the two auditory-visual conditions would not be 

significantly different from each other. That is, as the lexical complexity of the question-

answer stimuli is low (which is likely due to the task’s history with severely hearing-impaired 

subjects), visual distraction was not expected to affect younger or older adults’ ability to 

accurately respond.  

The current study also measured participants’ visual acuity, hearing sensitivity, 

working memory capacity, and executive functioning. These additional tasks were 

administered to test for differences between age groups and to test for correlational 

relationships between these skills and performance on a speech understanding in noise task. 

As working memory capacity and hearing sensitivity have been related to performance on 

speech recognition in noise tasks (Dryden, Allen, Henshaw & Heinrich, 2017; Humes, 2013), 

it was predicted that these skills would also be related to performance on the Question-and-

Answer Task. 

5.2 Method 

5.2.1 Participants  
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Twenty-five younger adults (17 Females, MAge = 22) and 25 older adults (12 Females, 

MAge = 72) participated in this study. Younger adults were students at Western Sydney 

University and participated for course credit (6 credits/hour) or monetary reimbursement 

($20/hour). Older adults were recruited from the community and participated for monetary 

reimbursement ($20/hour). Session One took approximately one and a half hours and Session 

Two took approximately one hour.  

5.2.2 Stimuli 

An Auditory-Visual (AV), Australian- English, version of Best at al.’s (2016) 

Question-and-Answer Task was created. Each trial of the Question-and-Answer Task consists 

of a simple, unambiguous question, and a one-word answer. The questions cover six broad 

categories (i.e., Days, Months, Colours, Opposites, Sizes, and Numbers). See Table 5.1 for 

examples of questions and answers from each category.  

 
Table 5.1  
Description of the Six Question Categories from the Question-Answer Task (adapted from 
Best, Streeter, Roverud, Mason, & Kidd Jr., 2016) 

 
Category 

Number of 
Questions 

 
Example Question 

True 
Answer 

False 
Answer 

Days 14 What day comes after Tuesday? Wednesday Monday 

Months 24 What month comes before June? May July 

Colours 19 What colour is a lime? Green Silver 

Opposites 18 What is the opposite of on? Off Closed 

Sizes 21 Which is bigger, a moose or a bee? Moose Bee 

Numbers 129 What is half of 10? Five Eight 
 

A native Australian-English female talker was recorded uttering 225 questions and 

113 answers in a sound attenuated booth. The talker was seated in front of a monitor that 

displayed each question and each answer one at a time. The video camera (Sony NCCAM 

HXR-NX30p) was situated directly above the monitor and captured video at 1920 x 1080 full 

HD resolution at 50 frames per second. The microphone (AT 4033a Transformerless 
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Capacitor Studio Microphone) was placed approximately 20 cm away from the talkers’ 

mouth out of the cameras view and captured auditory speech at 48 kHz. All audio recordings 

were sent through a Motu Ultralite mk3 audio interface with FireWire connection to a PC 

running CueMix FX digital mixer and then to Audacity (Version 2.1.1). 

 Appendix A lists all of the question-answer pairs used for the current study. Incorrect 

answers were selected by the first author from other valid answer options (i.e., answers from 

the same category) in the corpus. One of the questions used in Best, Streeter, Roverud, 

Mason, & Kidd Jr.’s (2016) study was adapted for use in an Australian context (i.e., “What 

colour is a dime?” was changed to “What colour is a ten-cent coin?”). Two additional 

Australian questions and their respective answers were recorded and used (e.g., “Which is 

bigger, a kangaroo or a koala?”).  

5.2.2.1 Video Editing 

The video recordings for each condition were edited using FFmpeg. All video 

recordings were scaled and cropped to measure 450px (height) x 340px (width). Video 

recordings were then further edited to produce six experimental conditions that 

counterbalanced two variables: Video type (Static vs. Auditory-Visual vs. Auditory-Visual 

with Visual Distraction) and Answer Type (Correct vs. Incorrect). See Figure 5.1 for a 

summary of the visual stimuli presented for each condition.  
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Figure 5.1. Visual Stimuli for Each Condition. Grey scale represents a static image whereas 
colour represents a visual speech video. Videos were presented as 12cm (height) by 21cm 
(width) with a visual angle of 121°. Trials from each condition were presented pseudo-
randomly (i.e., conditions were not blocked). For trials from the Auditory-Visual and 
Auditory-Visual with Visual Distraction conditions, the face uttering the question appeared 
on the right side (and the face uttering the answer appeared on the left side) 50% of the time. 
The location of the faces uttering questions and answers (right vs. left) was also pseudo-
randomised.  
 
 

Each section of the videos shown in Figure 5.1 (i.e., Left, Middle, Right) were 

individually edited and then concatenated to create a single video file. For the Auditory-

Visual with Visual Distraction Condition, the middle section of the video displayed a silent 

video of a male talker participating in a conversation. One out of eighteen possible distractor 

videos were randomly assigned to each question. 

5.2.2.2 Auditory Editing 

Two versions of the auditory recordings were created: one with a SNR of -8dB and 

one with a SNR of -10dB. Speech-shaped noise was created based on the long-term average 

spectrum of the original clear speech stimuli and then mixed with a copy of the clear stimuli 

at -8dB and -10dB respectively. Both versions were normalized to 70 dB SPL.  

Questions from each version of the auditory recordings were then concatenated twice, 

once with the correct answer and once with the preselected incorrect (but valid) answer. A 

0.5 second blank audio file was always included between the offset of each question and 
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onset of each answer. The concatenated audio recordings were then mapped with the 

Auditory-Visual and Auditory-Visual with Visual Distraction videos to create auditory-visual 

stimuli. For each SNR (i.e., -8dB, -10dB, and no noise), six versions of the experiment were 

created so that each item could appear in all conditions without being repeated to a 

participant. Table 5.2 shows the time course of an auditory-visual trial.  

Table 5.2. 
Time Course of a Video from the Auditory Visual Condition  

Segment Time 
Course 

Video Portion 

  Left Middle Right 
Question 
Utterance 

0s-2s “What is two 
times seven?” 

Static image  
of a male 

Static image of the 
female talker 

Pause 2s-2.5s Static image of 
the female talker 

Static image  
of a male 

Static image of the 
female talker 

Answer 
Utterance 

2.5s-3.5s Static image of 
the female talker 

Static image  
of a male 

“Fourteen” 

Note. Other trials follow the same format (i.e., Question Utterance, Pause, Answer 
Utterance), however the time course varied depending on the content of the question and 
answer. The location (right vs. left) and accuracy (true vs. false) of the answers were evenly 
distributed across trials (and pseudo-randomly presented) for each version of the experiment.  
 
5.2.3 Apparatus  

Stimuli were presented using DMDX software (Forster & Forster, 2003) on a Dell 

T7810 computer with Windows 7 software. Stimuli were presented on a monitor measuring 

30cm x by 53cm and through Sennheiser HD280pro headphones. The response button-box 

interfaced with the DMDX program via a parallel input/output card (Measurement 

Computing PCI-DIO24) to provide millisecond accurate response timing.  

5.2.4 Procedure 

After providing informed consent, participants completed a questionnaire that asked 

about their age, sex, and native language. Next, participants completed the Question-and-

Answer Task with noise. In an attempt to equalise task difficulty between age groups, the 

experiment was presented to younger and older participants at -10dB and -8dB respectively. 
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 Participants were seated in a sound attenuating booth approximately 70cm from the 

computer monitor. Participants were told that they would hear a question followed by a one-

word answer, and that their task was to respond (as quickly and as accurately as possible) by 

indicating whether each answer was true or false on the button box provided. The researcher 

familiarized the participant with the button box; the left button was always labelled “FALSE” 

and the right button “TRUE”. Participants were also told that they would see a fixation cross 

and then a video for each trial. Participants were instructed to attend to each fixation cross 

and video, and to avoid closing their eyes during the experiment. Each participant completed 

a practice session that consisted of two items from the Static Condition presented with noise 

at -1dB, two items from the Auditory-Visual condition presented with noise at -8dB (older) 

and -10dB (younger), and two practice catch trials. Catch trials were identical to items from 

the Auditory-Visual Condition, however, a red border surrounded the exterior of the video. 

Participants were instructed to not press either button (i.e., True or False) when catch trials 

were presented.  

After the practice session, participants completed 234 trials (216 test trials and 18 

catch trials) presented in a pseudo-randomised order with an enforced break after 117 trials 

(i.e. halfway). For each trial, participants had ten seconds from the onset of each question to 

respond. The following trial always started after the ten seconds had passed, regardless of 

when the participant responded. Accuracy and response time (from the onset of the answer) 

were measured. For trials from the Auditory-Visual and Auditory-Visual with Visual 

Distraction conditions, the face uttering the question appeared on the right side (and the face 

uttering the answer appeared on the left side) 50% of the time. The location (right vs. left) 

and accuracy (true vs. false) of the answers were evenly distributed across trials (and pseudo-

randomly presented) for both auditory-visual conditions, for each version of the experiment. 
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After completing the Question-and-Answer Task, participants completed a visual 

acuity test (FrACT) and pure-tone thresholds (Diagnostic Audiometer, AD229e) were 

measured at seven different frequencies (0.25,0.5, 1, 2, 4, 6, and 8 kHz). Finally, participants 

completed two cognitive tasks: The Listening Span (Conway et al., 2005) and the Trail 

Making Task (Reitan, 1992).  

5.3. Results 

5.3.1 Speech Understanding Task 

The response time and accuracy data from the Question-and-Answer Task were 

evaluated to answer two questions: first, does presenting auditory-visual targets help younger 

and older adults’ performance (i.e., response time and/or accuracy) on a conversational 

speech understanding in noise task, and second, does a visual distractor reduce any 

performance benefits (in response time and/or accuracy) that are gained when only target 

auditory-visual stimuli are presented? 

5.3.1.1 Response Time 

Participants’ response times were measured from the answer onset of each item. 

Figure 5.2 shows the mean response times for trials that received a correct response as a 

function of Age, Answer Type, and Display Condition. As can be seen in the figure, younger 

and older adults responded approximately 200ms faster to trials presented in the Auditory-

Visual Condition in comparison to the Static Condition for both answer types. This response 

time benefit seemed to persist when visual distraction was presented for both age groups.  
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Figure 5.2. Mean Response Times. Tukey’s box plots represent the median and interquartile 
range (Q3-Q1). Violin plots represent the probability density of the data across the 
distribution. Circles filled in red represent the mean response time for each condition, Circles 
filled in grey represent values 1.5 IQRs.  

 
To test whether younger and older adults’ response times for a speech understanding 

in noise task were affected by the presence of visual speech and visual distraction, a repeated 

measures ANOVA with Age (Younger vs. Older) as the between participants factor and 

Display Condition (Static vs. Auditory-Visual vs. Auditory-Visual with Visual Distraction) 

and Answer Type (True vs. False) as the within participants factors was conducted. Although 

the difference in response times was in the expected direction, the main effect of Age was not 

significant. That is, older adults’ response times (M = 864.18, SE = 71.14) were not 

significantly different from younger adults’ response times (M = 999.32, SE = 71.14), F(1, 

48) = 1.81, p = 0.19, η2 = 0.04.  

A significant main effect of Display Condition was found, F(2, 96) = 55.53, p < .001, 

η2 = 0.54. Bonferroni corrected pairwise comparisons indicated that participants’ response 

times for the Static Condition (M = 1055.71, SE = 57.15) were significantly slower than 

participants response times for the Auditory-Visual Condition (M = 856.40, SE = 45.80, p < 
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.001) and the Auditory-Visual with Distraction Condition (M = 883.14, SE = 51.46, p < .001), 

which were not significantly different from each other (p = .370). A significant main effect of 

Answer Type was also found. Participants’ responded faster when the Answer Type was True 

(M = 810.28, SE = 46.91) in comparison to when the Answer Type was False (M = 1053.22, 

SE = 55.07), F(1, 48) = 170.52, p < .001, η2 = 0.78. No significant interaction effects were 

found. This pattern of results did not change when any values that were greater than or equal 

to three interquartile ranges were replaced with mean values. In summary, the response time 

results suggest that both age groups responded faster to items that were presented with visual 

speech (in comparison to static faces) and to items that had a true answer type (in comparison 

to a false answer type), but that there was no effect of visual distraction on response time for 

either age group.  

5.3.1.2 Accuracy  

Figure 5.3 shows the mean percentage of correct responses for the Question-and-

Answer Task as a function of Age, Display Condition, and Answer Type. As can be seen in 

Figure 5.3, the vast majority of both younger and older adults performed at above chance 

levels for all Display Conditions and Answer Types, however, both age groups were less 

accurate for the Static Condition in comparison to the Auditory-Visual Condition and 

Auditory-Visual with Visual Distraction Condition.  
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Figure 5.3. Mean Accuracy Scores. Tukey’s box plots represent the median and interquartile 
range (Q3-Q1). Violin plots represent the probability density of the data across the 
distribution. Circles filled in red represent the mean accuracy score for each condition, circles 
filled in grey represent values  1.5 IQRs. Note that the y axis scale starts at 50% correct.  
 
5.3.1.2.1 Main Effects 

To test whether younger and older adults’ accuracy for a speech understanding in 

noise task was affected by the presence of visual speech and visual distraction, a repeated 

measures ANOVA with Age (Younger vs. Older) as the between participants factor and 

Display Condition (Static vs. Auditory-Visual vs. Auditory-Visual with Visual Distraction) 

and Answer Type (True vs. False) as the within participants factors was conducted. The main 

effect of Age was not significant. That is, the percentage of items that older adults responded 

to correctly (M = 88.89, SE = 1.18) was not significantly different from the percentage of 

items that younger adults responded to correctly (M = 87.26, SE = 1.18), F(1, 48) = 0.95, p = 

0.33, η2 = 0.02.  

A significant main effect of Display Condition was found, F(1.31, 63.09) = 75.85, p < 

.001, η2 = 0.61(Greenhouse-Geisser correction;  χ2(2) = 34.66, p < .05). Bonferroni corrected 

pairwise comparisons indicated that participants were significantly less accurate for the Static 
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Condition (M = 81.19, SE = 1.37) in comparison to the Auditory-Visual Condition (M = 

91.72, SE = 0.74, p < .001) and the Auditory-Visual with Visual Distraction Condition (M = 

91.31, SE = 0.78, p < .001), which were not significantly different from each other (p = 1.00). 

A significant main effect of Answer Type was also found. Participants’ were less accurate 

when the Answer Type was True (M = 85.78, SE = 0.90) in comparison to when the Answer 

Type was False (M = 90.37, SE = 1.03), F(1, 48) = 22.97, p < .001, η2 = 0.32.  

5.3.1.2.2 Interaction Effects 

5.3.1.2.2.1 Condition x Answer Type  

There was a statistically significant Condition x Answer Type interaction, F(1, 48) = 

25.30, p < .001, η2 = 0.35. When the Answer Type was True, there was a main effect of 

Condition, F(2, 98) = 77.71, p < .001, η2 = 0.6. That is, participants were significantly less 

accurate for the Static Condition (M = 75.83, SE = 1.74) in comparison to the Auditory-

Visual Condition (M = 91.06, SE = 0.89, p < .001) and the Auditory-Visual with Visual 

Distraction Condition (M = 90.44, SE = 0.82, p < .001), with the difference between these 

latter two conditions not significantly different (p = 1.00). When the Answer Type was False, 

there was also a main effect of Condition, but the effect size was approximately 50% less 

than the effect size when the Answer was True, F(2, 98) = 18.53, p < .001, η2 = 0.27. That is, 

when the Answer Type was False, participants were significantly less accurate for the Static 

Condition (M = 86.56, SE = 1.55) in comparison to the Auditory-Visual Condition (M = 

92.39, SE = 0.93, p < .001) and the Auditory-Visual with Visual Distraction Condition (M = 

92.17, SE = 1.00, p < .001), which were not significantly different from each other (p = 1.00).  

5.3.1.2.2.2 Condition x Answer Type x Age Group  

There was a statistically significant three-way interaction between Condition, Answer 

Type and Age Group, F(2, 96) = 4.51, p = .01, η2 = 0.09. In summary, simple effects testing 

suggested that younger and older adults were significantly less accurate for the Static 
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Condition in comparison to the Auditory-Visual and Auditory-Visual with Visual Distraction 

conditions for both answer types. When the Answer Type was True, the size of this effect 

was approximately 50% greater for younger adults (η2 = 0.80) than for older adults (η2 = 

0.45). When the Answer Type was False, the effect size for younger (η2 =0 .26) and older (η2 

= 0.30) adults were small and not meaningfully different. Accuracy for the Auditory-Visual 

and the and Auditory-Visual with Visual Distraction conditions were not significantly 

different from each other for either age group or answer type. The descriptive statistics and 

statistical summaries from the simple effects analyses are summarised below.  

5.3.1.2.2.2.1 Simple Effects  

 Bonferroni corrected simple effects analyses indicated that, for both Answer Types, 

younger adults were significantly less accurate for the Static Condition (True: M = 71.88, SE 

= 1.85; False: M = 87.00, SE = 1.60) in comparison to the Auditory-Visual Condition (True: 

M = 90.44, SE = 1.11; False: M = 91.78, SE = 1.39; p < .05) and the Auditory-Visual with 

Visual Distraction Condition (True: M = 89.67, SE = 0.87; False: M = 92.78, SE = 1.13; p < 

.05), which were not significantly different from each other (p = 1.00 for both answer types; 

True: F(2, 48) = 84.75, p < .001, η2 = 0.78; False: F(2, 48) = 8.61, p = .001, η2 = 0.26 .  

Older adults were also significantly less accurate for the Static Condition (True: M = 79.78, 

SE = 2.76; False: M = 86.11, SE = 2.69) in comparison to the Auditory-Visual Condition 

(True: M = 91.67, SE = 1.39; False: M = 93.00, SE = 1.25; p < .05) and the Auditory-Visual 

with Distraction Condition (True: M = 91.22, SE = 1.39; False: M = 91.55, SE = 1.67  p < 

.05), which were not significantly different from each other (p = 1.00), for both answer types 

(True: F(1.38, 33.17) = 19.67, p < .001, η2 = 0.45; False: F(1.40, 33.48) = 10.44, p = .001, η2 

= 0.30; Greenhouse-Geisser correction).  
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5.3.1.3 Effect of Outliers  

As can been seen in Figure 5.4, there were several accuracy scores that were greater 

than the interquartile range of each condition. To test whether these outliers affected the 

pattern of results reported above, an additional repeated measures ANOVA was run with any 

accuracy scores that were greater than or equal to three interquartile ranges (i.e., outliers) 

replaced with the mean. The results from this additional repeated measures ANOVA 

suggested that when outliers were replaced with mean scores, the three-way interaction 

between Condition, Answer Type, and Age, was not significant (F(2, 96) = .281, p = .756, η2 

= 0.01). To identify what contributed to the non-significant three-way interaction for the 

second ANOVA, simple effects analyses were conducted using the data that replaced outliers 

with mean values. The descriptive statistics and statistical summaries from the simple effects 

analyses are summarised below and suggest that, when outliers were replaced with a mean 

value and the Answer Type was False, there was no longer a significant difference in 

accuracy between the Static Condition and the Auditory-Visual Condition or between the 

Static Condition the Auditory-Visual with Distraction Condition for older adults.  
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Figure 5.4. Mean Accuracy Scores when Outliers (i.e., values  3 IQRs) are Replaced with  
Mean Values). Tukey’s box plots represent the median and interquartile range (Q3-Q1). 
Violin plots represent the probability density of the data across the distribution. Circles filled 
in red represent the mean accuracy score for each condition, circles filled in grey represent 
values  1.5 IQRs.  
 
5.3.1.3.1 Simple Effects  

For both Answer Types, younger adults were significantly less accurate for the Static 

Condition (True: M = 72.76, SE = 1.61; False: M = 87.00, SE = 1.61) in comparison to the 

Auditory-Visual Condition (True: M = 90.44, SE = 1.11; False: M = 91.78, SE = 1.39, p < 

.05) and the Auditory-Visual with Distraction Condition (True: M = 89.67, SE = .87; False: 

M = 92.77, SE = 1.13; p < .05), which were not significantly different from each other (p = 

1.00; True: F(2, 48) = 86.59, p < .001, η2 = 0.78; False: F(2, 48) = 8.61, p = .001, η2 = 0.26.  

 When the Answer Type was True, older adults were significantly less accurate for the 

Static Condition (M = 79.78, SE = 2.76) in comparison to the Auditory-Visual Condition (M 

= 92.44, SE = 1.13, p < .001) and the Auditory-Visual with Distraction Condition (M = 91.22, 

SE = 1.39, p = .001), which were not significantly different from each other (p = 1.00), 

F(1.44, 34.50) = 19.09, p < .001, η2 = 0.44, (Greenhouse-Geisser correction: χ2(2) = 11.42, p 
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< .005). When the Answer Type was False, there was no significant difference in older 

adults’ accuracy for the Static Condition (M = 90.89, SE = .97) in comparison to the 

Auditory-Visual Condition (M = 93.00, SE = 1.25, p = .317) or the Auditory-Visual with 

Distraction Condition (M = 91.55, SE = 1.67, p = 1.00), and the Auditory-Visual Condition 

and the Auditory-Visual with Distraction Condition were not significantly different from 

each other (p = .425), F(1.55, 37.22) = 1.42, p = .251, η2 = 0.06, (Greenhouse-Geisser 

correction: χ2(2) = 7.87, p < .005). 

5.3.1.4 Sensitivity (d') and Bias 

As participants’ responses for the Question-and-Answer Task were true/false 

judgements, it is possible to consider these data in terms of signal detection theory (Green & 

Swets, 1966). That is, a true response when the answer type is true is considered a “hit”, a 

false response when the answer type is true is considered a “miss”, a true response when the 

answer type is false is considered a “false alarm”, and a false response when the answer type 

is false is considered a “correct rejection”. With signal detection theory in mind, participants’ 

sensitivity to the signal (i.e., d') and bias were calculated. Mean d' and bias scores for younger 

and older adults are shown in Figure 5.5. In summary, younger and older adults were less 

sensitive and more biased to respond false for the Static Condition in comparison to both 

auditory-visual conditions. Visual distraction did not affect younger or older adults’ 

sensitivity or bias. The results from the repeated measures ANOVAs for d' and bias are 

presented below.  
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Figure 5.5. Mean d' and Bias Scores for Younger and Older Adults as a Function of 
Presentation Condition.  
 
5.3.1.4.1 d' 

As can be seen in Figure 5.5, younger and older adults had lower d' scores for the 

Static Condition in comparison to both auditory-visual conditions. Lower d' scores indicate 

poorer sensitivity. A repeated measures ANOVA with Display Condition as the within 

participants factor (Static vs. Auditory-Visual vs. Auditory-Visual with Distraction) and Age 

(Younger vs. Older) as the between participants factor indicated that  d’ was significantly 

lower for the Static Condition (M = 1.42, SE = 0.08, p  = .000) in comparison to the 

Auditory-Visual Condition (M = 2.11, SE = 0.07, p  = .000) and the Auditory-Visual with 

Distraction Condition (M = 2.07, SE = 0.07, p  = .000), which were not significantly different 

from each other, p  = 1.00, F(1.31, 63.09) = 75.85, p < .001, η2 = 0.53. There was no 

significant difference in d' between younger adults (M = 1.79, SE = 0.08) and older adults (M 

= 1.95, SE = 0.08), F(1, 48) = 2.19, p = 0.15, η2 = 0.04. 

 

 



   
 

 164 

5.3.1.4.1 Bias  

As can be seen in Figure 5.5, mean bias scores were slightly positive (i.e., above zero 

but less than one) for both age groups and for all display conditions. This suggests that 

participants were more likely to respond false than true for the Question-and-Answer Task. A 

repeated measures ANOVA indicated that participants’ bias scores were significantly (yet 

only slightly, η2 = 0.18) higher for the Static Condition (M = .26, SE = 0.04) in comparison to 

the Auditory-Visual Condition (M = .06 SE = 0.04, p  = .000) and the Auditory-Visual with 

Distraction Condition (M = 0.10, SE = 0.03, p  = .000), which were not significantly different 

from each other, p  = 1.00, F(2, 48) = 10.43, p < .001, η2 = 0.18. There was no significant 

difference in bias scores between younger adults (M = 0.16, SE = 0.04) and older adults (M = 

0.12, SE = 0.04), F(1, 48) = .66, p = 4.22, η2 = 0. 

5.3.1.5 Learning Effects  

Although the results suggest that the visual distractor did not seem to make a 

meaningful difference to Accuracy or Response Time performance for the Question-and-

Answer Task, the amount of exposure to the visual distractor that participants had received 

over the duration of the experiment was not considered. It is possible that with repeated 

exposure to trials from the Auditory-Visual with Visual Distraction condition, younger and 

older adults learned to supress the visual distractor, limiting the distractor’s effect on 

accuracy and/ or response time (i.e., a learning effect). To test whether performance on the 

Auditory-Visual with Visual Distraction Condition was susceptible to learning effects, 

younger and older adults’ performance on each condition for the first half of the experiment 

was compared to their performance on the second half of the experiment. 

5.3.1.5.1 Response Time 

Figure 5.6 shows mean response times for younger and older adults as a function of 

Display Condition and Presentation Period. As can be seen in Figure 5.6, both age groups 
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responded approximately 200ms slower to trials presented during the first half of the 

experiment in comparison to trials presented during the second half of the experiment for all 

display conditions.  

 
Figure 5.6. Mean Response Time for the First and Second Halves of the Experiment. Tukey’s 
box plots represent the median and interquartile range (Q3-Q1). Violin plots represent the 
probability density of the data across the distribution. Circles filled in red represent the mean 
accuracy score for each condition, circles filled in grey represent values  1.5 IQRs.  
 

To test whether younger and older adults’ response times for the Auditory-Visual 

with Visual Distraction Condition were affected by the amount of exposure to the task, a 

repeated measures ANOVA with Age (Younger vs. Older) as the between participants factor 

and Display Condition (Static vs. Auditory-Visual vs. Auditory-Visual with Visual 

Distraction) and Presentation Period (First Half vs. Second Half) as the within participants 

factors was conducted. There was a significant main effect of Presentation Period. 

Participants responded significantly slower to trials from the First Half of the experiment (M 

= 1013.52, SE = 54.58) in comparison to trials from the Second Half of the experiment (M = 

859.00, SE = 47.39), F(1, 48) = 45.49, p < .001, η2 = 0.49. There was also a significant main 

effect of Display Condition, F(1.77, 96) = 64.53, p < .001, η2 = 0.57 (sphericity corrected 
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with  Greenhouse-Geisser, (χ2(2) = 6.39, p < .005)). Participants’ response times for the 

Static Condition (M = 1071.11, SE = 57.47) were significantly slower than participants 

response times for the Auditory-Visual Condition (M = 850.40, SE = 43.84, p < .001) and the 

Auditory-Visual with Visual Distraction Condition (M = 887.28, SE = 51.49, p < .001), 

which were not significantly different from each other (p = .096).  No significant interaction 

effects were found. Taken together, these results suggest that younger and older adults’ 

response times for a conversational speech understanding task were not affected by the visual 

distractor used in this study (i.e., a talking face), regardless of the amount of exposure to the 

visual distractor.  

5.3.1.5.2 Accuracy 

 Figure 5.7 shows the mean percentage of items correctly answered for younger and 

older adults as a function of Display Condition and Presentation Period. As can be seen in 

Figure 5.7, there was no meaningful difference between accuracy levels for the Auditory-

Visual with Visual Distraction condition for either Presentation Period or Age Group. A 

repeated measures ANOVA with Age (Younger vs. Older) as the between participants factor 

and Display Condition (Static vs. Auditory-Visual vs. Auditory-Visual with Visual 

Distraction) and Presentation Period (First Half vs. Second Half) as the within participants 

factors suggested that there was a significant, yet very small (η2 = 0.08), main effect of 

Presentation Period. Participants (i.e., younger and older adults) were approximately one 

percent more accurate for the First Half of the experiment (M = 88.67, SE = .87)  in 

comparison to the Second Half of the experiment (M = 87.39, SE = .91), F(1, 48) = 4.11, p < 

.05, η2 = 0.08. A significant main effect of Display Condition was also found, F(1.32, 63.25) 

= 78.18, p < .001, η2 = 0.62 (sphericity corrected with Greenhouse-Geisser, (χ2(2) = 34.27, p 

< .005)). Participants were significantly less accurate for the Static Condition (M = 81.08, SE 

= 1.37) in comparison to the Auditory-Visual Condition (M = 91.76, SE = .72, p < .001) and 
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the Auditory-Visual with Visual Distraction Condition (M = 91.23, SE = .78, p < .001), 

which were not significantly different from each other (p = .917).  

 
 

 
Figure 5.7. Mean Accuracy Scores for the First and Second Halves of the Experiment. 
Tukey’s box plots represent the median and interquartile range (Q3-Q1). Violin plots 
represent the probability density of the data across the distribution. Circles filled in red 
represent the mean accuracy score for each condition, circles filled in grey represent values  
1.5 IQRs.  
 
5.3.2 Vision, Hearing, and Cognitive Tasks 

 Visual acuity, hearing sensitivity, executive functioning, and working memory 

capacity, were measured to evaluate any differences in these skills between age groups, and 

to evaluate whether these skills are related to performance on a speech understanding in noise 

task (i.e., the Question-and-Answer Task).  
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5.3.2.1 Visual Acuity  

5.3.2.1.1 Younger Adults  

All younger participants had normal or corrected to normal vision (i.e., ≥1.0 on the 

FrACT visual acuity measure; Bach, 2007). Younger adults’ visual acuity scores ranged from 

1.11 to the maximum score of 2.0 (M = 1.63, SD = .25).  

5.3.2.1.2 Older Adults  

Six older adults had worse than normal vision (i.e., < 1.0 on the FrACT visual acuity 

measure) with visual acuity scores ranging from 0.76 to the maximum score of 2.0 (M = 1.18, 

SD = .32). Pearson product-moment correlation coefficients were computed to test whether 

visual acuity was related to performance on the Question-and-Answer Task. The results 

indicated that older adults’ visual acuity scores were not significantly associated with 

Response Time or Accuracy for the Static Condition (RT: r = -.04, p = .81; Accuracy: r = .12 

, p = .39), Auditory-Visual Condition (RT: r = -.04 , p = .81; Accuracy: r = .11 , p = .45), or 

the Auditory-Visual with Visual Distraction Condition (RT: r = -.07 , p = .62; Accuracy: r = 

.10 , p = .47).  

5.3.2.2 Hearing Sensitivity 

Audiometric thresholds for each age group, as a function of ear and frequency, are 

summarised in Figure 5.8. All younger participants had normal hearing (i.e., ≤ 25dB HL at 

.25, .5, 1, 2, 4 kHz). Older adults’ hearing levels were more diverse, ranging from normal to 

moderately-severe hearing loss (i.e., > 40dB and ≤ 70dB HL at .25, .5, 1, 2, or 4 kHz in the 

better ear), with the majority of older participants having mild hearing loss (12 participants; > 

25 ≤ 40dB HL at .25, .5, 1, 2, or 4 kHz in the better ear) or normal hearing (6 participants). 

Younger adults had significantly lower thresholds than older adults for both ears at all tested 

frequencies (all p values ≤ .01).  
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Figure 5.8. Audiogram Results for the Left and Right Ears. The bold black line represents the 
mean threshold for older adults as a function of frequency. The fine black lines represent 
individual audiograms for older adults as a function of frequency. The green shaded area 
represents the audiometric threshold range for younger adults. 
 

Better Ear Average scores were calculated by averaging hearing thresholds across all 

tested frequencies for each ear and selecting the lower average threshold. The within group 

variation for the Better Ear Average was greater for older adults (Min. = 13.00, Max. = 39.00, 

M = 24.28, SD = 6.45) than younger adults (Min. = 7.00, Max. = 17.00, M = 11.24, SD = 

2.34). When Question-and-Answer performance scores were averaged across Answer Types, 

younger adults’ Better Ear Average scores were not significantly correlated with Response 

Time or Accuracy for the Static Condition (RT: r = .29 , p = .16; Accuracy: r = -.24, p = .25), 

Auditory-Visual Condition (RT: r = .18, p = .39; Accuracy: r = .05 , p = .83), or the 

Auditory-Visual with Visual Distraction Condition (RT: r = .20, p = .35; Accuracy: r = -.17 , 

p = .41).  

Pearson correlations between older adults’ performance on the Question-and-Answer 

Task (with performance averaged across Answer Types) and Better Ear Average scores are 

illustrated in Figure 5.9. There was a significant association between older adults’ Better Ear 
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Average scores and both Response Time and Accuracy performance for certain conditions. 

That is, in comparison to older adults with lower Better Ear Average scores, older adults with 

higher Better Ear Average scores (i.e., poorer hearing sensitivity) were slower to respond for 

the Auditory-Visual with Visual Distraction Condition (r = .40, p = .05), and were less 

accurate for the Static Condition (r = -.48, p =.01) and the Auditory-Visual Condition (r = -

.57, p < .01). There was not a significant relationship between older adults’ Better Ear 

Average scores and Response Time for the Static Condition (r = .37, p = .07) or the 

Auditory-Visual Condition (r = .31, p = .13). Older adults’ Better Ear Average scores were 

also not significantly associated with Accuracy for the Auditory-Visual with Visual 

Distraction Condition (r = -.28, p = .17).  
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Figure 5.9. Pearson Correlations between Older Adults’ Better Ear Average Scores and both Response Time (Top) and Accuracy (Bottom). 
Circles represent the average score from True and False Answer Types. Solid black lines represent the lines of best fit.  
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5.3.3 Cognition 

Scores from parts A and B of the Trail Making Test were computed to assess 

age differences in executive control [(Part B-PartA)/PartA]. There was no significant 

difference between younger (M = 1.00, SD = .50) and older adults’ (M = .90, SD = 

.55) computed scores (t(98) = 0.98 , p = 0.33). When Question-and-Answer Task 

performance scores were averaged across Answer Type, Trail Making Test computed 

scores were not significantly related to younger or older adults’ response times for the 

Static Condition (Younger: r = .06 , p = .80; Older: r = -.06, p = .79), Auditory-Visual 

Condition (Younger: r = -.01 , p = .97; Older: r = -.13, p = .56), or Auditory-Visual 

with Visual Distraction Condition (Younger: r = -.10, p = .66; Older: r = -.13, p = 

.55), or accuracy for the Static Condition (Younger: r = .14 , p = .50; Older: r = .13 , p 

= .55), Auditory-Visual Condition (Younger: r = -.07 , p = .74; Older: r = .10, p = 

.65), or Auditory-Visual with Visual Distraction Condition (Younger: r = -.05, p = 

.81; Older: r = .19, p = .38).  

The listening span (i.e., LSPAN) was used to measure working memory 

capacity. Younger adults (M = 15.55, SD = 2.20) scored significantly higher on the 

LSPAN than older adults (M = 9.41, SD = 1.33; t(98) =  6.91 , p < 0.01). Pearson 

correlation coefficients were calculated to test the relationship between LSPAN 

performance and performance on each condition of the Question-and-Answer Task 

when performance scores were averaged across Answer Types. However, no 

significant associations were found for either age group. That is, younger adults’  

LSPAN scores were not significantly correlated with Response Time or Accuracy for 

the Static Condition (RT-young, r = -.08 , p = .70  RT-old, r = -.38 , p = .06; 

Accuracy-young: r = .27, p = .20 Accuracy-old: r = .20, p = .33), the Auditory-Visual 

Condition (RT-young, r = .02 , p = .93  RT-old, r = -.31 , p = .14; Accuracy-young: r 
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= .30, p = .14 Accuracy-old: r = .18, p = .40), or the Auditory-Visual with Visual 

Distraction Condition (RT-young, r = -.06 , p = .78  RT-old, r = -.34 , p = .09; 

Accuracy-young: r = .34, p = .09 Accuracy-old: r = .11, p = .60).  

5.4 Discussion  

The current study had two primary aims. The first was to test, on a speech 

understanding in noise task, whether seeing visual speech that matches the auditory 

signal improves younger and older adults’ performance (i.e., accuracy and response 

time) in comparison to an auditory-only condition. The second aim was to test 

whether this benefit would be reduced, for either performance measure, when a visual 

distractor was additionally presented. Consistent with investigations of the visual 

speech benefit that have used standard sentence recognition tasks, younger and older 

adults’ speech understanding was more accurate when visual speech that matched the 

auditory signal was presented in comparison to when no visual speech was presented 

(i.e., both age groups gained a visual speech benefit; Cienkowski & Carney, 2002; 

Jesse & Janse, 2012; Middelweerd & Plomp, 1987, Sommers, Tye-Murray, Spehar, 

2005; Tye-Murray, Spehar, Myerson, Hale & Sommers, 2016; Winneke & Phillips, 

2011).  

A novel finding from the current study was that this visual speech benefit was 

also observed in the response time measure. That is, both younger and older adults 

responded faster to question-and-answer task trials when matching visual speech was 

presented in comparison to the auditory-only condition. Response time has typically 

been used to objectively measure how different SNRs and hearing aid settings affect 

listening effort (i.e., the level of fatigue experienced by a listener due to the allocation 

of cognitive resources to a listening task; Gatehouse & Gordon, 1990; Houben, van 

Doorn-Bierman, & Dreschler, 2013; Meister, Rahlmann, Lemke, Besser, 2018; van 
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den Tillaart-Haverkate, de Ronde-Brons, Dreschler, & Houben, 2017); however, to 

the best of our knowledge, the effect of visual speech on response times in a speech 

understanding in noise task has not been previously measured. Thus, this study is one 

of the first to show a new type of visual speech benefit in that seeing a talker’s face 

can significantly reduce response time for speech understanding in noise for both 

younger and older adults.  

 Due to age-related declines in attentional control (Lustig, Hasher, & Zacks, 

2007; Madden, Connelly & Pierce, 1994), it was expected that there would be a 

smaller visual speech benefit for older adults (for the response time measure) when 

the visual distractor was presented. However, the results indicated that both age 

groups were able to successfully ignore the visual distractor. That is, there was not a 

significant difference in performance (response time or accuracy) between the 

auditory-visual condition and the auditory-visual with distraction condition for either 

age group.  

5.4.1 Why were older adults able to ignore the visual distractor?   

 Although it is possible that the abilities of the current older adults to inhibit 

the distractor were similar to those of the younger adults, this explanation seems 

unlikely, as older adults performed significantly worse than younger adults on the 

working memory capacity measure, and working memory capacity is thought to be 

indicative of an individuals’ ability to inhibit distraction (Engle, 2010; McCabe et al., 

2010). Alternatively, there are several properties of the visual distractor that could 

have helped younger and older adults to ignore the visual distractor and in turn 

facilitated participants’ performance on the Auditory-Visual with Visual Distraction 

Condition.  
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First, the visual speech from the distractor talker was never a target (i.e., it 

never matched the auditory question or answer presented). That is, participants would 

have quickly realised that visual information from the distractor was never relevant to 

the task, which could have made the distractor easier to ignore. If as in the cueing 

experiment (Chapter 4), the speech of the distractor could have potentially been a 

target for some trials, then the visual distractor from the current study may have been 

more difficult to ignore. Second, the visual distractor used in the current study was 

very distinct from the target faces. That is, the distractor talker was male whereas the 

target talkers were female, the distractor video had a white background whereas the 

target videos had a grey background, and the distractor video always appeared in the 

same location on the screen (i.e., in between two target videos). If one or more visual 

properties of the visual distractor were consistent with the visual targets, then older 

adults’ ability to ignore the distractor may have be impaired, particularly if (as 

discussed above) the speech of the distractor could have potentially been a target 

(Lien, Ruthruff, & Cornett, 2010). In summary, younger and older adults may have 

been able to ignore the visual distractor used for the current study as the distractor 

was clearly irrelevant to the speech understanding task.  

5.4.2 Speech understanding and key concepts of cognitive hearing science  

 As significant associations have been found between standardised cognitive 

and auditory assessments and performance on traditional speech recognition in noise 

tasks (Dryden, Allen, Henshaw & Heinrich, 2017; Humes, 2013), a secondary aim of 

this study was to investigate whether these standard assessments would be 

significantly associated with performance on a conversation-comprehension style task 

(i.e.,  the Question-and-Answer Task). This analysis revealed two patterns of results 

that are relevant to cognitive hearing science. 
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5.4.2.1 Older Adults’ Hearing Sensitivity and Accuracy 

Older adults Better Ear Average (BEA) scores were moderately negatively 

related with older adults’ accuracy scores for both the Static (r = -.48, p = .01) and 

Auditory-Visual (r = -.57, p < .01) conditions. These associations are consistent with 

the results from the cueing experiment (Chapter 4 this thesis) which showed moderate 

and strong negative correlations between speech recognition in noise performance and 

BEA for a static condition with no visual speech (r = -.41, p < .05) and a standard one 

talking face condition (r = -.63, p < .01). Although the significant association between 

the static conditions and hearing sensitivity is consistent with previous research 

(Humes, 2013; Schoof  & Rosen, 2014), the negative relationship between BEA and 

the standard auditory-visual condition is inconsistent with other studies that have 

tested the relationship between hearing sensitivity and the ability to combine auditory 

and visual speech. Helfer (1998), for example, tested older adults with a range of 

hearing abilities and found that hearing sensitivity was not significantly related to the 

magnitude of the visual speech benefit. However, Tye-Murray, Sommers, and 

Spehar’s (2007) results were in the opposite direction of the current study in that older 

adults with hearing loss gained a larger visual speech benefit than older adults with 

normal hearing for a sentence recognition in noise task. Tye-Murray, Sommers, and 

Spehar’s (2007) results are consistent with Rosemann and Thiel’s (2018) study which 

showed a stronger McGurk Effect for listeners with mild to moderate hearing loss 

than normal hearing listeners. Comparing auditory-visual speech understanding 

performance between groups of listeners with clearly defined hearing abilities could 

help to clarify the relationship between hearing sensitivity and speech understanding 

in noise.  
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Older adults BEA scores were not significantly related to accuracy 

performance on conditions with visual distraction for the current study or the cueing 

experiment, suggesting that peripheral hearing did not affect speech understanding in 

noise performance when visual distraction was within the visual field. Although the 

relationship between hearing sensitivity and auditory-visual speech perception has not 

been sufficiently tested, the results from the current study are consistent with those of 

Cohen and Gordon-Salant (2017), which showed that hearing sensitivity was not 

predictive of younger or older adults speech recognition in noise performance when 

visual speech and visual distractors were presented.  

5.4.2.2 Working Memory Capacity and Question-and-Answer Task Performance  

The results from the current study did not indicate any significant associations 

between LSPAN performance and Question-and-Answer Task performance 

(Response Time or Accuracy) for either age group. This pattern of results is different 

than studies showing that measures of working memory capacity are significantly 

related to performance on traditional sentence recognition tasks (Akeroyd, 2008; 

Dryden, Allen, Henshaw, & Heinrich, 2017) and performance on conversation-

comprehension style tasks (Best, Keidser, Freeston, & Buchholz, 2018). Although the 

Question-and-Answer Task involves a comprehension component that was expected 

to place a demand on cognitive resources, it is possible that presenting linguistically 

simple questions and answers, with consistent onset times, was not a particularly 

cognitively demanding task. Indeed, performance on the Question-and-Answer Task 

may be more dependent on hearing the speech signal, as indicated by the significant 

associations with hearing sensitivity discussed above. The results from the current 

study may also differ from other studies investigating the relationship between speech 

perception in noise and working memory capacity as researchers have not agreed on 
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the best method to measure working memory capacity. That is, inconsistent methods 

used between studies may also contribute to differing results (Dryden, Allen, 

Henshaw, & Heinrich, 2017; Wayne, Hamilton, Huyck, & Johnsrude, 2016).  

5.4.3 Positive Response Bias and Signal Detection Theory 

Consistent with Best, Streeter, Roverud, Mason, & Kidd Jr.’s (2016) initial 

evaluation study of the Question-and-Answer Task, the results from the current study 

indicate that participants were more biased to respond false. As discussed in Best et 

al. (2016), it is possible that this bias occurred due to participants adopting a response 

strategy of responding false if she/he did not hear the question or answer clearly. Our 

results partially support this interpretation, as when visual speech was presented (i.e., 

when it was easier for people to perceive the auditory signal) participants’ responses 

were less biased than when visual speech was not presented. In contrast, even though 

the older adults tested had some age-related hearing loss (and the younger adults did 

not), older adults’ bias was not significantly greater than younger adults’ bias, and 

older adults’ bias was not significantly related to the BEA. It is possible that the 

different SNRs presented to each age group (Younger: -10dB, Older -8dB) equalised 

the bias levels between age groups. It is also possible that a factor other than not 

perceiving the auditory signal clearly may have contributed to the positive response 

bias observed. For example, the knowledge that there were multiple possible false 

answers, but only one true answer, may have influenced participants’ response bias 

(Best, Streeter, Roverud, Mason, & Kidd Jr., 2016).  

5.4.4 Conclusion  

The current study represents an initial attempt to incorporate basic visual 

features from real-life listening situations (i.e., visual speech from a talker and visual 

distraction) into a conversation-comprehension task. Using an auditory-visual version 
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of the Question-and-Answer Task, this study showed that younger and older adults 

were able to gain a visual speech benefit in the form of improved accuracy and 

reduced response time, and that this benefit persisted when a visual distractor was 

presented. Although the visual scene for the current study was arguably more 

ecologically valid than previous studies that have used conversation-comprehension 

style tasks, the auditory scene for the current study lacks ecological validity as 

speech-shaped auditory noise was used rather than spatialised competing speech. A 

collaboration between researchers who specialise in realistic auditory scenes and 

researchers who specialise in visual speech could lead to the development of an 

auditory-visual, real-life listening test. This auditory-visual test could be useful for 

expanding our understanding of older adults’ day-to-day communication difficulties 

and for predicting the real-world outcomes of hearing aids in realistic auditory-visual 

listening conditions.  
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Chapter 6  
 
General Discussion  
 
6.1 Thesis Overview and Aims  

The experiments included in this thesis investigated the effects of noise on speech 

recognition and understanding in older and younger adults. In Chapter 2, I evaluated 

older and younger adults’ performance on an auditory-only speech recognition in 

noise task, and a series of well-established auditory, cognitive, and lifestyle 

assessments that have been previously associated with speech recognition in noise 

ability. In Chapter 3, I presented a new auditory-visual speech recognition in noise 

task that, in addition to the standard auditory-only and auditory-visual (i.e., one 

talking face) conditions, included conditions where both a visual signal and at least 

one visual distractor (i.e., visual speech that did not match the auditory signal) were 

presented. In Chapter 4, I adapted the paradigm presented in Chapter 3 and tested 

whether presenting a salient visual cue indicating the location of a talking face that 

matched the auditory signal helped older and younger adults get a visual speech 

benefit when two talking faces (i.e., one matching and one not matching) were 

presented. Finally, in Chapter 5, I evaluated older and younger adults’ performance 

(response time and accuracy) on an auditory-visual version of a speech understanding 

in noise task (i.e., the Question-and-Answer Task) when a visual distractor was (and 

was not) presented.  

Collectively, the experimental program described above had four key aims: 

1) To provide a broad characterisation of the samples tested for each experiment  

2) To examine a factor that may affect the visual speech benefit  
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3) To determine whether presenting a visual cue can help listeners get a visual 

speech benefit when two talking faces (one that matches the auditory signal 

and one that does not) are within the visual field  

4) To examine the effect of visual speech and visual distraction on a speech 

understanding in noise task (i.e., The Question-and-Answer Task)  

 

The following section will review the results from each chapter in relation to the 

main aims outlined above. This will be followed by a discussion of the implications, 

limitations, and future directions of this research.  

6.1.1 Aim 1: To provide a broad characterisation of the samples tested for each 

experiment. 

A standard approach used in cognitive hearing science is to evaluate younger 

and older adults’ performance on a variety of standardised cognitive, auditory and 

lifestyle assessments (i.e., to characterise the participant samples), and then test the 

relationship between performance of these assessments and performance on a speech 

recognition in noise task. This approach was used in Chapter 2 to confirm that the 

participants recruited were relatively healthy, and to evaluate which tasks showed a 

significant effect of age.  

The results presented in Chapter 2 demonstrated that, in comparison to 

younger adults, older adults performed poorer on the speech recognition in noise task, 

and the majority of cognitive and auditory measures included in the test battery, 

although there was considerable variability in older adults’ performance for most 

tasks. The results also indicated that older adults who reported higher levels of 

physical activity performed significantly better on the speech perception in noise task 

in comparison to older adults who reported lower levels of physical activity; however, 
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out of all the auditory and cognitive factors tested, the only factor that was 

significantly related to speech perception in noise performance for older adults was 

the auditory attention quotient of the IVA+ Continuous Performance Task.  

To follow up the possible importance of attention indicated by the results in 

Chapter 2, the experiments in Chapters 3, 4, and 5 took a more direct approach to 

investigating the role of attention in speech perception in noise. That is, the 

subsequent experiments in this thesis tested whether the ability to benefit from seeing 

a talker’s face in a noisy situation (i.e., to get a visual speech benefit) was reduced 

when the demands on visual-spatial selective attention were increased (i.e., when 

visual distractors were presented within the visual field), and whether this reduction 

was greater for older adults (with limited attentional resources and control) than 

younger adults. These auditory-visual experiments were largely motivated by the idea 

that, as the visual speech benefit is the largest benefit available to listeners in noisy 

situations, any reduction in this benefit, particularly for older adults, could exacerbate 

difficulties understanding speech in noise.  

6.1.2 Aim 2: To examine a factor that may affect the visual speech benefit 

(Chapter 3). 

As the visual speech benefit is one of the largest benefits that a listener can 

receive when perceiving speech in a noisy environment, it would be valuable to know 

if there are any factors that can reduce the visual speech benefit, and if for any reason, 

older adults may be more vulnerable to this factor than younger adults. Although 

some studies suggest that auditory and visual information can be combined 

automatically (McGurk & MacDonald, 1976), one factor that has reduced other non-

speech auditory-visual processing effects is when additional visual information is 
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presented within the visual field (i.e., visual distractors; Stacey et al., 2014, Alsuis & 

Soto-Faraco, 2011, Fujisaki et al. 2006).  

The experiments in Chapter 3 identified that one type of visual distractor (i.e., 

visual speech that does not match the auditory signal produced by the same talker as 

the target talker) can reduce the visual speech benefit, and that older adults are more 

vulnerable to the effects of this visual distractor than younger adults in certain 

listening conditions. That is, when the SNR was -6 dB (Experiment 1) the visual 

speech benefit reduced by approximately 50% when just one visual distractor was 

presented for both age groups. However, when the SNR was -1dB, younger adults 

were able to get a full visual speech benefit when one visual distractor was presented, 

whereas older adults’ visual speech benefit reduced as in the previous experiment, by 

approximately 50%. 

As previously discussed, a likely explanation for these results is that 

combining auditory and visual speech information requires attentional resources, and 

when these resources need to be devoted to auditory processing, combining auditory 

and visual information is done in a serial fashion by directing visual-spatial selective 

attention to only one talker’s face. That is, when the SNR was less adverse, younger 

adults likely had sufficient attentional resources to combine auditory and visual 

information from two talking faces at once (i.e., the scope of visual-spatial selective 

attention encompassed both faces regardless of where the perceiver was foveating), 

whereas older adults, with age-related hearing loss and reduced attentional resource 

capacity, likely only had sufficient resources to attend to one talking face at a time 

(i.e., the scope of visual-spatial selective attention only encompassed the area of one 

face). This interpretation is consistent with how studies testing the effect of visual 

distraction on auditory visual-processing effects of have interpreted their results (e.g., 
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Stacey et al., 2014), and with theories of cognitive ageing (Craik & Byrd, 1982; 

Hasher & Zacks 1988).  

Visual speech was selected as the visual distractor for the experiments in 

Chapter 3, since in a noisy situation there are likely other people talking within a 

listener’s visual field whose actions and conversations may be potentially important to 

a listener. As the same talker was displayed in the target video and the distractor 

video(s), it was impossible for listeners to know the location of the target talker (i.e., 

where to look) for each trial. In other words, the visual distractors presented in 

Chapter 3 were all relevant to the task, as each of them had potential to be the target 

talker. If there was no reduction in the visual speech benefit when one, three, or five 

visual distractors with facial characteristics identical to the target talker were 

presented, then this would have suggested that the visual speech benefit is resilient to 

the presence of highly relevant visual distractors, and would therefore likely also be 

resilient to less relevant visual distractors. However, as this was not the pattern of 

results observed, it should not be assumed that listeners are guaranteed to get a visual 

speech benefit in all listening conditions just because they can get a visual speech 

benefit when one talking face that matches the auditory signal is presented. That is, 

the magnitude of the visual speech benefit may be affected by certain types of visual 

distractors and/or the need to take them into account while listening. Older listeners, 

with reduced attentional resources and abilities, may be particularly susceptible to the 

demands of relevant visual distractors during auditory-visual speech perception.  

6.1.3 Aim 3: To determine whether presenting a visual cue can help listeners get 

a visual speech benefit when two talking faces (one target and one distractor) are 

within the visual field.  
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As a substantial reduction in the visual speech benefit was observed for older 

adults when just one visual distractor was presented, the experiment in Chapter 4 

evaluated whether providing a visual cue to the location of the target talker (i.e., 

knowing where to look/foveate) could help older adults overcome this reduction. In 

summary, a salient visual cue indicating the location of a target talker did not help 

older adults get a visual speech benefit when two talking faces (i.e., one target and 

one distractor) were presented. Younger adults, on the other hand, were able to 

benefit from the visual cue. Since the cue was very clearly presented, it was suggested 

that age-related declines in inhibition likely contributed to older adults’ inability to 

gain a standard visual speech benefit for the valid cue condition. Thus, the results 

from Chapter 4 suggest that when visual speech that does not match the auditory 

signal is within the visual field, older adults are not guaranteed to get a standard 

visual speech benefit, even if they know the location of a target talker.  

6.1.4 Aim 4: To examine the effects of visual speech and visual distraction on a 

speech understanding in noise task (i.e., The Question and Answer Task).  

The final experiment in this thesis evaluated whether the distraction effect 

observed in the cueing experiment would also occur for a speech understanding task 

(i.e., The Question-and-Answer Task). The Question-and-Answer Task was selected 

as it incorporates several aspects of real-life listening that are not present in the highly 

controlled sentence recognition tasks typically used to measure the visual speech 

benefit. That is, for the Question-and-Answer Task, participants are required to switch 

between multiple talkers, understand what was said, and provide a timely response.  

The results indicated that seeing visual speech that matched the auditory signal 

improved younger and older adults’ performance (accuracy and response time) on the  

Question-and-Answer Task, but that the presence of a visual distractor (i.e., a talker 
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producing visual speech that did not match either auditory signal) did not reduce 

performance on this type of task for either age group. In the discussion of Chapter 5, I 

suggested that several qualities of the visual distractor used for this experiment (e.g., 

its consistent location, and lack of potential relevance to the task) may have supported 

older and younger adults in inhibiting this distractor. Characteristics of the speech 

stimuli presented (i.e., context, predictability, low lexical complexity), and the task 

itself (i.e., understanding the gist and guessing) could have also facilitated older 

adults’ performance.  

6.2 Implications  

The results from Chapter 3 have implications for theories of the role of 

attention in auditory-visual speech processing (Navarra et al., 2011). Early research 

on auditory-visual speech interactions mainly focused on the McGurk illusion (i.e., 

when the auditory token /ba/ is perceived as /da/ when watching a face uttering /ga/) 

and the apparent automaticity of this effect (McGurk & MacDonald, 1976). Studies 

showing that the McGurk effect is resilient to manipulations such as repeated 

exposure to McGurk stimuli (McGurk & MacDonald, 1976), desynchronised McGurk 

stimuli (Munhall, Gribble, Sacco, & Ward, 1996), and spatial separation of McGurk 

stimuli (Jones & Munhall, 1990), suggested that auditory-visual speech processing is 

automatic and therefore not limited by selective attention or attentional resource 

capacity (Soto-Faraco, Navarra,  & Alsius, 2004). More recent studies (e.g., Alsius et 

al., 2005, 2007) suggest that the McGurk Effect is dependent on attention, as the 

effect reduces under conditions of high attentional load (i.e., when a secondary 

auditory, visual, or tactile task must be completed concurrently with a McGurk style 

speech perception task) and when a visual distractor is presented (Andersen et al., 

2009; Tiippana, Anderson, & Sams, 2004). 
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Even though research suggests that claims made on the basis of the McGurk 

Effect should not necessarily be generalised to natural auditory-visual speech (Alsius, 

Paré, & Munhall, 2018; Van Engen & Chandrasekaran, 2017), an automatic, pre-

attentive understanding of auditory-visual speech processing seems to have influenced 

the conclusions of researchers investigating ageing and the visual speech benefit in 

noise. That is, once it was demonstrated that older adults were able to get the same 

sized visual speech benefit as younger adults when one talking face that matched the 

auditory signal was presented (e.g., Cienkowski & Carney, 2002), the issue of 

whether the attentional demands of a listening situation could affect older or younger 

adults’ ability to get this benefit was not rigorously investigated. However, as the 

experiments in Chapter 3 show that age and SNR affected the magnitude of the visual 

speech benefit when two talking faces (one target and one distractor) were presented, 

the results from this thesis are consistent with the view that that the ability to combine 

auditory and visual speech is modulated by the availability of top-down attentional 

resources, and furthermore, that the availability of these resources can be influenced 

by internal (i.e., participant resource capacity) and external (i.e., environmental) 

factors.  

 The results from this thesis also have implications for understanding how 

listeners benefit from seeing a talker’s face in noisy situations. Although existing 

models (i.e., the ELU and the FUEL; Rönnberg et al. 2013, Pichora-Fuller et al., 

2016) do not explicitly state how visual speech facilitates speech perception in noise, 

one suggestion is that by making the auditory signal clearer, visual speech reduces the 

amount of cognitive resources that need to be devoted to auditory processing, leaving 

resources available for higher order functions (i.e., encoding the speech signal in 

working memory and matching it with a representation in long term memory; Brown 
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& Strand, 2019; Frtusova & Phillips, 2016; Rudner, Mishra, Stenfelt. Lunner, & 

Ronnberg, 2016; Schneider & Pichroa-Fuller, 2000; Wingfield, Amichetti, & Lash, 

2015). However, as the results from Chapter 3 suggest that combining auditory and 

visual speech requires at least some cognitive resources, and as other studies have 

suggested that auditory-visual speech processing is equally cognitively demanding or 

potentially more cognitively demanding than auditory-only speech processing (Brown 

& Strand, 2019; Fraser et al., 2010; Gosselin & Gagné, 2011; Keisder, Best, Freeston, 

& Boyce, 2015), the provision of visual speech may not necessarily reduce the 

demand for or “release” cognitive resources that would have otherwise been allocated 

to auditory processing.  

An alternative explanation for how visual speech facilitates speech perception 

in noise is that auditory-visual speech is more strongly represented in working 

memory than auditory-only speech, making it easier to match the speech signal with a 

representation in long term memory (Brown & Strand, 2019). This explanation is 

grounded in dual-coding theory, which suggests that dual-modality items (i.e., 

auditory-visual speech) are encoded in working memory twice and are therefore 

easier to recall than a unimodal item (i.e., auditory-only speech) which is only 

encoded once (Thompson & Paivio, 1994; Mastroberardino, Santangelo, Botta, 

Marucci, & Olivetti Belardinelli, 2008). In the context of Baddeley’s (2012) multi-

component model of working memory, auditory-visual speech would be represented 

in both the visual-spatial sketchpad and the phonological loop rather than the 

phonological loop alone. Dual-coding could theoretically support speech perception 

in noise independently of the amount of cognitive resources that are allocated to 

speech processing; however, additional research needs to be conducted to confirm 
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precisely how visual speech facilitates speech perception in noise and to identify 

internal and external factors that can disrupt this process.  

6.3 Limitations and Future Directions  

6.3.1 Chapter 2 

 Although a range of sample sizes (i.e., approximately 12-120; Dryden, Allen, 

Henshaw, & Heinrich, 2017) have been used to investigate the relationship between 

cognition and speech perception in noise, it is possible that the relatively small sample 

tested for the experiment in Chapter 2 (i.e., 30 participants per age group) could have 

limited the adequacy of the correlational and DABEST analyses. This was recognised 

as a potential issue apriori. Despite this potential limitation, the DABEST analysis 

suggested that older adults who had lower SRTs for the speech recognition task were 

more physically active than older adults who had higher SRTs. Future research should 

follow up this finding by testing the effects of physical activity on speech perception 

in noise more systematically (i.e., by comparing different age groups with different 

physical activity levels) and with a larger sample. Future research should also 

continue to investigate the reasons why physical activity might facilitate speech 

perception in noise for older adults. 

 As physical activity has been positively associated with hearing sensitivity, it is 

possible that physical activity supports the functioning of the peripheral auditory 

system, which in turn facilitates speech perception in noise (Alessio, Hutchinson, 

Proce, Reinart & Sautman, 2002; Gipsen, Chen, Genther & Lin 2015; Loprinzi, 

Cardinal & Gilham, 2011). Physical activity has also been associated with increased 

activation of the attentional network regions of the brain (i.e., the frontal and parietal 

regions), which are recruited during cognitively demanding tasks such as speech 

perception in noise (Colcombe et al., 2004; Hull & Kerschen, 2010; Wong et al., 



   
 

 190 

2009). A common cause of the auditory and cognitive benefits of physical activity 

could be the maintenance a healthy circulatory system. That is, by preventing atrophy 

and inflammation of the blood vessels in the cochlea, inner ear, and brain, physical 

activity likely helps to ensure that structures within the auditory-cognitive system 

receive an adequate blood supply. The nutrients within blood (e.g., glucose) could 

help to support the integrity of these structures, and in turn a listener’s ability to 

perceive speech in noise (Colcombe et al., 2004; Han et al., 2016; Hutchinson, 

Alessio & Baiduc, 2010; Pei, Chen & Zheng, 2016).  

6.3.2 Chapters 3, 4, and 5 

 A limitation of the experiments presented in Chapters 3 and 4 is that it is not 

possible to precisely differentiate between the contributions of gaze-switching and 

visual-spatial attention to the results. Although the case for the involvement of visual-

spatial attention was presented in the discussions of each chapter, future research 

should employ eye tracking techniques to confirm the underlying cause of the 

differences observed between age groups. Similarly, comparing performance between 

younger and older adults with matched hearing ability could rule out the possibility 

that hearing loss was driving the differential effects of age observed for conditions 

with two talking faces rather than visual and/or cognitive factors.  

Future studies should also investigate older adults’ ability to get a visual speech 

benefit from visual speech presented at different eccentricities from fixation. 

Currently, such work has only evaluated how younger adults’ perception of single 

syllables is affected by visual speech in the periphery (Kim & Davis, 2013; Paré et al., 

2003). Extending this research by using continuous speech (sentences) and testing 

both younger and older adults would help to establish whether age-related changes in 

the “useful field of view” limits older adults’ ability to process visual speech 



   
 

 191 

information (Sekuler, Bennett, Mamelak, 2000). Older adults with Glaucoma, for 

example, may have particular difficulty processing visual speech presented in the 

periphery, as the hallmark symptom of this prevalent disease is an impairment in 

peripheral vision (Gagné & Wittich, 2009). Impaired peripheral vision could 

potentially prevent attentional capture from visual distractors; however, it could also 

reduce the magnitude of the visual speech benefit by limiting older adults’ ability to 

process relevant visual speech.  

 In order to carefully control the auditory processing demands of each task 

while the visual stimuli were manipulated, the experiments presented in Chapters 3, 4, 

and 5 presented energetic, non-spatialised auditory noise. Future studies should build 

on this work by developing auditory-visual speech perception tests that incorporate 

realistic auditory scenes. Some studies (e.g., Devesse, van Wieringen, & Wouters, 

2019; Hendrikse, Llorach, Hohnmann, Grimm, 2019) have successfully integrated 

spatialised auditory scenes with virtual reality visual displays; however, participants 

have reported that the visual realism of these displays is poor. Presenting real-life 

video recordings on a panoramic screen (e.g., Google Liquid Galaxy) could 

potentially address this limitation of virtual visual displays and help participants to 

feel as if they are immersed in an auditory-visual listening scenario (Watson, Parker, 

Leahy, Piepers & Stevens, 2018).  

 Additionally, as the auditory-visual experiments in this thesis only tested the 

effect of one type of visual distractor (i.e., visual speech), future research should test 

how the presence of different types of visual information affect older and younger 

adults’ ability to gain a visual speech benefit. Cohen & Gordon-Salant (2017), for 

example, found that when a video of a person performing a simple action was 

presented as a visual distractor, the visual speech benefit significantly reduced for 
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both older and younger adults, even when the location of the target talker did not 

change throughout the experiment. This suggests that movement in general (not just 

movement from visual speech) could interfere with a listener’s ability to gain a visual 

speech benefit in certain contexts. Of course, the level and type of auditory noise 

could affect a listener’s ability to inhibit different types of visual distraction and 

should therefore also be manipulated in future studies.  

Finally, as discussed in Chapter 2, an interesting avenue for future research 

would be to test the effects of age and talker familiarity on the visual speech benefit in 

noise when different types of visual distractors are within the visual field. That is, 

exposure to a particular speaker’s auditory-visual speech (i.e., face and voice) may 

help older listeners to direct and control visual-spatial attention to that speaker in a 

multi-talker environment.  

6.4 Conclusion  

The experiments presented in this thesis suggest that a research approach that 

encompasses both auditory and visual speech processing may be necessary to fully 

understand the difficulties that older adults experience during day-to-day listening 

situations. That is, although seeing a talker’s face is assumed to provide a 10-15 dB 

benefit for both older and younger adults, the presence of just one visual distractor 

reduced the visual speech benefit for older adults (and not younger adults) by 

approximately 50%, even when the location of the target talker was visually cued. 

The results from this thesis also indicate that this reduction in the visual speech 

benefit was likely due to age-related changes in how visual-spatial selective attention 

is deployed; however, additional research needs to be conducted to confirm this 

relationship and to understand the factors that condition visual and auditory 

distraction within a communicative setting.  
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The absence of a distraction effect for the experiment in Chapter 5 suggests 

that there is a need for future studies to systematically manipulate the components of 

speech perception in noise tasks (i.e., the stimuli presented and the response format) 

in order to identify when and why visual distractors affect the visual speech benefit, 

particularly for older adults. As previously discussed, a listener’s ability to ignore a 

visual distractor may be influenced by the relevance of a visual distractor to a 

listening task. Continuing to study the auditory and visual components of 

communication could help to facilitate the development of new strategies and 

assistive technologies that support social engagement across the lifespan.  
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Appendix A: Question-and-Answer Task Items 

Category Question True Answer False Answer  
Days What day comes after Friday? Saturday Thursday 
 What day comes after Monday? Tuesday Sunday 
 What day comes after Saturday? Sunday Friday 
 What day comes after Sunday? Monday Saturday 
 What day comes after Thursday? Friday Wednesday 
 What day comes after Tuesday? Wednesday Monday 
 What day comes after Wednesday? Thursday Tuesday 
 What day comes before Friday? Thursday Saturday 
 What day comes before Monday? Sunday Tuesday 
 What day comes before Saturday? Friday Sunday 
 What day comes before Sunday? Saturday Monday 
 What day comes before Thursday? Wednesday Friday 
 What day comes before Tuesday? Monday Wednesday 
 What day comes before Wednesday? Tuesday Thursday 
Months What month comes after April? May March 
 What month comes after August? September July 
 What month comes after December? January November 
 What month comes after February? March January 
 What month comes after January? February December 
 What month comes after July? August June 
 What month comes after June? July May 
 What month comes after March? April June 
 What month comes after May? June April 
 What month comes after November? December October 
 What month comes after October? November September 
 What month comes after September? October August 
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 What month comes before April? March May 
 What month comes before August? July September 
 What month comes before December? November January 
 What month comes before February? January March 
 What month comes before January? December February 
 What month comes before July? June August 
 What month comes before June? May July 
 What month comes before March? February April 
 What month comes before May? April June 
 What month comes before November? October December 
 What month comes before October? September November 
 What month comes before September? August October 
Colours What colour are clouds? white green 
 What colour are peas? green black 
 What colour are raspberries? red white 
 What colour are strawberries? red yellow 
 What colour is a banana? yellow red 
 What colour is a cucumber? green blue 
 What colour is a frog? green silver 
 What colour is a lemon? yellow black 
 What colour is a lime? green silver 
 What colour is a polar bear? white green 
 What colour is broccoli? green white 
 What colour is coal? black yellow 
 What colour is corn? yellow silver 
 What colour is grass? green blue 
 What colour is milk? white red 
 What colour is peanut butter? brown yellow 



   
 

 231 

 What colour is snow? white brown 
 What colour is the sky? blue silver 
 What colour is vanilla ice cream? white red 
 What colour is a 10 cent coin?2 silver gold 
 What colour is vegemite?1 brown green 
Opposites What is the opposite of clean? dirty open 
 What is the opposite of closed? open hot 
 What is the opposite of cold? hot clean 
 What is the opposite of dirty? clean up 
 What is the opposite of down? up wet 
 What is the opposite of dry? wet slow  
 What is the opposite of fast? slow outside 
 What is the opposite of high? low cold 
 What is the opposite of hot? cold low 
 What is the opposite of inside? outside high 
 What is the opposite of low? high yes 
 What is the opposite of no? yes on 
 What is the opposite of off? on dirty 
 What is the opposite of on? off closed 
 What is the opposite of open? closed inside 
 What is the opposite of outside? inside fast 
 What is the opposite of slow? fast down 
 What is the opposite of up? down dry 
 What is the opposite of wet? dry no 
 What is the opposite of yes? no off 
Sizes Which is bigger, a bear or a rat? bear rat 
 Which is bigger, a butterfly or a giraffe? giraffe butterfly 
 Which is bigger, a cat or a lion? lion cat 
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 Which is bigger, a dog or a horse? horse dog 
 Which is bigger, a moose or a bee? moose bee 
 Which is bigger, a mosquito or a donkey? donkey mosquito 
 Which is bigger, a panda or a fly? panda fly 
 Which is bigger, a pig or a cow? cow pig 
 Which is bigger, a rabbit or an ant? rabbit ant 
 Which is bigger, an elephant or a mouse? elephant mouse 
 Which is smaller, a golf ball or a planet? golf ball planet 
 Which is smaller, a house or a tent? tent house 
 Which is smaller, a mountain or a tree? tree mountain 
 Which is smaller, a pea or a watermelon? pea watermelon 
 Which is smaller, a puddle or a lake? puddle lake 
 Which is smaller, a spoon or a bed? spoon bed 
 Which is smaller, a toy or a bus? toy bus 
 Which is smaller, a tree or a leaf? leaf tree 
 Which is smaller, a truck or a bike? bike truck 
 Which is smaller, an adult or a child? child adult 
 Which is bigger, a kangaroo or a koala?1 kangaroo koala 
Numbers How many cents are there in a dollar? 100 24 
 How many days are there in a week? 7 3 
 How many ears do you have? 2 14 
 How many eyes do you have? 2 60 
 How many feet do you have? 2 15 
 How many fingers do you have? 10 100 
 How many hands do you have? 2 9 
 How many hours are there in a day? 24 8 
 How many items are there in a dozen? 12 17 
 How many legs do you have? 2 14 
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 How many minutes are there in an hour? 60 2 
 How many months are there in a year? 12 6 
 How many seasons are there ? 4 16 
 How many seconds are there in a minute? 60 4 
 How many sides does a square have? 4 7 
 How many sides does a triangle have? 3 18 
 How many toes do you have? 10 13 
 How many wheels does a bike have? 2 10 
 How many wheels does a car have? 4 5 
 What is 10 minus 2? 8 1 
 What is 10 minus 4? 6 3 
 What is 10 minus 5? 5 12 
 What is 2 plus 1? 3 6 
 What is 2 plus 2? 4 8 
 What is 2 plus 3? 5 24 
 What is 2 plus 4? 6 20 
 What is 2 plus 5? 7 13 
 What is 2 plus 6? 8 11 
 What is 2 plus 7? 9 18 
 What is 2 plus 8? 10 14 
 What is 2 times 1? 2 18 
 What is 2 times 10? 20 7 
 What is 2 times 2? 4 16 
 What is 2 times 3? 6 15 
 What is 2 times 4? 8 3 
 What is 2 times 5? 10 19 
 What is 2 times 6? 12 7 
 What is 2 times 7? 14 60 
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 What is 2 times 8? 16 4 
 What is 2 times 9? 18 5 
 What is 3 minus 2? 1 5 
 What is 3 plus 1? 4 100 
 What is 3 plus 2? 5 1 
 What is 3 plus 3? 6 2 
 What is 3 plus 4? 7 12 
 What is 3 plus 5? 8 24 
 What is 3 plus 6? 9 2 
 What is 3 plus 7? 10 5 
 What is 4 minus 2? 2 7 
 What is 4 minus 3? 1 13 
 What is 4 plus 1? 5 10 
 What is 4 plus 2? 6 9 
 What is 4 plus 3? 7 14 
 What is 4 plus 4? 8 3 
 What is 4 plus 5? 9 24 
 What is 4 plus 6? 10 16 
 What is 5 minus 2? 3 15 
 What is 5 minus 3? 2 11 
 What is 5 minus 4? 1 19 
 What is 5 plus 1? 6 20 
 What is 5 plus 2? 7 4 
 What is 5 plus 3? 8 60 
 What is 5 plus 4? 9 17 
 What is 5 plus 5? 10 3 
 What is 6 minus 2? 4 100 
 What is 6 minus 3? 3 14 
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 What is 6 minus 4? 2 60 
 What is 6 minus 5? 1 18 
 What is 7 minus 2? 5 100 
 What is 7 minus 3? 4 1 
 What is 7 minus 4? 3 11 
 What is 7 minus 5? 2 18 
 What is 8 minus 2? 6 20 
 What is 8 minus 3? 5 2 
 What is 8 minus 4? 4 13 
 What is 8 minus 5? 3 4 
 What is 9 minus 2? 7 11 
 What is 9 minus 3? 6 2 
 What is 9 minus 4? 5 17 
 What is 9 minus 5? 4 7 
 What is half of 10? 5 8 
 What is half of 12? 6 9 
 What is half of 14? 7 10 
 What is half of 16? 8 12 
 What is half of 18? 9 15 
 What is half of 2? 1 19 
 What is half of 20? 10 6 
 What is half of 4? 2 9 
 What is half of 6? 3 8 
 What is half of 8? 4 10 
 What number comes after 1? 2 8 
 What number comes after 10? 11 9 
 What number comes after 11? 12 10 
 What number comes after 12? 13 11 
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 What number comes after 13? 14 12 
 What number comes after 14? 15 13 
 What number comes after 15? 16 14 
 What number comes after 16? 17 15 
 What number comes after 17? 18 16 
 What number comes after 18? 19 17 
 What number comes after 2? 3 1 
 What number comes after 3? 4 2 
 What number comes after 4? 5 3 
 What number comes after 5? 6 4 
 What number comes after 6? 7 5 
 What number comes after 7? 8 6 
 What number comes after 8? 9 7 
 What number comes after 9? 10 8 
 What number comes after 19? 20 18 
 What number comes before 10? 9 11 
 What number comes before 11? 10 12 
 What number comes before 12? 11 13 
 What number comes before 13? 12 14 
 What number comes before 14? 13 15 
 What number comes before 15? 14 16 
 What number comes before 16? 15 17 
 What number comes before 17? 16 18 
 What number comes before 18? 17 19 
 What number comes before 19? 18 20 
 What number comes before 2? 1 3 
 What number comes before 20? 19 24 
 What number comes before 3? 2 4 
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 What number comes before 4? 3 5 
 What number comes before 5? 4 6 
 What number comes before 6? 5 7 
 What number comes before 7? 6 8 
 What number comes before 8? 7 9 
 What number comes before 9? 8 10 

 




