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ABSTRACT 
 

Price swings of commodities affect the economies of commodity 

exporting nations worldwide and these fluctuations are a major concern for 

Australian policy makers. Australia is one of the major commodity exporting 

countries in the global market; therefore, the main focus of this thesis was to 

shed light on the influence of various fundamental macroeconomic variables on 

Australian commodity prices. First, emphasis was placed on what magnitude 

changes in real interest rates and fluctuations of the real exchange rate account 

for volatility in commodity prices and whether commodity prices tend to show 

overshooting phenomena (J. Frankel, 1986; J. Frankel, 2006) in reaction to 

interest rate changes.  

The possible contribution of global real economic activity to Australian 

commodities prices was then assessed, which can lead to both higher interest 

rates and volatile commodity prices (Akram, 2009; Svensson, 2008) within 

Australia. Similarly, the current slowdown in world economic growth after 

several years of high growth might clarify the sharp drop in real interest rates 

and commodity prices. In addition, the present study explored whether 

Australian resources stock prices had significant predictive ability for the future 

global commodity price index as suggested by Rossi (2012). 

Johansen’s (1988, 1991) cointegration technique was utilised to attain 

the above research objectives and to examine the long-run relationship of the 

considered variables. This thesis utilised seasonally adjusted monthly time 

series for real interest rate, real exchange rate, industrial production and 
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resources stock price from January 2000 to December 2015 after considering an 

appropriate structural break. 

The study found significant long-run relationships among the variables; 

therefore, the vector error correction model was applied to judge the short-run 

dynamic relationship among variables. Then, the forecast ability of all variables 

was assessed by employing vector error correction Granger causality or block 

exogeneity tests. Single equation models do not allow the examination of 

dynamic relations between commodity prices and other macroeconomic 

variables over different time horizons (Akram, 2009); therefore, the study 

applied the impulse response technique as well as forecast error variance 

decomposition to assess the comparative influences of diverse shocks to the 

variations in key variables of the proposed commodity price model.  

The research found significant negative relationships between real 

interest rates and commodity prices. However, the impulse response results did 

not show any immediate responses of commodity prices because of an impulse 

in the real interest rate. This showed a significant negative response of 

commodity prices after six months of the initial shock and the importance of 

interest rate information to predict the commodity prices in the long run. In two 

years’ time, approximately one third of the commodity price changes will be 

explained by the shocks in real interest rate. The shocks from opposite directions 

showed a significant negative response for real interest rate after having shocks 

from Australian commodity prices in the medium term.  

The results of the present study also suggested an immediate fall in 

Australian commodity prices and thereafter increases at a higher rate 
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significantly in response to the real exchange rate shock, consistent with 

Frankel’s (1986) overshooting model of commodity prices. This finding raised 

the question as to whether real exchange rate shocks are a significant factor of 

Australian macroeconomic instability as commodity export plays an important 

role in its economy. Results of the present study revealed the response to this 

query as being in the negative, especially in the long run. 

The interaction of these two variables from opposite directions showed 

interesting results. Separate commodity-related drivers of exchange rates results 

showed that Australian real exchange rate movements were not purely random. 

Vector error correction-based Granger causality tests indicated a strong support 

of causality from commodity prices to real exchange rate in the short run.  

The impulse response results showed the most noteworthy results. The 

shocks from Australian commodity prices showed immediate significant 

depreciation in real exchange rates and the index remained depreciated 

significantly in all horizons, which shows the complete opposite results to many 

studies (Connolly & Orsmond, 2011; Minifie, Cherastidtham, Mullerworth, & 

Savage, 2013; Plumb, Kent, & Bishop, 2013; Sheehan & Gregory, 2013). 

However, this finding is consistent with the theoretical explanation provided by 

Dumrongrittikul (2012) to explain the puzzle of the Chinese real exchange rate, 

which is supported by the theoretical explanation of S. Edwards’ (1989) real 

exchange rate model.  

The results of the present study also showed that the shock to industrial 

production had a negative effect on Australian commodity prices and the effect 

remained significant during all time horizons. It also showed that the 
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commodity price fluctuation had predictive ability of the Australian resources 

stock prices.  

After considering these above findings, several policy recommendations 

for relevant Australian authorities are suggested and limitations are discussed 

including the pathway for future research. 
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Chapter 1 DYNAMICS OF COMMODITY 

PRICES 

1.1 Introduction 

1.1.1 Background, Context and Rationale for Research 

Commodity price swings affect worldwide commodity exporting 

nations and these fluctuations are a major concern for policy makers. Australia 

is no exception to this. Australia noted its 25th year of uninterrupted economic 

growth in 2015–16. After considering the uncertain economic and political 

condition presently, this achievement in Australia is definitely significant. 

Australia is the only commodity exporting nation after the Netherlands that has 

the longest record of economic growth (Office of the Chief Economist [OCE], 

2016). 

Increasing commodity export prices were a positive contributor to 

Australian economic growth at the beginning of the twenty first century. During 

that time, Australian terms of trade reached their highest level since the Korean 

War boom. The difference between the growth of export and import prices was 

believed to be the reason for the favourable conditions. However, there is 

argument over whether these gains are purely cyclical or whether they show a 

structural shift to an eternally higher level of national income. Some researchers 

point towards the historical experiences of Australia, which suggests that this 

country is well placed to weather any downturn in commodity prices. These 
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researchers argue that commodity production and exports are not as important 

to the overall Australian economy as commonly assumed (Kirchner, 2009). 

The above view is not supported by many academics and policy making 

circles of commodity exporting nations because fluctuations in commodity 

prices are responsible for countries’ external and internal balances as well as 

their particular fiscal and monetary policies (Byrne, Fazio, & Fiess, 2013). 

Moreover, Australia has experienced both the upward and downward swings in 

its commodity prices over the last two decades. Commodity prices increased to 

their highest peak in real terms during the global financial crisis (GFC) of 2007–

2008 and former historical highs reached in the 1970s. The commodity price 

index has had a steady, decreasing trend since 2011 until now. The surge in 

commodity prices is partially, if not primarily, attributed to the drop in interest 

rates and exchange rates and vice versa (Akram, 2009; Krichene, 2008). 

Strong growth in China and India also influenced Australia’s 

commodity export before the GFC, by improving Australia’s terms of trade and 

attracting huge business investment. The general assessment of the net 

macroeconomic policy in this small open country is vigilantly optimistic, with 

Australia experiencing clear benefits from the commodity boom period. 

 However, the Asian-driven commodity boom now appears to be over 

for Australia. Global economic uncertainty is adding more fear for the future of 

this natural resource export dependent economy. All these events are affecting 

Australian iron ore, coal and natural gas exports. All these factors are decreasing 

business confidence along with the export earnings of this economy. Therefore, 

an effective and efficient macroeconomic policy is required to predict the 
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commodity price movement of such a commodity dependent economy such as 

Australia to maintain sustainable commodity export-led growth. The findings 

of the present research should provide the authorities with effective 

macroeconomic management policies for resource rich countries. 

1.1.2 Objectives and Methodology of the Research 

In the present study, the main focus was given to the influence of various 

fundamental macroeconomic variables on Australian commodity prices. First, 

the author emphasises what magnitude changes in real interest rates and 

fluctuations in real exchange rates can account for volatility in commodity 

prices and whether commodity prices tend to show overshooting phenomena in 

reaction to interest rate changes. Frankel (1986, 2006) described this argument 

in his model whereby commodity prices tend to overshoot in response to interest 

rate fluctuation. This same mechanism was presented earlier in Dornbusch’s 

(1976) model for exchange rates. 

This research also examined the possible contribution of global real 

economic activity to prices of Australian commodities. There are various 

measures of global real economic activity popular among empirical researchers 

and we considered industrial production for our research, which has been widely 

utilised as a measure of real economic activity at both the country and global 

level (Kilian, 2009). Greater effort is required to assess the influence of global 

real economic activity because this variable may lead to both higher interest 

rates and to volatile commodity prices (Akram, 2009; Svensson, 2008). 

Similarly, the current slowdown in world economic growth after some years of 

high growth may clarify the sharp drop in real interest rates as well as 

commodity prices.  
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In addition, this research explores the linkage between equity and 

commodity markets, focusing in particular on Australian resources stock prices. 

One of the objectives was to explore whether Australian resources have 

significant predictive ability for the future global commodity price index as 

suggested by Rossi (2012).  

To attain the above research objectives as well as to assess the dynamic 

interactions between commodity price and other Australian macroeconomic 

variables, the author decided to first determine the long-run relationship among 

the variables. Johansen’s (1988, 1991) cointegration technique was utilised for 

this purpose along with seasonally adjusted monthly time series for considered 

variables from January 2000 to December 2015. 

Because the study discovered significant long-run relationships among 

the variables, then there exists an error correction mechanism. This system takes 

the long-run relationship with the short-run dynamic adjustments of the 

variables in the model. Since the study dealt with a multivariate vector 

autoregression (VAR) system, the vector error correction model (VECM) was 

applied to judge the dynamics of the variables in the short run. 

To assess the forecast ability of each and every variable of our model, 

this study employed VEC Granger causality or block exogeneity tests. Because 

the present study found one cointegrating vector for presenting the relationship 

among the variables, a VAR-based Granger causality would be misleading 

(Enders, 2008; C. W. Granger, 1988; Parsva & Lean, 2011). This particular test 

does not show a cause-effect relationship, but rather is based only on 
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‘predictibility’ or ‘forecastability’ of the variables involved (C. W. J. Granger, 

1969). 

One of the disadvantages of single equation models is that they do not 

allow for the examination of dynamic relations between commodity prices and 

other macroeconomic variables over different time horizons (Akram, 2009). 

Furthermore, they do not assist with the differentiation between effects of 

anticipated and unanticipated shocks to probable determinants of commodity 

prices. Impulse response technique founded on the structural VAR models 

allows for the assessment of the effects of shocks to diverse variables over time 

while taking into account relations between the financial and real 

macroeconomic variables and the commodity prices of Australia. This study 

assessed the comparative influences of diverse shocks to variations in the key 

variables by forecast error variance decomposition. 

All the above econometric techniques are utilised in the present study to 

assess the dynamic interactions between commodity prices and other Australian 

macroeconomic variables. 

1.1.3 Organisation of the Research 

The present study is separated into seven chapters. Chapter 1 is the 

preliminary chapter, showing the circumstances, background, context and 

justification of conducting the study. This section also deliberates on the 

objectives of the research including a brief summary of the methodology and 

data utilised during the study. 

Chapter 2 presents an overview of the Australian economy. It provides 

a snapshot of Australian commodity export-led growth in the present century 
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including the exchange rate as well as terms of trade situation. This chapter also 

describes the Australian monetary policy and its influence on investment as well 

as overall productivity in the tradable and non-tradable sector. Issues related to 

Australian industrial production and the interaction between equity markets and 

commodity markets are also discussed. 

Chapter 3 analyses both the theoretical and empirical works relating to 

the Australian commodity price model. After the introductory notes, this chapter 

describes the theoretical literature related to commodity price followed by 

empirical literature on determinants of commodity prices. The very last part of 

this chapter summarises the literature on determinants of Australian commodity 

price. 

The purpose of Chapter 4 is to establish an analytical framework to 

evaluate the dynamic interactions between commodity prices and other 

Australian macroeconomic variables. It also describes the required data sources 

and their respective definition. This chapter also reveals the expected sign of 

variables utilised in the model from the existing literature and shows a few 

estimation techniques applied in the research. 

Chapter 5 is one of the main result sections of the present study. It 

represents all the empirical findings including the dynamic behaviour of the 

VECM. The assessment techniques that are incorporated in this chapter include 

Johansen (1988, 1991) cointegration, VEC, Granger causality, impulse response 

functions (IRFs) and VECM forecast error variance decomposition. This 

chapter reveals the long run relationship among the variables including their 

short run dynamics. This chapter also shows the short- and long-run 
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forecastability or predictability of the variables involved in the commodity price 

model. The impulse response technique is utilised in this chapter, which allows 

for the assessment of the effects of shocks to diverse variables over time while 

taking into account relations between the financial and real macroeconomic 

variables and the commodity prices in Australia. Finally, the chapter assesses 

the comparative influences of diverse shocks to variations in the key variables 

by the econometric technique of forecast error variance decomposition. 

Chapter 6 is another results chapter, which mainly reveals the responses 

of macro variables to the Australian commodity price shock. Impulse response 

functions as well as forecast error variance decomposition techniques are 

utilised to assess these interactions.  

Chapter 7 presents the foremost outcomes of the thesis and draws 

lessons for Australia in understanding the dynamic interactions between 

commodity prices and macroeconomic variables. It suggests policies for 

responsible authorities to obtain the maximum benefits from resource booms 

and escape the possible adversative consequences for both short-run steadiness 

and long-term growth. Practical and sensible policies are essential to counteract 

the adverse consequences of commodity price volatilities. This chapter also 

indicates some limitations of the research and makes suggestions for additional 

research on the subject. 

1.2 Concluding Remarks 

The present research continues its assessment after considering the 

objectives according to the procedures stated above. This would assist policy 

makers to understand the dynamic interactions of commodity prices and other 
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Australian macroeconomic variables to propose and implement policies in a 

knowledgeable way. 
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Chapter 2 AUSTRALIAN MACROECONOMY 

AND COMMODITY PRICES 

2.1 Introduction 

2.1.1 Australian Commodity Export-led Growth in the Twentieth 

Century 

The Australian economy is characterised by enormous swings in 

commodity prices and, together with huge mining investment, these have been 

performing as vital forces affecting the economy since the mid-2000s. Although 

the economic and political situation in the majority of countries worldwide has 

been volatile in recent years, Australia recorded its 25th year of continuous 

growth in 2015–16 (OCE, 2016). This is an extraordinary success for the 

Australian economy, which is now only second to the Netherlands that has the 

lengthiest record of economic growth. 

Many advanced economies such as the United States and Japan are still 

striving to reach to their pre-GFC growth rate level. Developing countries such 

as China and India have been growing strongly for many years. However, 

countries worldwide have been observing some structural changes in their 

growth patterns recently. China recently transformed from investment-led 

growth to consumption-led growth. Moreover, the Brexit vote that saw Britain 

vote to leave the European Union has added to global uncertainty. All of these 

events combined are causing uncertainty amongst the international community. 

These issues are, in turn, affecting demand for three of the four top Australian 

exports, i.e. iron ore, coal and natural gas. These developments are also 
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influencing domestic business confidence, which, while increasing, is still 

comparatively weak in light of constant global uncertainty (OCE, 2016). 

Historically, commodity exports have been a vital source of income for 

the Australian economy. Over the past decade, commodity exports have, on 

average, accounted for greater than 55 per cent of total export values and 11 per 

cent of gross domestic product (GDP), well above the levels over the previous 

decade (Robinson & Wang, 2013). Figure 2.1 clearly shows this fact. 

 

Figure 2.1 Export share of Australian GDP (at current price) 

Source: Robinson and Wang. (2013). 

The Reserve Bank of Australia (RBA) Index of Commodity Prices (ICP) 

indicates the prices received by Australian commodity exporters. The ICP is a 

Laspeyres index and represents a weighted average of recent changes in 

commodity prices (Robinson & Wang, 2013). The weights are provided to each 
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commodity to reflect its importance in commodity export values during a base 

period. The RBA updates the base period and weights to retain their 

applicability. The recent updates were performed on 01 April, 2013 (Appendix 

01 & 02). This updated ICP included 21 major commodities presently exported 

by Australia, which indicates Australia’s commodity export earnings more 

accurately. 

Australia’s commodity prices, on average, have fallen from the highs 

related to the mining boom as indicated by the updated ICP. At the same time, 

the position of the Australian currency suggests this would increase to surge its 

exports as they become cheaper to other countries. Resources and energy export 

earnings are the most significant component of Australia’s total exports as 

shown by Figure 2.2. 

  

Figure 2.2 Australia's nominal GDP vs resource and energy export 

earnings, year-on-year change 

Source: Australian Bureau of Statistics (2016) National Accounts, 5206.0  
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The lower worldwide growth for commodities outlook, high debt levels 

of various developed as well as developing economies and amplified 

protectionist actions have softened demand, and contributed to a reduction in 

the value of Australia’s exports. During the last financial year (2016–17), 

Australia’s export values declined to $312 billion from $318 billion in 2014–

15. That was approximately a 2 per cent decrease and was generated mainly by 

weakening in the export values of three of Australia’s top four exports, i.e. iron 

ore, coal and natural gas. 

In 2015–16, the value of our top export (iron ore) fell 12.4 per cent to 

$47.7 billion, while the value of our second largest export (coal) fell 9.4 per cent 

to $34.3 billion. Values for our fourth largest export (natural gas) fell 2.1 per 

cent to $16.5 billion (OCE, 2016). 

Australia’s third largest export is international education, which is not a 

part of the resources and energy sector. There is no evidence of the slowing 

Chinese economy having an impact on Australia’s international education 

sector. This particular sector continued to grow, with annual growth in 

international education in 2015–16 being 9.4 per cent. The Department of 

Education and Training data reveals that Chinese students were Australia’s 

major international student group during 2016. This particular Australian sector 

could provide necessary support for its economy during unfavourable periods 

of its commodity led growth. 

2.1.2 Australian Exchange Rate and Terms of Trade Episodes 

Australia’s resource boom was the key power behind its latest economic 

strength. However, that boom period is now transitioning into a production 
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stage, which can be detected from the commodity production volumes of the 

Australian resource sector in 2016. The volume of iron ore and concentrates 

production increased by 66.3 per cent in 2012–13 and 2015–16 than 2008–09 

and 2011–12.  

However, during the mining investment boom Australia experienced a 

reversal in the appreciation of the Australian dollar. The increase in commodity 

volumes and lower international demand might have contributed to this. The 

value of the Australian dollar was at its peak of $1.08 USD in June 2011 and 

from there it fell to $0.71 USD in January 2016 (Figure 2.3). Economic theory 

suggests that a fall in the exchange rate should make Australian exports 

inexpensive overseas and imports costlier here at home, and hence boost the 

comparative competitiveness of Australian exports as well as firms challenging 

in the domestic market against imports. Recently, the bilateral exchange rate of 

Australia is again showing an increasing tendency. 

 

Figure 2.3 Australia's exchange rate and terms of trade 
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Source: OCE (2016) 

Australia’s terms of trade move by the influence of its exchange rate 

because of its relationship between exports and imports. Massive increases in 

Australia’s terms of trade occurred at the beginning of the 21st century. The 

historical increase in Australia’s terms of trade led to increases in the national 

income, government revenue and the income of ordinary Australians. However, 

its decreases have also been observed. Thus, decreases in the exchange rate can 

again be linked to decreases in Australia’s terms of trade, which continued into 

2016. Australia’s terms of trade reached its lowest level in a decade during the 

June quarter of 2016. 

The true magnitude of the changes in the exchange rate of a country 

relative to its trading partners can be represented by the nominal effective 

exchange rate (NEER) of a country, which is also known as the trade-weighted 

index. The bilateral exchange rate is not appropriate in this regard because it 

does not provide the information about the purchasing power of a particular 

currency (Kurilenko, 1998). However, theoretically the most common measure 

of changes in a country’s international competitiveness is not the NEER, but the 

real exchange rate (RER). Fazle (2011) stated that the various definitions of 

RER can be categorised under two main headings: 

• The nominal exchange rate adjusted for price level differences 

between countries and 

• The ratio of the domestic price of tradable to non-tradable goods 

within a single country. 
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The first definition is made in line with purchasing power parity (PPP) 

and the second definition is based on the dissimilarity between tradable and the 

non-tradable goods. This is also known as the Salter ratio (Chowdhury, 1998). 

The Australian RER shows clear volatility between late 2008 and 2015; 

however, setting it against the scale of the real appreciation it looks fairly 

modest (Figure 2.4). This phase of the Australian RER occurred between 

December 2002 and March 2003. However, we can observe clear favour for 

Australian exporters from March 2003 when the RER began to depreciate 

(Figure 2.4). 

 

 

Figure 2.4 Real exchange rate index of Australia (Index, 2010 = 

100) 

Source: Bank for International Settlements (BIS) and Austrade, 2016  
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 These swings on other Australian macroeconomic variables should be 

analysed carefully to develop the correct policy strategies at the appropriate time 

by policymakers.  

2.1.3 Australian Monetary Policy, Investment and Productivity 

Australian monetary policy choices are stated in terms of a target for the 

cash rate, which is the overnight interbank loan rate. This cash rate influences 

various macroeconomic variables in various ways: sometimes directly and 

occasionally indirectly (Figure 2.5).  

 

Figure 2.5 Australian Cash Rate and 90 - day Bill Yield 

Source: Australian Stock Exchange (ASX) and RBA, 2017. 

Economic theory advises that the cash rate moves the cost of capital and 

influences the investment judgements immediately based on standard 

approaches applied to assess investment opportunity. Researchers have shown 
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various causes to describe the ongoing weakness in business investment both in 

Australia and overseas. In addition to low interest rates, these include weak 

demand, intensified uncertainty and reduced business confidence. It has also 

been reported that low interest rates do not directly encourage investment (Lane 

& Rosewall, 2015). 

Based on a study by Lane and Rosewall (2015), irrespective of whether 

fluctuations in interest rates have a direct influence on investment choices or 

not, interest rates will still have a dominant indirect effect on firms’ investment 

results via other passages, including their effect on aggregate demand (Figure 

2.6). 

 

Figure 2.6 Private Business Investment (Chain volume, log scale*) 

Source: Lane and Rosewall (2015) 
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The present study investigates the influence of interest rates on different 

macroeconomic variables via various channels. Even if the cash rate does not 

have a direct effect on investment decisions, overall investment in the economy 

can be influenced by commodity prices. In particular, investment in the mining 

sector grew strongly (Figure 2.6) as businesses responded to the historically 

high level of commodity prices (Carr, Fernandes, & Rosewall, 2017). 

Tradable and non-tradable commodities respond differently to 

international competitiveness via their own price determination mechanisms. 

Both supply and demand powers describe the relative rise in the price of non-

tradable items. On the supply side, there is the Balassa-Samuelson effect that 

explains productivity in the tradable sector tends to increase more rapidly than 

in the non-tradable sector (Balassa, 1964; Samuelson, 1964). The tradable 

sector generates more demand for labour owing to productivity growth and 

consequently the wage rates increase across the economy. This wage growth in 

turn increases prices of non-tradable items. However, the price of the tradable 

items is determined in the international markets. 

Jacobs and Williams (2014) showed the above effect by analysing 20 

years of Australia data, which is shown in Figure 2.7. The graphs do not fully 

explain the shift in relative prices and suggests to integrate China as an 

additional supply side factor into the global trading system to explain the price 

movement of tradable sector. However, the labour productivity gap shown in 

this research can explain S. Edwards’ (1989) RER model, which predicted that 

productivity growth in traded sectors compared to non-traded sectors would 

push the RER to depreciate. However, further research and analysis is required 
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after considering the other determinants of the RER in an Australian context 

such as is explained in the case of China by Dumrongrittikul (2012).  

 

Figure 2.7 Labour Costs and Productivity Growth in Australia 

(1991 = 100, Financial Years) 

Source: Jacobs and Williams (2014) 

2.1.4 Australian Industrial Production Episodes 

In Australia, industrial production measures the output of businesses 

integrated in the industrial sector of the economy such as manufacturing, mining 

and utilities. Australia’s industrial production averaged 2.21 per cent from 1975 

to 2017, reaching an all-time high of 12.40 per cent during the fourth quarter of 

1987 and a record low of -7.80 per cent during the first quarter of 1983 (Figure 

2.8). 
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Figure 2.8 Australian Industrial Production Growth 

Source: ABS, 2017 

During 2016, Australia’s industry sector and manufacturing sector 

experienced massive changes. Ford stopped its Australian production site in 

October and Adelaide declared the commencement of its Future Submarine 

Program. The tourism industry set new records during 2016 and Australian 

tourism related services grew by 11.2 per cent in 2015–16. Although the 

Australian economy crossed the resources investment boom, its production 

activities were still strong during this time.  

The OCE Australian Industry Report (2016) indicated that, at 6.2 per 

cent, mining was the strongest performer in terms of output growth, compared 

to a relatively low employment growth of 1.0 per cent (Table 2.1). The taper in 

mining investment did not adversely affect demand for construction, with 

overall construction output and employment growing by 2.8 per cent and 1.8 

per cent, respectively, in 2015 and 2016. Moreover, Australia experienced 

mixed results for the agriculture and manufacturing sectors recently. While both 

experienced a fall in output, agriculture gained a small increase in employment 
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from a low base and manufacturing exports continued to grow (OCE, 2016, 

Table 2.1).  

Table 2.1 Output and Employment by Industry in Australia, 2015 – 

2016 

 

Source: OCE (2016).  

Notes: Output calculations applied original, chain volume measures data. 

Employment data utilised original data and averaged all quarters in 2015–16. 

2.1.5 Australian Stock Market in 21st Century 

The ASX is one of the world’s top financial market exchanges. With a 

total market capitalisation of approximately $1.5 trillion, ASX is home to some 

of the world’s prominent resource, finance and technology companies. The 

present study utilises the S&P/ASX 200 resources index. This index provides 

investors with sector exposure to the resources sector of the Australian equity 

market, which is classified as a member of the Global Industry Classification 

Standard (GICS) resources sector (Figure 2.9). The academic community has 

been interested in the connection between the financial markets and the 

economy for a long time; therefore, the present study attempts to determine 

some of the links between these two major sectors in an Australian context. 
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Figure 2.9 Australian Share Price Indices* (Log scale, end 

December 1994 = 100) 

Source: RBA. * ASX 200 companies, 2017. 

The present study considered the dynamic interaction between 

commodity prices and other macroeconomic variables and for that reason it only 

considered the resources share price. The Australian resource rich economy has 

experienced an upward trend in the share price index of resources. However, 

over the last few years this segment of the financial market has experienced a 

decreasing trend. ASX 300 resources index (capital only) shed 25.2 per cent in 

value during the 2015 calendar year (Lennox, 2016). The author discussed the 

China factor and the increasing US dollar as the reasons behind this negative 

return. The China story is still a dominating factor in investors’ sentiment and 

many of them fear a sharp decline in the economy. 
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The Australian economy has been experiencing continuous economic 

growth with low unemployment rate. These positive achievement demonstrates 

that Australia is successfully transitioning away from the mining investment 

boom (OCE, 2016), which may definitely influence the stock prices, especially 

the resources stock. However, to obtain a better understanding of these dynamic 

effects, one needs to consider the influences of other macroeconomic variables 

also. 

2.2 Concluding Remarks 

Australia had stable real GDP growth of 2.8 per cent during 2015–16 

with a very low unemployment rate of 5.6 per cent in September 2016. These 

indicate that Australians are in good position for their economic future. 

Nonetheless, other economic indicators represent Australia in a more mixed 

state, i.e. poor business investment quantities with low confidence and slow 

wage growth. Part-time employment has also increased in the Australian job 

market including underemployment status. The economy has experienced 

mixed performance in the manufacturing and agricultural industries. Stock 

prices, especially in the resources sector, are experiencing a volatile condition 

along with the Australian RER.  

Therefore, this resource dependent economy needs to carefully analyse 

and manage its commodity-led growth pattern. Because the resource investment 

peaks have already been crossed, demand for labour in the resource sector is 

anticipated to decrease and the influence of resource investment to output 

growth can be retreated. Policies related to increasing export of resources and 

amplified production in this sector can switch part of this problem. Commodity 
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prices will definitely play a vital role including the exchange rate movements 

resulting from price arrangements. Monetary policy makers toned to consider 

all the interacting factors cautiously to influence the commodity producing 

sector efficiently.  

Australia may face challenges if the Asian demand for Australian 

commodities changes during the near future because of their consumption 

pattern and demand shift from the goods to the services sector. This 

transformation might appear to be detrimental for economies such as Australia 

as pointed out by Plumb, Kent, & Bishop (2013). However, this potential 

demand shift for household, business and financial services in Asia can be 

advantageous for the Australian economy because it has a well advanced and 

comparatively open services sector. 
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Chapter 3 LITERATURE REVIEW ON THE 

DYNAMICES OF COMMODITY PRICES  

3.1 Introduction 

The literature review in this section illustrates the latest variations in 

Australian commodity prices. Fluctuations in commodity prices have a dramatic 

impact on the Australian economy. Based on a study by Frankel and Rose 

(2010), every aspect of the determination of the commodity prices have fallen 

predominantly in the province of microeconomics. However, it becomes 

difficult to ignore the influence of macroeconomic phenomena when almost 

every type of commodity price begins to move in the same direction. It cannot 

be a concurrence that nearly all commodity prices worldwide increased together 

during much of the past decade, and peaked sharply and equally during mid-

2008. 

The increased commodity prices boosted Australia’s mining exports, 

with the value of mining exports more than tripling over the past decade, 

whereas investment spending by the mining sector increased from 2 per cent to 

8 per cent of GDP (Downes, Hanslow, & Tulip, 2014). The Australian mining 

boom has substantially increased Australian living standards; however, it has 

also led to a large appreciation of the Australian dollar. These effects had some 

influence on other industries exposed to trade. Thus, the stimulus of various 

macroeconomic variables cannot be ignored. It is very important to understand 

the influence of macroeconomic variables as determinants of the commodity 

prices for appropriate economic policy responses.  
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3.2 Theoretical Literature 

Movements in commodity prices are very important for a country’s 

external and internal balances as well as the fiscal and monetary policies of that 

particular country. For these reasons, policy makers are keen to identify the 

nature of these movements and simultaneously they have been trying to 

categorise the determinants of various commodity prices to suggest appropriate 

economic policies for their own economies. 

3.2.1 Determinants of Commodity Prices in International Markets 

 The volatile behaviour of commodity prices is critical for both 

developed and developing countries. Therefore, both researchers and policy 

makers are interested in discovering the determinants of commodity prices. 

Frankel (1984) initially identified seven conceptions that were noticeable in the 

literature on the determination of commodity prices. These are discussed in the 

following sub-sections.  

3.2.1.1 The Neutrality of Money 

In the literature of commodity price determination, there is an 

established and clear contrast between the determination of relative prices of 

goods and the determination of the general price level of an economy. Money 

neutrality is regarded by many economists as a good guesstimate for an 

economy’s long run behaviour. They believe that the real supply and demand 

factors for money, such as climate, tastes, and so on, of an economy determines 

the relative prices of goods within the system. On the other hand, the supply and 
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demand for money without the concern of relative goods prices determine the 

general price level (Figure 3.1).  

Frankel (1984) stated that a doubling of the money supply in an 

economy results in a doubling of all nominal prices. This sudden effect can also 

change relative prices and an attribute referred to as the homogeneity of the 

system helps keep relative prices unchanged. If we consider international trade 

in the system, then a doubling of a country’s nominal prices would double the 

exchange rate, which would affect the relative prices of domestic and foreign 

goods if they are expressed in a common currency. PPP keeps these relative 

prices unchanged. In short, the neutrality of money exists with respect to the 

relative prices of goods.
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Figure 3.1 The Neutrality of Money 
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3.2.1.2 Interest Rate Parity 

The second concept that has become prominent in the literature on the 

determination of commodity prices is interest rate parity. Because of 

globalisation, world economies are interconnected. Therefore, economic 

variabilities in one area influence investors throughout the world. Features such 

as interest rates play a large role in influencing returns as do some other 

domestic factors. Thus, interest rate parity is definitely an important parameter 

to determine commodity prices internationally. 

 Speculators or investors mainly choose their investment opportunities 

to maximise expected return. If an investor wants to hold an asset willingly, 

there must be an expectation on the part of the investor for future increases in 

the dollar price of the asset. Interest rates provide information on this expected 

rate of appreciation. Interest rate parity can tell investors this information and 

there can be an extra term representing direct costs or returns obtained from 

holding the asset beyond the expectation of an appreciation of the alternative 

asset. If the asset in question is a foreign currency, the expected rate of 

appreciation is the expected rate of change in the dollar exchange rate and the 

extra term is the foreign interest rate. In other words, the expected rate of 

appreciation of the foreign currency against the dollar is equal to their own 

country’s interest rate minus the foreign interest rate. Frankel (1984) also stated 

that if the asset in question is a storable commodity such as gold or wheat, the 

extra term is any utility derived directly from holding that minus the cost of 

storage including insurance, spoilage and so on.  
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3.2.1.3 Rational Expectations 

The third concept determining commodity prices is the rational 

expectations. This concept was first formally introduced by Muth (1961) who 

clarified how expectations were shaped with the help of the analysis of the hog 

cycle. Muth’s (1961) explanation advanced the hypothesis that expectations are 

fundamentally the same as the forecasts of the applicable economic theory. 

Especially, this hypothesis states that the economy usually does not waste 

information and that expectations depend precisely on the arrangement of the 

complete system (Figure 3.2).  

Frankel (1984) stated that when we add rational expectations schemes 

to the proposition that there are no large transaction costs or government 

controls to detach investors from the assets they desire to hold, we obtain the 

proposition that the market is competent and all available information is 

mirrored in market prices. If we consider the monetary economic system, 

rational expectations suggest that today’s market prices of the commodities will 

respond according to the known predictions of probable future money supply. 

Investors’ believe that rapid monetary growth during the coming period will 

generate the expectations of price increments and thus the value of money will 

fall. This will cause investors today to shift out of money. In this way, the 

demand for money will increase. Therefore, the prices of alternative assets and 

commodities will increase immediately. 
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Figure 3.2 Rational Expectations in Monetary Economics 

Frankel (1984) stated that even if the money supply does not increase 

until a few years in the future, under rational expectations there will still be an 

increased influence on prices today. In fact, investors will see that today’s 

market prices reflect a present discounted sum of the entire expected future path 

of the money supply. 

3.2.1.4 The Magnification Effect 

The magnification effect is the fourth concept in the literature on 

determination of commodity prices. This concept can be described with the help 

of rational expectations. Normally, an investor’s expectations about the future 

path of the money supply can be described very simply. It can be seen as a trend 

in growth rate and a temporary present deviation around this trend. If the trend 

in money growth shows a random walk and if the money supply is detected to 

increase more than that projected, then rational investors will guess some 
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positive probability of the chance that the trend growth rate has increased, as 

opposed to the possibility of a purely temporary deviation from the previously 

prevailing trend rate.  

Under the above circumstances, Frankel (1984) stated that prices of 

foreign exchange and commodities might increase more than proportionately to 

the observed increase in the money supply. The cause for this is that the price 

levels would have to rise proportionately merely to maintain the real money 

balance from fluctuating. However, there will be a lower demand for real money 

balances because of higher expected rates of future money growth, inflation and 

exchange depreciation. Thus, based on the international finance context, the 

more than proportionate effect of the increase in the money supply on the 

exchange rate has been called the magnification effect (Figure 3.3). 
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Figure 3.3 The Magnification Effect 
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3.2.1.5 Overshooting 

The overshooting model was initially developed by Dornbusch (1976) 

to explain the market for foreign exchange and was formally transformed to the 

framework of commodity prices in the study by Frankel (1986). 

Frankel (1984) explained that decreases in the money supply is, in the 

long run, reflected in a proportionate decrease in the prices of storable 

commodities and services. Because a one per cent decrease in the money supply 

that is likely to be long-lasting can cause the price of commodities to fall in the 

long run by one per cent in the absence of new shocks. However, the prices of 

commodities are fixed in the short run. Thus, the decrease in the nominal money 

supply is a drop in the real money supply. In this situation, interest rates also 

rise to equilibrate money demand. However, the arbitrage condition of the 

commodity market must hold, i.e. since commodities are storable, the rate of 

return on domestic bonds can be no greater than the expected rate of increase of 

commodity prices plus storage costs. This means that the spot price of 

commodities must fall today and must fall by greater than the one per cent that 

it is expected to fall in the long run. In other words, commodities prices must 

overshoot their long-run value. When commodities are sufficiently undervalued 

to make the investors rationally expect a future rate of appreciation back toward 

long-run equilibrium, then investors become willing to hold the commodities. 

At this point, investors expect a future rate of appreciation in the commodity 

prices to offset the higher interest rate and, thus, the interest rate parity condition 

is met (Figure 3.4).
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Figure 3.4 Overshooting Feature of Commodity Prices 
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Frankel (1984) stated that commodities are similar to equities or other 

financial assets. Therefore, for a given known value at some future date, a rise 

in the interest rate today means that the present discounted value decreases. 

Besides this, investors might think of the flow demand for commodities as being 

determined in part by inventory demand. The interest rate is one of the costs of 

carrying inventories; therefore, increases in interest rates means an increase in 

costs, and thus a decline in the demand for the commodity. The final result will 

be decreased prices. 

Frankel (1984) also demonstrated that if the decline in commodity prices 

can be matched by a decline in the general price level so that there is no change 

in the relative price of commodities, then one would not need the overshooting 

model. In a model where all prices are elastic, a drop in the rates of money 

growth and inflation would be enough to describe a decline in nominal 

commodity prices, but not a decrease in real commodity prices. Therefore, if we 

are to clarify the contributions of the macroeconomic influences to explain the 

decline in real commodity prices, we must depend on the overshooting model.  

3.2.1.6 Reaction to News 

Frankel (1984) stated that a market is considered an efficient one if the 

spot and future prices respond after obtaining public information on applicable 

economic variables; however, only to the degree that the variables diverge from 

what had earlier been anticipated. Understanding the market’s reaction after 

obtaining these types of government announcements provides the researchers 

with the opportunity to study various macroeconomic interpretations as to how 

the world works. If the researchers can detect market prices instantly before and 

after the announcement is made, then they can think to have isolated its impact 
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and to minimise the extent of the other developments that go into the error term 

(Figure 3.5).
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Figure 3.5 Reaction to News on Commodity Prices 



 

Page 55 of 295 
 

Frankel (1984) declared that the most broadly known statement is that 

when the money stock announced is greater than that had been expected, interest 

rates tend to jump in the same direction. The reason for this can be explained as 

the reaction to revised expectations about the future path of the money supply. 

However, nominal interest rates are widely considered to be a confusing gauge 

of expectations. One group of researchers believe that market investors revise 

upward their estimate of the central bank’s target money growth rate in response 

to that unanticipatedly larger money announcement, and thus their expected 

inflation rate. Therefore, the initial increase in the nominal interest rate can be 

described by a rise in the inflation premium. The other point of view is that the 

surge in the nominal interest rate is an increase in the real interest rate. This can 

happen if market investors maintain confidence in the government’s pledge to 

continue with the same money growth target. They trust that the central bank 

will rapidly act to balance the deviation from its aim by contracting, thereby 

increasing the real interest rate. 

Interestingly, both views have the same consequences for interest rates. 

Therefore, one can choose between these two alternate views by looking at the 

responses in the foreign exchange and commodity markets. If the expected 

inflation rate increases, investors should shift out of dollars and into foreign 

currency and commodities, which would push up the prices of foreign 

currencies and commodities. On the other hand, if the real interest rate increases, 

investors should shift out of these alternative assets, thereby driving their prices 

down. This second option is similar to the overshooting model ( Frankel, 1984).  
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3.2.1.7 The Risk Premium 

The seventh concept in the literature for determining the commodity 

price is the risk premium. The traditional Theory of Storage by Kaldor (1939) 

was the starting point for risk premium discussion. This theory discusses the 

‘cost of carry arbitrage’, which shows the link between the term structure of 

future prices and the level of inventories of commodities. This link expects that 

to encourage storage, future prices and expected spot prices of commodities 

have to increase sufficiently over time to reward inventory holders for the costs 

connected with that storage. 

Gorton, Hayashi, and Rouwenhorst (2013) stated that in addition to 

market expectations of future spot prices, futures prices potentially embed a risk 

premium that is compensation for insurance against future spot price risk. This 

risk premium could be either positive or negative, depending on the number of 

people on each side of the market ( Frankel, 1984).  

Deaton and Laroque’s (1992) theory can be considered the modern 

version of the Theory of Storage. They principally explicate the behaviour of 

observed spot commodity prices. Future markets are ignored in their model. 

Routledge, Seppi, and Spatt (2000) extended the modern Theory of Storage with 

an introduction to the futures market into this model and demonstrated how the 

‘convenience yield’ arises endogenously as a function of the inventory level and 

the shock of ‘harvests’ affect supply and demand of the commodity.  

Gorton et al. (2013) proposed the extension of the models of Deaton and 

Laroque (1992) and Routledge et al. (2000). These authors stated that both the 

other two models’ agents are risk-neutral and, therefore, the commodity futures 
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risk premium, which is central to the Theory of Normal Backwardation of 

Keynes (1930) and Hicks (1946), is zero by assumption. This model determines 

the risk premium paid by the inventory holders to risk adverse investors as a 

function of the extent of the size of the expected bankruptcy costs, the degree 

of risk aversion of the investors and the level of inventories. Deaton and 

Laroque (1992) showed that future spot price variance is negatively related to 

the level of inventories. Low inventories mean a higher variance of the future 

spot price due to an increased likelihood of a stock-out, resulting in the risk-

averse long investors demanding a higher risk premium. Thus, the level of 

inventories matters for the risk premium. 

3.2.2 Macroeconomic Drivers of Commodity Prices 

From the beginning of this century, there have been severe ups and 

downs in commodity markets worldwide. The Australian experience has been 

no different from the rest of the world. There was an extensive feeling that 

favourable winds were blowing in the direction of Australia at the beginning of 

the current century. Much of the latest growth performance is usually credited 

to an infrequent situation of commodity prices and the terms of trade. In the 

latter case, we have observed an almost opposite scenario. Thus, commodity 

price shocks are definitely an important source of growth, volatility and 

uncertainty in a small open economy such as Australia. 

Similar to many other countries globally, the Australian economy is 

heavily dependent on the commodity market. High commodity reliance impacts 

almost every policy standpoint in an open economy. Unstable prices enforce not 

only macroeconomic constraints over fiscal, monetary and exchange rate 

policies, but also influence consumers purchasing power, private and public 
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savings, commercial policies and openness approaches, agricultural strategies, 

natural resources utilisation and investment provision among economic 

segments. 

Therefore, the determinants of commodity prices are an important task. 

Frankel and Rose (2010) stated that enquiries related to the determination of 

prices for oil and other mineral and agricultural commodities have always fallen 

principally in the domain of microeconomics. However, there are times when 

many commodity prices are moving so far in the same direction that it becomes 

difficult to overlook the power of the macroeconomic phenomenon. For that 

reason, the present study attempts to shed light on the existing theories of 

identifying macroeconomic determinants of commodity prices at this stage.  

3.2.2.1 The Theory of Ridler and Yandle (1972) 

The variations in the value of the dollar have consequences on the real 

value of primary commodities and the revolutionary model of Ridler and 

Yandle (1972) presents a simple method of taking into account the number of 

exchange rate changes as they might influence the value of world exports of a 

primary commodity and the export earnings of a single country from the 

commodity. They applied comparative statics analysis in a single goods model 

to demonstrate that a real appreciation should result in a fall in dollar commodity 

prices. 

Ridler and Yandle (1972) also showed that the magnitude of this 

negative elasticity should be less than one in absolute value since a 100 per cent 

general appreciation will cause a 100 ∗ (1 − 𝑣𝑖)% change in commodity 𝑖, 

where, 𝑣𝑖 measures the relative significance of US as a producer and consumer 
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of this good. This effect is known as the ‘denomination effect’ and has been 

utilised in the literature since then. 

Bastourre, Carrera, and Ibarlucia (2007) argued that the Ridler and 

Yandle (1972) model is not consistent for utilising as a partial equilibrium 

model for each good without considering all possible interactions of commodity 

prices. Gilbert (1989) also stated that it is obviously inconsistent to compute the 

effects of an exchange rate change on the price of copper holding the price of 

aluminium constant, and then to compute the effect of the same change on the 

price of aluminium holding the price of copper constant. This feature inspired 

Chambers and Just (1979) to scrutinise the multi-commodity generalisation of 

the model of Ridler and Yandle (1972) from a different perspective. From this 

angle, the hypothesis of gross substitutability in production and consumption is 

enough to guarantee that the dollar exchange rate to commodity prices elasticity 

stays within the unit interval. 

3.2.2.2 The Theory of Dornbusch (1985)  

Dornbusch (1985) assumed global integration among the world 

commodity markets. His paper sets out a two-country market clearing model to 

describe external influences on relative commodity prices. The model assumed 

two consuming regions, domestic (US) and the rest of the world as ‘the foreign 

country’ and denoted by an asterisk. World demand for commodities depends 

on the real price of commodities in terms of the GDP deflators in each of the 

two regions and on real activity. The supply of commodities (S) is assumed to 

be exogenous: 

𝑆 = 𝐷 (
𝑃𝑐

𝑃
, 𝑌) + 𝐷∗ (

𝑃𝑐
∗

𝑃∗ , 𝑌∗) -------------- (3.1) 
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where, 

𝑌, 𝑌∗ are domestic and foreign activity; 

𝑃𝑐 , 𝑃𝑐
∗ are commodity prices in home and foreign currency; 

𝑃, 𝑃∗ are the domestic and foreign deflators in the respective currencies. 

It is assumed that: 

𝑃𝑐 = 𝑒 𝑃𝑐
∗------------------- (3.2) 

Owing to full arbitrage in commodity markets, the general solution for the 

variable of interest is: 

𝑃𝑐

𝑃
= 𝐻 (𝑌, 𝑌∗,

𝑃

𝑒𝑃∗ ; 𝑆) ;    𝐻1, 𝐻2 > 0;  𝐻3 < 0 ------------- (3.3) 

This means that real commodity prices in dollars are positively related 

to domestic as well as foreign activity and are negatively influenced by the 

domestic effective real exchange rate (
𝑃

𝑒𝑃∗).  

 This model is shown in Figure 3.6. The schedule 𝐷 + 𝐷0
∗ symbolizes 

world demand, which is prepared for a given RER and a given level of world 

activity. The preliminary equilibrium real price is (
𝑃𝑐

𝑃
)
0
. The model suggests 

that an increase in activity raises real commodity prices. Dornbusch (1985) 

stated that this is the cyclical effect that until recently was the major 

macroeconomic effect noted in work on commodity prices. However, equation 

(3.1) illustrates that a real appreciation of the domestic currency will lower real 

commodity prices in terms of the domestic deflator while raising them in terms 

of foreign deflators. 
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Figure 3.6 World Commodity Market 

Source: Dornbusch (1985).  

 Dornbusch (1985) described the result of the above model in the 

following terms. Suppose that the GDP deflator in each country is given and the 

exchange rate moves. At a given domestic price of commodities, the real price 

at home would be unchanged. However, with the dollar appreciation, the foreign 

price of commodities is now higher and so is the real price abroad. 

Consequently, quantity demand abroad declines and there is a world excess 

supply, as shown by the downward shift of the world demand schedule in Figure 

3.6. To restore equilibrium the real price in terms of the domestic deflator must 

fall to (
𝑃𝑐

𝑃
)
1
.  

 Bastourre et al. (2007) discussed the model of Dornbusch (1985) and 

stated that the model shows similar features to Ridler and Yandle (1972) in that 
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the elasticity of commodity prices to the RER would be less than one in absolute 

value. From equation (3.1) it is clear that the percentage change in the 

equilibrium price due to a real dollar appreciation is equal to: 

𝜕 𝑙𝑛(
𝑃𝑐
𝑃

)

𝜕𝑙𝑛(
𝑃

𝑒𝑃∗)
= 

−𝛽∗

𝜂∗

(𝛽𝜂+𝛽∗𝜂∗)
  ----------------------------- (3.4) 

where, 휂 and 휂∗ are the domestic and foreign price elasticities of commodity 

demand, respectively, and 𝛽 and 𝛽∗ are the shares of the home country and the 

rest of the world in total demand, respectively. The elasticity of equilibrium 

price in terms of the domestic deflator therefore must be a fraction. With equal 

demand elasticities, the elasticity reduces to the foreign share in world demand.  

 To encapsulate, Dornbusch (1985) stated that growth in industrialised 

countries applies a solid effect on less developed countries’ terms of trade. Since 

the prices of commodities in terms of the domestic deflator exaggerate the 

domestic RER, the real commodity price in terms of industrial countries’ 

exports tends to decrease with a strengthening of the domestic currency (Figure 

3.7). The consequence is that less developed countries have an interest not only 

in growth in industrial industries, but also in the sharing of growth between 

areas and in the policy mix, both of which affect the value of the domestic 

currency and hence the terms of trade. Other things being equal, a strengthening 

of the domestic currency will deteriorate the terms of trade of net commodity 

exporters and hence diminish their welfare. For net commodity importers, the 

opposite arrangement holds. 
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Figure 3.7 Model of Dornbusch (1985) 

 

3.2.2.3 The Theory of Beenstock (1988) 

Beenstock (1988) showed a few factors that influence the world 

commodity prices as part of a general model of North-South interdependence 

(Figure 3.8). The model demonstrates that global economic activities operate 

within the geopolitical background that motivates global economic indicators 

settled by the International Monetary Fud (IMF). Thus, the world is separated 

into the following unions:  

• Industrial countries (North), 

• Oil importing developing countries (South), 

• Oil exporting countries (Organization of the Petroleum 

Exporting Countries [OPEC]) and  

• Centrally planned economies. 
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Figure 3.8 Flow Chart of North-South Model 

Inside the model, Beenstock (1988) pointed out two components of non-

oil commodities demand. One is the flow element that reflects consumption of 

raw materials in the production process. The other is a stock element connected 

to speculative inventory demand for commodities. Therefore, the former varies 

directly with economic activity and inversely with the relative price of non-oil 

commodities. Whereas, the latter varies directly with the expected real capital 

gain on commodity holdings and inversely with the real rate of interest. The 

supply of commodities reflects their relative price as well as the relative price 

of oil.  
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Although the model of Beenstock (1988) did not address structural 

issues, the following main lessons can easily be understood from testing of this 

model: 

• The North affects the South to a much greater extent than vice-versa. 

• Southern imports do not appear to influence Northern economic 

activity to any significant extent. 

• Transfers of capital and aid from North to South induce ‘Dutch 

Disease’ in the South. 

• The benefits to the South of expansion in the North are magnified by 

commodity price increases and associated terms of trade gains in the 

South. 

• When oil prices increase, the harm to the South is partly 

counterbalanced by increases in the relative price of non-oil 

commodities. 

3.2.2.4 The Theory of Pindyck and Rotemberg (1990) 

Pindyck and Rotemberg (1990) investigated and endorsed the presence 

of a mystifying phenomenon that revealed that the prices of raw commodities 

have a persistent trend of changing together. Their investigation for excess co-

movement was also a test of the typical competitive model of commodity price 

construction with storage. However, this excess co-movement casts doubt on 

the competitive commodity price model and a possible justification for it is that 

commodity movements are to some magnitude the consequence of ‘herd’ 

behaviour in financial markets. 
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Pindyck and Rotemberg (1990) demonstrated that the prices of a broad 

set of commodities may move together because of changes in macroeconomic 

variables. The reason for this is that it can influence demands and/or supplies of 

those commodities and these changes can affect prices in two ways. These two 

processes are shown in Figure 3.9.  
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Figure 3.9 The Explanatory Power of Current and Past Macroeconomic Variables
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The model of Pindyck and Rotemberg (1990) is similar in structure to 

the finished goods inventory model of Eichenbaum (1983) and is also similar to 

the commodity price models of Turnovsky (1983) and Stein (1986). Pindyck 

and Rotemberg (1990) formalised the model by writing the net supply of 

commodity 𝑖 at time 𝑡, 𝑄𝑖,𝑡, as: 

𝑄𝑖,𝑡 = 𝑎𝑖,𝑡 + 𝑏𝑖𝑝𝑖,𝑡 ------------------------ (3.5) 

where, 𝑝𝑖,𝑡 = 𝑙𝑜𝑔𝑃𝑖,𝑡 and 𝑃𝑖,𝑡 is the price of commodity 𝑖 at 𝑡. The index 𝑎𝑖,𝑡 

captures changes in both supply and demand and depends on both commodity 

specific variables (e.g. a strike by copper miners or bad weather), as well as 

current and lagged values of a vector of macroeconomic variables (e.g. the index 

of industrial production, interest, inflation, and so on) that can affect many 

commodities. The evolution of inventory, 𝐼𝑖,𝑡, is given by the accounting 

identity: 

𝐼𝑖,𝑡 = 𝐼𝑖,𝑡−1 + 𝑄𝑖,𝑡 --------------------------- (3.6) 

Finally, under the assumption that risk-neutral inventory holders maximise 

expected profits, the evolution of the price of commodity 𝑖 is given by: 

𝑟𝑡 =
[ 𝐸𝑡𝑃𝑖,𝑡+1− 𝐶𝑖,𝑡− 𝑃𝑖,𝑡]

𝑃𝑖,𝑡
 -------------------- (3.7) 

where, 𝑟𝑡 is the required rate of return, 𝐸𝑡 is the expectation conditional on all 

information available at time 𝑡, and 𝐶𝑖,𝑡 is the one-period holding cost of the 

commodity, less the capitalised flow of its marginal convenience yield over the 

period.  

One can obtain benefits from holding stocks and that flow of benefits is the 

convenience yield. At the margin, the convenience yield depends on the total 
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quantity of inventory held. It also depends on macroeconomic variables. 

Suppose an increase in industrial production raises the consumption of 

industrial commodities and, therefore, increases desired stocks. In Pindyck and 

Rotemberg’s (1990) model 𝑐𝑖,𝑡, the logarithm of 𝐶𝑖,𝑡, as a linear function of 𝐼𝑖,𝑡: 

𝑐𝑖,𝑡 = 𝑛𝑖,𝑡 + 𝛾𝑖𝐼𝑖,𝑡 --------------------------------- (3.8) 

where, 𝑛𝑖,𝑡 is a function of current and past values of the vector of 

macroeconomic variables.  

 Equation (3.7) states that prices at 𝑡 depend on expected future prices. 

Thus, current prices depend on anticipated future situations in the industry. 

Pindyck and Rotemberg (1990) assumed that predictions of the vector of 

macroeconomic variables, 𝑥𝑡, were based on current and past values of 𝑥𝑡, and 

also on current and past values of a vector 𝑧𝑡 of exogenous economic variables 

that do not directly affect commodity prices (e.g. the money supply and the 

stock market): 

𝐸𝑡𝑥𝑡+𝑗 = 휃𝑗(𝐿)𝑥𝑡 + 𝜑𝑗(𝐿)𝑧𝑡 ---------------------- (3.9) 

where, 휃𝑗(𝐿) and 𝜑𝑗(𝐿) are matrix polynomials in the lag operator L. Thus, the 

form of the estimable equation is: 

∆𝑝𝑖,𝑡 = ∑ ∞𝑖𝑘
𝐾
𝑘=0  ∆𝑥𝑡−𝑘 + ∑ 𝛽𝑖𝑘

𝐾
𝑘=0  ∆𝑧𝑡−𝑘 + 𝜖𝑖,𝑡 ------------------- (3.10) 

where, 𝜖𝑖,𝑡 is serially uncorrelated and, under a null hypothesis, 𝐸(𝜖𝑖,𝑡𝜖𝑗,𝑡) = 0 

for all 𝑖 ≠ 𝑗. To allow for the possibility that 𝜖𝑖,𝑡 is serially correlated, Pindychk 

and Rotemberg (1990) also estimated the following equation: 

∆𝑝𝑖,𝑡 = ∑ ∞𝑖𝑘
𝐾
𝑘=0  ∆𝑥𝑡−𝑘 + ∑ 𝛽𝑖𝑘

𝐾
𝑘=0  ∆𝑧𝑡−𝑘 + 𝜌𝑖∆𝑝𝑖,𝑡−1 + 𝜖𝑖,𝑡 ---------- (3.11) 
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Equations (3.10) and (3.11) represent a simple concept, i.e. the prices of 

dissimilar commodities should change together completely in response to 

market participants’ changing observations of the macroeconomic situation. 

3.2.2.5 The Theory of Reinhart and Borensztein (1994) 

Reinhart and Borensztein (1994) showed that the ‘traditional structural 

approach’ to defining real commodity prices has depended entirely on demand 

factors as the fundamentals, which describe the characteristics of commodity 

prices. However, this ‘traditional structural approach’ was inadequate for 

enlightening the clear and continuous weakness in the prices of commodities 

during the 1980s and 1990s. Rather, Reinhart and Borensztein (1994) extended 

the framework in two significant directions.  

First, the extended model integrated commodity supply in the analysis 

and demonstrated the influence on prices of the sharp rise in commodity exports 

of developing countries during the debt crisis of the 1980s. 

 Second, this new extended model took a broader view of ‘world’ 

demand to extend beyond the industrial countries and includes output 

developments in Eastern Europe and the Soviet Union. 

Thus, Reinhart and Borensztein (1994) linked real commodity prices to 

several key macroeconomic determinants. In their model, they assumed that the 

commodity was non-storable and internationally traded and also assumed that 

there were three countries, where the third country was considered to be a 

developing commodity supplier. 
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DEMAND FOR COMMODITIES 

The demand for commodities is usually formulated as the demand for 

an input that is utilised for the production of final goods. Inputs are the demand 

for the commodities of two countries, i.e. the home country and an aggregate of 

the rest of the industrial countries. Production is considered to take place under 

a Cobb-Douglas technique. The cost function consistent with this method is as 

follows:  

𝐶(𝑦, 𝑞, 𝜔) = 𝑦𝐴𝑞𝛼𝛺 --------------------- (3.12) 

where, 𝑦 is the level of output in the domestic country, 𝑞 is the price of non-oil 

commodity inputs relative to the price of domestic output, 𝐴 is a constant, and 

Ω represents the contribution of other inputs to cost and is given by the product 

of functions of their real prices: 

𝛺 =  𝛱𝜔𝑖
𝛽𝑖

 ---------------------------- (3.13) 

where, the 𝜔𝑖, 𝑖 = 1,… ,𝑁 represent real product prices of all the other inputs 

and factors utilised in production. Likewise, for the other industrial countries, 

the dual cost function is given by: 

𝐶∗(𝑦∗, 𝑞, 𝑅, 𝜔∗) =  𝑦∗𝐴∗(𝑞𝑅)𝛼𝛺∗ --------------------- (3.14) 

where, 𝑅 is the ratio of the price of domestic output to the output of other 

industrial countries (the RER of the home country), and variables with a 

superscript asterisk have the same definition as in the domestic case but 

correspond to the “other industrial country” grouping. The demand for 

commodities by the two countries is given by: 

𝑀(𝑦, 𝑞, 𝜔) = 𝑦𝐴𝛼𝑞𝛼−1𝛺 -------------------------- (3.15) 
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And 

𝑀∗ (𝑦∗ , 𝑞 , 𝑅, 𝜔∗) =  𝑦∗𝐴∗𝛼𝑞𝛼−1𝑅𝛼−1𝛺∗ ------------------------- (3.16) 

 

SUPPLY AND MARKET CLEARING 

According to Reinhart and Borensztein (1994), the supply of the 

commodity of an aggregate of developing countries is assumed to be fixed 

during a particular point in time. Commodity prices will then be determined to 

match present supply with the total demand by the two countries: 

𝑄 = 𝑀 + 𝑀∗ ------------------------- (3.17) 

To avoid inconvenient nonlinearities, the model assumes that the relative shares 

in commodity demand by the two countries stay constant, that is:  

𝑀

𝑀+ 𝑀∗ =  𝜆 ;     
𝑀∗

𝑀+ 𝑀∗ = 1 −  𝜆  -------------------- (3.18) 

A composite demand for commodities is possible to form at this stage by 

applying equations (3.15) and (3.16) above. The market-clearing commodity 

price can then be obtained by equating supply and demand as follows: 

𝑙𝑜𝑔 𝑞 = 𝐾 + 
1

1− 𝛼
𝑙𝑜𝑔 𝐼𝑃𝑊 − (1 −  𝜆) 𝑙𝑜𝑔 𝑅 − 

1

1− 𝛼
𝑙𝑜𝑔 𝑄 ------------- (3.19) 

where, log 𝐼𝑃𝑊 =  𝜆 log 𝑦 + (1 −  𝜆) log 𝑦∗ represents the aggregate level of 

production in the two countries (world industrial production), and 𝐾 includes 

constant terms and terms in the other factors of production.  

 Equation (3.19) is a partial equilibrium specification of the market for 

commodities. A general equilibrium representation should specify the 

endogenous determination of the supply of commodities 𝑄, the RER 𝑅, and the 
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level of composite output 𝐼𝑃𝑊. This model shows that these variables can be 

determined jointly by aggregate demand conditions, factor market equilibrium, 

and government policies in the two countries and in the countries in which 

production of commodities occurs. Thus, the model shows the link of real 

commodity prices to several key macroeconomic determinants. 

3.2.2.6 The Theory of Frankel and Rose (2010) 

The theoretical model of Frankel and Rose (2010) presents the 

determination of prices for storable commodities that provides full expression 

to such macroeconomic aspects as economic activity and real interest rates. This 

model also considers other fundamentals related to commodity price 

determination and a number of microeconomic factors including inventories. 

The theory of Frankel and Rose (2010) is similar to the prominent theory 

of exchange rate overshooting of Dornbusch (1976), although the price of 

commodities is substituted for the price of foreign exchange and the 

convenience yield is substituted for the foreign interest rate. The elements of the 

Frankel and Rose (2010) model have long been known to researchers (e.g. 

Frankel (1986; 2006)). The theory can be concentrated to its modest algebraic 

principle as a relationship between the real interest rate and the spot price of a 

commodity relative to its expected long-run equilibrium price. This connection 

can be derived from two simple hypotheses. The first directs expectations. Let: 

𝑠 ≡ the natural logarithm of the spot price, 

�̅�  ≡ its long-run equilibrium, 

𝑝 ≡ the (log of the) economy wide price index, 
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𝑞 ≡ 𝑠 − 𝑝, the (log) real price of the commodity, and 

�̅�  ≡ the long run (log) equilibrium real price of the commodity. 

Market contributors who notice that the real price of the commodity today is 

either above or below the observed long-run value presume that it will regress 

back to equilibrium in the future over time, at an annual rate that is proportionate 

to the gap: 

𝐸 [∆(𝑠 − 𝑝)] ≡ 𝐸[∆𝑞] =  −휃 (𝑞 − �̅�) -------------------- (3.20) 

Or 𝐸(𝛥𝑠) =  − 휃(𝑞 − �̅�) + 𝐸(𝛥𝑝) ---------------------------------- (3.21) 

Following the classic Dornbusch (1976) overshooting model, which 

established the model for the case of exchange rates, this model begins by 

simply stating the rationality of the form of expectations in these equations. 

 The model of Frankel and Rose (2010) considers another alternative that 

expectations also have an extrapolative element: 

𝐸 (𝛥𝑠) =  − 휃(𝑞 − �̅�) + 𝐸(𝛥𝑝) +  𝛿 (𝛥𝑠−1 ) --------------------------- (3.22) 

The next equation shows the choice whether to hold the commodity for 

another period (e.g. leaving it in the ground, on the trees, or in inventory) or to 

sell it at today’s price and use the earnings to gain interest. The expected rate of 

return for these two alternatives must be the same: 

𝐸 (𝛥𝑠) + 𝑐 = 𝑖 ---------------------------------- (3.23) 

where, 

𝑐 ≡ 𝑐𝑦 − 𝑠𝑐 − 𝑟𝑝; 

𝑐𝑦 ≡ convenience yield from holding the stock; 

𝑠𝑐 ≡ storage costs; 
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𝑟𝑝 ≡ 𝐸(∆𝑠) − (𝑓 − 𝑠) ≡ risk premium, where 𝑓 is the log of the 

forward/futures rate at the same maturity as the interest rate; and  

𝑖 ≡ the nominal interest rate. 

 There is no reason why the convenience yield, storage costs or risk 

premium should be constant over time. If one is interested in the derivatives 

markets, the forward discount or slope of the futures curve, 𝑓 − 𝑠 in log terms, 

is given by: 

𝑓 − 𝑠 = 𝑖 − 𝑐𝑦 + 𝑠𝑐, 𝑜𝑟 𝑒𝑞𝑢𝑖𝑣𝑎𝑙𝑒𝑛𝑡𝑙𝑦 𝑓 − 𝑠 = 𝐸(∆𝑠) − 𝑟𝑝 ---------- (3.24) 

On average 𝑓 − 𝑠 tends to be negative. According to Kolb (1992), this 

characteristic, ‘normal backwardation’, suggests that convenience yield on 

average outweighs the interest rate and storage costs. To obtain the main result 

of this theoretical model, Equations (3.22) and (3.23) are combined: 

−휃 (𝑞 − �̅�) + 𝐸(𝛥𝑝) + 𝑐 = 𝑖 => 𝑞 − �̅�  =  − (
1

𝜃
) (𝑖 − 𝐸(𝛥𝑝) − 𝑐--- (3.25) 

Equation (3.25) states that the real price of the commodity, measured 

relative to its long-run equilibrium, is inversely proportional to the real interest 

rate. When the real interest rate is high, as during the 1980s in the United States, 

money will flow out of commodities, just as it flows out of foreign currencies, 

emerging markets and other securities. This will remain until the prices of 

commodities are perceived to lie adequately below their future equilibria, 

creating expectations of future price increases, at which point the quasi-

arbitrage state will be met. On the other hand, when the real interest rate is low, 

as in 2001–05 and 2008–09, money will flow into commodities. This will 

continue until the prices of commodities are perceived to lie adequately above 
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their future equilibria, creating expectations of future price decreases, to satisfy 

the speculative condition. 

Under the alternate arrangement that leaves a probable role for 

bandwagon effects, Frankel and Rose (2010) combined Equations (3.22) and 

(3.23) to obtain:  

𝑞 − �̅� =  − (
1

𝜃
) (𝑖 − 𝐸(𝛥𝑝) − 𝑐) + (

𝛿

𝜃
) (𝛥𝑠−1) --------------- (3.26) 

As previously noted, there is no reason for the net convenience yield, 𝑐, 

in Equation (3.25) to be constant. Substituting from (3.23) into (3.25): 

𝑐 ≡ 𝑐𝑦 − 𝑠𝑐 − 𝑟𝑝 =≫ 

𝑞 − �̅� =  − (
1

휃
) [𝑖 − 𝐸(Δ𝑝) − 𝑐𝑦 + 𝑠𝑐 + 𝑟𝑝] =≫ 

𝑞 =  �̅� − (
1

𝜃
) [𝑖 − 𝐸(𝛥𝑝)] + (

1

𝜃
) 𝑐𝑦 − (

1

𝜃
) 𝑠𝑐 − (

1

𝜃
) 𝑟𝑝 -------------- (3.27) 

Thus, even if the long-run equilibrium �̅� is taken as a given, there are 

other variables in addition to the real interest rate that determine the real price, 

e.g. the convenience yield, storage costs and the risk premium. However, the 

long-run equilibrium real commodity price �̅� does not necessarily need to be 

constant. 

An extra proposition of interest is that storable commodities might assist 

as a hedge against inflation. From this perspective, an increase in the expected 

long-run inflation rate would then raise the demand for commodities, thereby 

increasing current real commodity prices. Adding the lagged inflation rate as a 

distinct explanatory variable in the equation is thus another likely method for 

determining the influence of monetary policy on commodity prices. 
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One way to detach monetary effects on commodity prices is to look at 

jumps in financial markets that occur in immediate response to government 

announcements that change insights of the macroeconomic condition. Frankel 

and Hardouvelis (1985) tested the monetary consequences of this general theory 

of commodity price determination and their model utilised Federal Reserve 

money supply announcements. Announcements related to tighter monetary 

policy induced statistically significant decreases in commodity prices, i.e. 

money announcements that caused interest rates to increase would on average 

cause commodity prices to fall, and vice versa.  

By translating Equation (3.27) into empirically usable form, there are 

several measurable determinants of the real commodity prices, which are 

discussed separately below. 

INVENTORIES 

Storage costs increase to the extent that inventory holdings strain 

existing storage capacity: 𝑠𝑐 =  Φ (𝐼𝑁𝑉𝐸𝑁𝑇𝑂𝑅𝐼𝐸𝑆). 

If the level of inventories is observed to be at the high end historically, 

then storage costs must be high, which has a negative effect on commodity 

prices. Substituting into Equation (3.27), 

𝑞 =  �̅� − (
1

𝜃
) [𝑖 − 𝐸(𝛥𝑝)] + (

1

𝜃
) 𝑐𝑦 − (

1

𝜃
)𝛷 (𝐼𝑁𝑉𝐸𝑁𝑇𝑂𝑅𝑅𝐼𝐸𝑆) − (

1

𝜃
) 𝑟𝑝 ----

--(3.28) 

Under the logic that inventories are bounded below by zero and above 

by some absolutely peak storage capacity, a logistic function might be 

appropriate. If one wished to estimate an equation for the determination of 

inventory holdings, one could use: 
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𝐼𝑁𝑉𝐸𝑁𝑇𝑂𝑅𝐼𝐸𝑆 =  𝛷−1 (𝑠𝑐) = 𝛷−1 (𝑐𝑦 − 𝑖 − (𝑠 − 𝑓)) ---------- (3.29) 

 Therefore, low interest rates should predict not only high commodity 

prices but also high inventory holdings. 

ECONOMIC ACTIVITY 

Economic activity is denoted by 𝑌 and is a determinant of the 

convenience yield 𝑐𝑦, since it drives the transactions demand for inventories. 

GDP is usually utilised as the proxy of economic activity in the literature. 

Higher economic activity should have a positive effect on the demand for 

inventory holdings, and thus on prices. The relationship is shown in this model 

as 𝛾(𝑌) and the assumption of linearity is arbitrary.  

MEDIUM TERM VOLATILITY 

Medium term volatility is denoted by 𝜎, which is another determinant of 

convenience yield, 𝑐𝑦, and should have a positive effect on the demand for 

inventories and therefore on prices. It may also be a determinant of the risk 

premium.  

RISK 

The model considers risk such as political, financial and economic risk. 

The theoretical effect of risk on price is ambiguous. Risk is another determinant 

of 𝑐𝑦, whereby it should have a positive effect on inventory demand and 

therefore on commodity prices. However, it is also a determinant of the risk 

premium 𝑟𝑝, whereby it should have a negative effect on commodity prices. 
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THE SPOT-FUTURES SPREAD 

Naturally the spot-futures spread shows the speculative return to holding 

inventories. It is one component of the risk premium, along with expected 

depreciation. A higher spot-futures spread, or lower future-spot spread, signifies 

a low speculative return and therefore should have a negative effect on 

inventory demand and prices.  

Substituting these extra effects into Equation (3.28), we obtain: 

𝑞 = 𝐶 − (
1

𝜃
) [𝑖 − 𝐸(𝛥𝑝)] + (

1

𝜃
) 𝛾(𝑌) − (

1

𝜃
)𝛷 (𝐼𝑁𝑉𝐸𝑁𝑇𝑂𝑅𝐼𝐸𝑆) +

(
1

𝜃
)𝛹(𝜎) −  𝛿(𝑠 − 𝑓) ------------------------------------------- (3.30)  

Finally, to allow for the possibility of bandwagon and bubble effects, 

and a separate effect of inflation on commodity prices, the alternative 

expectations Equation (3.26) can be applied in place of (3.25). Equation (3.30) 

then becomes: 

𝑞 = 𝐶 − (
1

𝜃
) [𝑖 − 𝐸(𝛥𝑝)] + (

1

𝜃
) 𝛾(𝑌) − (

𝛷

𝜃
) (𝐼𝑁𝑉𝐸𝑁𝑇𝑂𝑅𝐼𝐸𝑆) + (

𝛹

𝜃
) (𝜎) −

 𝛿(𝑠 − 𝑓) +  𝜆 𝐸(𝛥𝑝) + (
𝛿

𝜃
) (𝛥𝑠−1) -------------------------------- (3.31) 

Thus, the theoretical model of Frankel and Rose (2010) shows the role 

of macroeconomic determinants of real commodity prices, along the lines of the 

‘overshooting’ model and the resulting model includes economic activity and 

the real interest rate as macroeconomic factors. This model also includes 

microeconomic determinants, e.g. inventory levels, measures of uncertainty and 

the spot-futures spread. 
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3.2.3 Summary of Explanations for Volatile Commodity Prices 

After discussing all the theoretical literature regarding the 

macroeconomic determinants of commodity prices, the major elements of the 

economy that drive commodity prices in different directions have been 

identified. These explanations also match most of the practical volatile 

experiences regarding commodity prices we examined in the different parts of 

the world. 

Frankel (2008) discussed a 1999 cover story of the Economist magazine 

in which the magazine forecast that oil might be headed for a price of $5 a barrel. 

Interestingly, since then the world has seen tremendous increases in the prices 

of most mineral and agricultural commodities, many of them hitting records in 

nominal and even real terms. These trends continued in almost every part of the 

world up to the GFC. The world has experienced an opposite trend in the prices 

of commodity markets from that time onward. We have attempted to summarise 

the theoretical reasons of that volatile commodity market conditions in the 

following section. 

3.2.3.1 Explanation for Soaring Commodity Prices 

Most agricultural and mineral products differ from other goods and 

services in that they are both storable and relatively homogeneous. Moreover, 

literature (for example Frankel (1984) and Calvo (2008)) demonstrated that 

prices of these commodities are determined by supply of and demand for stocks 

and goods, for which the flows of supply and demand matter. Frankel and Rose 

(2010) pointed out three theories to clarify the prevalent rise of commodity 

prices: 
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A. Global Demand Growth Explanation 

Conceivably the most typical explanation for soaring commodity prices was 

the global demand growth. This argument stems from the extraordinarily 

extensive growth in global economic activities. The strongest growth has, of 

course, been from China, India and other entrants to the list of important 

economies – together with the predictions of sustained high growth in those 

countries in the coming days. This growth has increased the demand for, and 

hence the price of, commodities.  

B. Destabilising Speculation 

According to Frankel and Rose (2010), a lot of commodities are easily 

storable and many are dynamically traded on futures markets. One can describe 

speculation as the acquisition of commodities (whether in physical form or via 

contracts traded on an exchange) in expectation of financial advantage at the 

time of resale. Certainly, speculation, as defined, is a major force in the market. 

However, the second justification is more precise, i.e. speculation was a major 

strength that pushed commodity prices up in the US during 2003–2008. From 

the lack of an important reason to expect higher prices, this would be an 

occasion of destabilising speculation or of a speculative bubble. However, the 

role of speculators need not be pernicious and perhaps speculation was 

stabilising during this period. If speculators were diminished, on average, they 

would have retained prices lower than they otherwise would be.  

C. Easy Monetary Policy 
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According to Frankel and Rose (2010) the third justification, which is 

slightly less important than the other two, is that easy monetary policy was at 

least one of the elements contributing to either the high demand for, or low 

supply of, commodities. Easy monetary policy is often mediated via low real 

interest rates. Several researchers, such as Barsky and Kilian (2004), have 

debated that high prices for oil and other commodities in the 1970s were not 

exogenous, but were a consequence of easy monetary policy. A similar 

explanation can be observed in Frankel (2006). A reduction in real interest rates 

lowered the cost of carrying inventories and raised commodity prices during 

2002–2004, which was discussed as being part of the ‘carry trade’.  

3.2.3.2 Explanation for Falling Commodity Prices 

After the GFC almost all countries worldwide experienced a downward 

sloping commodity price trend, with this tendency continuing. Frankel (2014) 

discussed the global economic slowdown as the most common explanation of 

the above result and showed that the GFC diminished demand for energy, 

minerals and agricultural products. He argued that growth has slowed and GDP 

forecasts have been revised downward in most countries. 

Frankel (2014) then discussed monetary policy, which is another 

important determinant of commodity prices and described the four possible 

channels that could affect commodity prices with evidence from economic 

theories:  

• First, the extraction channel that is shown in Hotelling (1931). High 

interest rates reduce the price of non-renewable resources by increasing the 
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incentive for extraction today rather than tomorrow, thereby boosting the pace 

at which oil is pumped, gold mined or forests logged. 

• Second, the inventory channel based on studies by Frankel (1986, 2014). 

High rates reduce firms’ wishes to carry inventories. Frankel (2014) provides 

an example of oil held in cisterns. 

• Third, the financialisation channel that is shown by Hamilton and Wu 

(2014). Portfolio managers react to an increase in interest rates by moving into 

treasury bills and out of commodity contracts, which are now an ‘asset class.’  

• Finally, the exchange rate channel (Frankel, 2006). High real interest 

rates strengthen the domestic currency, thereby decreasing the price of 

internationally traded commodities in local currency, even if the price has not 

fallen in foreign currency terms. 

3.3 Empirical Literature on the Determinants of Commodity 

Prices 

Commodity markets perform a central role in transferring instabilities 

globally by connecting commodity importing countries to commodity suppliers 

(Reinhart & Borensztein, 1994) and understanding that the variabilities in 

commodity prices are significant for the prosperity of both developing as well 

as developed countries (Byrne et al., 2013; Daude, Melguizo, & Neut, 2011; J. 

A. Frankel, 2006; Neftci & Lu, 2008). For that reason, we will examine the 

available empirical evidence on the macroeconomic determinants of commodity 

prices in this section. 
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3.3.1 Empirical Literature from the Viewpoint of the Prebisch-

Singer Thesis  

Researchers have attempted to identify the reasons behind movements 

of commodity prices from different points of views. An influential empirical 

work in this area can be dated back to Prebisch (1950) and Singer (1950) and 

their debatable thesis (the Prebisch-Singer Thesis (PST)). The PST claims that 

the price of primary commodities drops compared to the price of manufactured 

goods over the long term, which causes the terms of trade of primary product-

based economies to decline. Various recent statistical studies regarding this 

hypothesis have given moderate support to this idea (e.g. Arezki, Hadri, 

Loungani, & Rao, 2014; Harvey, Kellard, Madsen, & Wohar, 2010).  

Since productivity rose quicker in industrial areas than in agricultural or 

mining areas during 1876–1947, Prebisch (1950) claimed that there existed a 

vital asymmetry in the global division of labour. For a developing country with 

a non-diversified and traditional export arrangement, there exists a positive link 

between the terms of trade and commodity prices. That is why much of the 

empirical research on the PST is not a direct test over terms of trade per se, but 

rather a test over decreasing commodity prices over time in nominal and/or real 

terms. Generally, this has been the common way to empirically investigate 

methodology regarding commodity prices (Bastourre et al., 2007) .  

According to Byrne et al. (2013), the PST delivered explanation for 

import substitution policies as suitable instruments for development. An 

extensive literature has concentrated on the historical relationship between the 

price indices of primary commodities and manufactured goods. Among this 



 
 

Page 85 of 295 
 
 

research, there are many studies that have investigated long-run characteristics 

of commodity prices. 

Grilli and Yang (1988) re-examined the empirical groundwork of the 

assumed secular decline in the prices of primary commodities relative to those 

of manufactured goods. They considered a newly created index of commodity 

prices and two revised indexes of manufactured goods prices, and determined 

that from 1900 to 1986 the relative prices of all primary commodities fell on 

trend by 0.5 per cent per year and those of non-fuel primary commodities fell 

by 0.6 per cent per year. Thus, they endorsed the sign, but not the magnitude, 

of the trend implicit in the work of Prebisch-Singer. Among others, the studies 

of Cuddington and Urzua (1989), Powell (1991), Bleaney and Greenaway 

(1993), Lutz (1999) and Ocampo and Parra (2003) have attempted to endorse 

or discard the outcomes of Grilli and Yang (1988). A number of studies also 

examined the long-term chronological link between the price indices of primary 

commodities and manufactured goods (e.g. Balagtas and Holt, 2009; Bunzel 

and Vogelsang, 2005; Cuddington, 1992; Harvey et al., 2010; Kellard and 

Wohar, 2005; Leon and Soto, 1997; Zanias, 2005).The common representation 

that appears from this research is that negative growth rates tend to prevail in 

the long run. However, according to Bastourre et al. (2007) this scenario is not 

true for all cases. While some studies claimed in favour of a trend that moves at 

a constant pace, others have found that more significant elements include 

structural negative shifts that are not fully recovered during the upward phase 

of commodity prices cycles over the long run.  
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Examining only long-term trends was not considered appropriate for 

another group of researchers. They considered that short- and medium-term 

volatility affected the behaviour of commodity prices to a greater extent. A 

supporter of this opinion, Cashin and McDermott (2002), showed that instability 

of commodity prices has amplified remarkably since the Bretton Woods 

collapse at the beginning of the 1970s. 

3.3.2 Empirical Literature on Commodity Prices and Terms of Trade 

Since the influential research of Prebisch (1950) and Singer (1950), a 

large component of the development economics literature has been alarmed by 

the secular decline in the net barter terms of trade of commodities (Mollick, 

Faria, Albuquerque, & Leon-Ledesma, 2008). The PST is important in the sense 

that the meaning of its certainty is that the achievements from trade as well as 

technological development for commodity-exporting countries are reduced. 

Regarding the terms of trade between commodities and manufactured 

goods, Ardeni and Wright (1992) discovered a strong secular decline in the 

terms of trade. Zanias (2005) utilised the long terms of trade series of Grilli and 

Yang (1988) and reported a deteriorating tendency in terms of trade for 

approximately hundred years from 1900–1998. Mollick et al. (2008) discussed 

the proposal of Bunzel and Vogelsang (2005) that involved testing for trends in 

the data that does not require a priori information regarding the serial correlation 

characteristics of the data and found significant negative trends in the net barter 

terms of trade of primary commodities. The results of other studies by Bloch 

and Sapsford (1997), Powell (1991), Spraos (1980) and Thirlwall and Bergevin 

(1985) also showed deterioration in the terms of trade.  
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If one accepts that poor countries export mostly primary goods and 

industrialised countries concentrate on the export of manufactured products, the 

deterioration of commodities’ terms of trade might lead to a decline in the living 

standards of poor countries and support a form of specialisation in commodities 

that would keep them poor. Under these situations, trade would mainly help 

industrialised countries (Mollick et al., 2008). 

In their study, Mollick et al. (2008) explored the influence of 

globalisation on the terms of trade for relative prices and studied whether US 

relative prices were influenced by international prices. While they found a 

declining trend in relative prices, they claimed that this trend was not connected 

to globalisation or international integration. In this regard, they stated that 

policies intended to increase or decrease the amount of integration with the 

world economy would thus not be appropriate at altering this long-term trend. 

The study by Makin and Rohde (2015) examined the influence of world 

commodity prices on national output and trade balances in four countries: 

Australia, Canada, New Zealand and Norway. This research showed that an 

improvement in the terms of trade would alter the composition, but not the level 

of national production, as labour transferred from the non-commodity sector to 

the commodity sector. Simultaneously, industry reform was complemented by 

an increase in national expenditure and macroeconomic welfare owing to the 

income effect restriction from the terms of trade enhancement. Hence, the 

negative effects of industry restructuring were counter-balanced by the positive 

effect of higher expenditure. Moreover, a fast increase in prices received for 
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commodity exports did not definitely enhance net exports since income and 

substitution effects concurrently increased imports. 

Chen, Rogoff, and Rossi (2010) created a structural link between 

exchange rates and future commodity prices via the terms of trade and income 

channel. Their research discovered that the exchange rates of small open 

economies with a large export share of primary commodities might have a 

predictive element for future commodity price indices. The rationale was that 

exchange rates, similar to any asset price, should be determined as the net 

present value of fundamentals, such as commodity prices.  

Ferraro, Rogoff, and Rossi (2015) discussed several interesting issues to 

explain the Canadian example utilised in their research. They showed that crude 

oil is a significant component of Canada’s total exports. Canada also has a long 

history of having a market-based floating exchange rate. Finally, Canada is a 

small open economy whose size in the world oil market is comparatively small, 

which explains the statement that it is a price-taker in that market. Thus, crude 

oil price variations might serve as an apparent and basically exogenous terms of 

trade shock for the Canadian economy. 

3.3.3 Empirical Literature on the Co-movement of Commodities 

Furthermore, several researchers considered the co-movement of 

commodities, rather than price indices, along with the assessment of the time 

series properties of individual commodities, e.g. Deaton (1999). Deaton (1999) 

followed the above mentioned assessment process to evaluate the diverse effect 

of commodity prices on developing and industrialised countries and judged the 

need for stabilisation policies. Among other literature, Cashin, Liang, and 
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McDermott (2000) subsequently considered these properties and estimated 

median unbiased half-lives of 60 commodity prices after considering monthly 

observation between 1957 and 1998. They demonstrated that shocks are usually 

long lasting and believed that stabilisation arrangements might be more 

expensive than advantageous. Cashin et al. (2000) stated that ‘typical’ 

commodity prices half-lives were in the range of five years. Similar outcome 

can be observed in other recent studies including Bleaney and Greenaway 

(2001), Chen and Rogoff (2003), Chen et al. (2010) and MacDonald and Ricci 

(2004). 

Seminal research on the co-movement of commodity prices by Pindyck 

and Rotemberg (1990) proposed considerable price co-movement outside 

macroeconomic fundamentals and claimed, after considering monthly data, that 

this was due to commodity speculation. Cashin, McDermott, and Scott (2002) 

discovered confirmation of synchronisation in the prices of associated 

commodities when studying co-movement. One of the most recent studies by 

Byrne et al. (2013) examined long spans with a lower frequency in an effort to 

limit the degree of noise or speculation in the data. Their analysis provides 

significant evidence of co-movement in commodity prices. Building on a simple 

asset pricing model of commodity prices, Byrne et al. (2013) empirically related 

an identified common factor in real terms to the real interest rate, as also 

suggested by Frankel (2006) and Svensson (2008) and to risk, as previously 

suggested by Beck (1993, 2001). This study offers empirical indication in 

support of a negative relationship between real interest rates and real commodity 

prices, where shocks to the real interest rates appear to be absorbed within a 

five-year period. Thus, this research is consistent with the view that monetary 
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easing might lead to higher commodity prices. Risk, captured by a measure of 

stock market uncertainty, is also negatively related to commodity prices in this 

study. These results are robust to the inclusion of shocks to proxies for global 

demand and supply, which appear positively related to the common factor in 

commodity prices. Hence, the present study cannot discount the assessments of 

Svensson (2008), although the preliminary period effect of global demand and 

supply elements is smaller than that of the real interest rate and risk. 

3.3.4 Empirical Literature on Commodity Prices and the Business 

Cycle  

Recent fluctuations in commodity prices have renewed interest in 

linking commodity prices with the business cycle along with the co-movement 

of commodity prices. A group of researchers are dedicated to assessing the 

conventional behaviour of commodity prices depending on the different stages 

of global business cycles. There are various studies in the literature regarding 

the reliance of commodity prices on business cycle circumstances. 

Chevallier and Ielpo (2013) stated that the long-term representation of 

commodity markets was categorized by a rather low response to business cycle 

news, whereas Hess, Huang, and Niessen (2008) stated empirical suggestion 

that this reaction depends entirely upon the stage of the cycle, i.e. boom or bust 

( Hamilton, 1989). 

Most worldwide research about the role of commodity futures in a 

diversified portfolio provide a similar summary, i.e. when situations are set at 

the appropriate moment, a varied portfolio benefits from investing in 

commodity futures both in terms of absolute returns and risk-adjusted returns 
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(Gorton & Rouwenhorst, 2005). To determine the appropriate economic 

circumstances to include commodities in a portfolio, Gorton and Rouwenhorst 

(2005) claimed that commodities propose an exciting investment opportunity at 

the early stage of a recession and at the trough stage of an expansion period.  

Chevallier and Ielpo (2013) showed the growing ‘financialisation’ of 

commodities similar to other studies (Dionne, Gauthier, Hammami, Maurice, & 

Simonato, 2011; Tang & Xiong, 2010) as an asset class and the extent to which 

they are related to the underlying business cycle. The key outcome of this study 

was the assessment of commodity prices along the business cycle in diverse 

geographic regions based on the class of Markov regime-switching models. The 

results of the study by Chevallier and Ielpo (2013) showed the robust 

association that appears between commodity markets and the underlying 

business cycle. More predominantly, this study was able to identify an increased 

sensitivity to economic activity in China. Moreover, it executed a more 

qualitative study of the progress of commodity markets via the US business 

cycle. 

In the literature, there is the use of another interesting phrase regarding 

the business cycle, i.e. ‘the study of super cycles necessarily begins with the 

measurement of super cycles’(adapted from Baxter & King (1999), cited in 

Cuddington & Jerrett (2008)). Cuddington and Jerrett (2008) and Jerrett and 

Cuddington (2008) examined the existence of a super-cycle, which is the time 

span of 20 to 70 year cycles, in a set of metal goods prices and utilised 

correlation and principal component study to explore their degree of 

concordance. 
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Previous literature recognises the USA as being the foremost business 

cycle for commodity markets (Barnhart, 1989; J. Frankel & Hardouvelis, 1985); 

however, recent studies identify China as being the leading business cycle (see 

Chevallier & Ielpo, 2013; Cuddington & Jerrett, 2008; Yin & Han, 2016). This 

view is justified by the circumstance that the GDPs are closely connected to the 

global business cycle, particularly given the openness of these economies. 

3.3.5 Empirical Literature on Commodity Prices and De-

industrialisation 

Widespread literature on the macroeconomics of commodity price 

variations has analysed how RER appreciation could affect de-industrialisation. 

The analysis usually states that an increase in resource exports leads to a real 

appreciation in the country’s exchange rate, which lowers other exports and 

import-competing sectors. This specific occurrence of the economy is known as 

the ‘Dutch Disease’ (Corden & Neary, 1982), the ‘Gregory Effect’ and ‘De-

industrialization’ (Avendano, Reisen, & Santiso, 2008). This type of resource 

boom influences the economy via the resource-movement as well as spending 

effects. 

Based on a study by Williamson (2012), the resource boom has favoured 

the rich industrial economies far more than the poor commodity exporters. A 

commodity price boom inspires specialisation in the supplying countries, 

moving both them and their industrial trading allies, in the language of 

contemporary economics, to the corners (P. Krugman & Venables, 1995) or, in 

the language of older economics, to a New World Economic Order (Lewis, 

1978). De-industrialisation would hinder the expansion of commodity exporters 
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as industrialisation is the carrier of growth. Hirschman (1958) and Myrdal & 

Sitohang (1957) expressed the same view a long time ago and it was made more 

formal a few decades later (K. Murphy, Shleifer, & Vishny, 1989). In the past 

few decades, this assessment has been significantly improved and labelled 

endogenous growth. The confidence is that positive technological and financial 

externalities favour urban and industrial clusters (Venables, 2007), and thus 

these properties indicate growing returns (P. Krugman, 1981; P. Krugman, 

1991; P. R. Krugman, 1991). According to these endogenous growth theories, 

once an economy begins focusing on manufactured goods, its proportional 

improvement in industry will be strengthened and its overall growth improved. 

Commodity exporters will not obtain the same benefit. Various studies have 

shown formally how a world trade boom can contribute to economic divergence 

between trading partners (Fujita, Krugman, & Venables, 1999; Gylfason, 

Herbertsson, & Zoega, 1999; Sachs & Warner, 2001). 

After exploring the problems regarding competitiveness among 

economies because of the commodity export boom as well as increases in the 

RER, Avendano et al. (2008) discussed some studies to inverse the effects of 

the Dutch disease. Torvik (2001) showed that the conventional Dutch disease 

properties may be overturned if there are productivity spillovers in both tradable 

and non-tradable sectors. Adam and Bevan (2006) studied the situation where 

public infrastructure investment caused an inter-temporal productivity spillover 

for both tradable and non-tradable production, but in a hypothetically instable 

way. Their study discussed the effect of public investment in rural roads is likely 

to have more of an effect on the production of non-tradables (food crops) than 

on urban-based (tradable) manufactures and vice versa. Furthermore, Collier 
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and Goderis (2007) showed that significant Dutch disease can clarify only a 

negligible part of the long-run negative growth result of higher non-agricultural 

commodity prices. 

Thus, this macroeconomic phenomenon worsens the international 

competitiveness of an economy’s traditional tradable industries, particularly in 

the manufacturing sector and can also lead to a trade deficit along with various 

other macroeconomic imbalances.  

3.3.6 Empirical Literature on Commodity Prices and 

Macroeconomic News 

The present volatility in the commodity markets influences the growth 

patterns and policies of both developed and developing countries. To have a 

better understanding of the reasons behind these commodity price fluctuations, 

it is important to examine the market reaction to economic news. A brief review 

of this subject helps understand how sensitive commodity markets are to 

unexpected news. 

Based on a study by Ghura (1990), primary storable commodities are 

regarded as financial assets since they are always traded on future exchanges. 

Therefore, the short-run prices of these commodities are likely to be affected 

not only by market demand and supply situations, but also by ‘news’ of 

macroeconomic variables, such as money stock; interest, inflation and exchange 

rates; and real activity indices, which influence the terms where agents are ready 

to hold title to commodity futures contracts. 
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In an influential study, Frankel and Hardouvelis (1985) investigated the 

empirical relationship between commodities and economic news during 1980–

1982. They discovered that inflation news was negatively interpreted on 

commodity markets, which was consistent with the negative reaction of these 

markets to the announcement of a tighter monetary policy. Barnhart (1989) 

stretched the empirical method taken by Frankel and Hardouvelis (1985) to 

cover the prices of a larger number of commodities and a greater amount of US 

macroeconomic announcements. These studies have revealed that commodity 

prices have reacted considerably to news and these reactions have been 

predominantly sensitive to the monetary policy regimes implemented by the 

Fed. However, this research ignored the price movements of commodities on 

days when no announcements were made. 

The empirical investigation of Gilbert (1987) explained quarterly 

movements of metal prices as explained by shocks in quarterly exchange rates. 

Although his analysis is an important contribution to understanding the impact 

of exchange rate shocks on commodity prices, it masks the important impact of 

daily exchange rate shocks and periodic US macroeconomic announcements on 

daily commodity price movements. 

Ghura (1990) was the first to cover the dataset for a financial crisis, 

namely the 1985–1989 period. His study contributes to the existing literature in 

various ways. First, it revealed that the responses of commodity prices to 

economic news was permitted to vary over diverse phases of the business cycle. 

Second, it investigated the instantaneous influences of news from US 

macroeconomic announcements and shocks from daily exchange and interest 
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rate surprises on daily commodity price schedules. This study identified that 

gold responded positively to unemployment surprises; however, it lost its 

sensitivity to inflation or economic activity during that specific period of time. 

Utilising a more recent dataset than previous studies (1992–1995), 

Christie-David, Chaudhry, and Koch (2000) showed that gold and silver prices 

had a limited number of market movers. They applied the ordinary least squares 

(OLS) estimation method. Formal variance tests showed gold and silver price 

volatility was higher during days where there were announcements. They also 

found that GDP, inflation and capacity utilisation rates led to higher precious 

metal prices. 

By focusing on the gold price during 1994–1997, Cai, Cheung, and 

Wong (2001) established that unemployment, GDP and inflation news had a 

statistically significant impact on gold prices. They concluded that fewer market 

movers impact commodities compared to T-bonds or currencies. They utilised 

two-step estimations by the generalised autoregressive conditional 

heteroscedasticity (GARCH) model and a flexible Fourier form to capture 

smooth intraday patterns in their study. 

Andersen, Bollerslev, Diebold, and Vega (2003) examined the 

association between macroeconomic news and the US dollar exchange rate 

against six major currencies. They endorsed that macroeconomic news usually 

has a statistically substantial correlation to intra-day movements of the US 

dollar, with ‘bad’ news having a greater influence than ‘good’ news. Galati and 

Ho (2003) discovered similar outcomes using daily data. Ehrmann and 

Fratzscher (2005) focused on the Euro-dollar exchange rate and discovered that 
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US news tended to have more of an effect on the exchange rate than German 

news did. Activity indicators such as GDP and labour market data had a huge 

and important consequence, with the news effect growing during times of high 

market uncertainty. 

Hess et al. (2008) suggested a new input regarding the influence of news 

on commodity markets. Based on a dataset from 1989 to 2005 for two 

commodity indices (Commodity Research Bureau [CRB] and Goldman Sachs 

Commodity Index [GSCI]), the researchers were able to identify that the effect 

of news essentially depended on the stage of the business cycle. To perform this 

analysis, they utilised the OLS regression methodology. Periods of recession 

were characterised by a robust connection between economic news and the 

returns of the two commodity indices considered. On the contrary, during 

periods of expansion, commodity markets displayed a weak link – if any – with 

economic news.  

With a similar, but expanded, dataset (1983–2008) and focusing on West 

Texas Intermediate (WTI) crude oil and US gasoline prices, Kilian and Vega 

(2011) did not find any statistically significant market mover. However, this 

study found some evidence that a broad set of selected forward-looking 

indicators were statistically significant over a period of one month. 

The study by Roache and Rossi (2009) utilised an event study 

methodology to investigate which and how macroeconomic announcements 

affected commodity prices. They applied daily price data for 12 commodity 

futures contracts that had available price data from January 1997 to June 2009. 

This study showed evidence that the gold price reacted positively to inflation 
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news, and negatively to unemployment news and the publication of leading 

surveys. Their study also revealed that commodity prices were increasingly 

reacting to macroeconomic news, as they became more and more integrated in 

the sphere of financial markets. 

3.3.7 Literature on the Impact of Monetary and Macro Shocks on 

Commodities 

Commodity price variations have proven wearisome in their disrupting 

influence on export revenues foreign exchange earnings and overall growth 

performance for both developed and developing countries. For that reason, there 

has been great interest over the past four decades in the theoretical and empirical 

linkages between macroeconomic variables (including monetary shocks) and 

commodity markets. Therefore, for a very long time, there has been various 

areas of global economic uncertainty, which contain variations in interest rates, 

instabilities in exchange rates among the major currencies, and changes in 

economic activities and in flows of financial resources. Volatility in these 

components has interacted with and caused variations in commodity markets. 

As a result, a growing economic literature has emerged that attempts to 

investigate these various relations. 

3.3.7.1 Monetary Shocks and Commodity Prices 

Stages of fluctuation in global liquidity and changes in interest rates 

have usually matched with volatilities in commodity prices. The effect of these 

monetary shocks on the prices of commodities, goods and assets has been an 

emphasis of contemporary studies. The development in comprehensive liquidity 

and decreases in interest rates have occurred since the beginning of the current 
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century and are a consequence of improved activity in the carry trade that moved 

liquidity among different countries and extended investments in numerous asset 

classes including stocks, real estate and commodities (Batten, Ciner, & Lucey, 

2010; A. Belke, Orth, & Setzer, 2010; A. H. Belke, Bordon, & Hendricks, 2014; 

Brana, Djigbenou, & Prat, 2012 ; J. Frankel, 2014; S. Hammoudeh & Yuan, 

2008; Ratti & Vespignani, 2013, 2015). 

The impact of monetary shocks on commodity prices has, however, been 

heterogeneous (Hammoudeh, Nguyen, & Sousa, 2014). Frankel and 

Hardouvelis (1985) claimed that fluctuation in commodities prices measured 

the market’s assessment of the stance of monetary policy. Bernanke and Gertler 

(2000) also suggested that asset prices are relevant for monetary policy stances 

only when they signal potential inflationary pressure or deflationary forces. 

Similarly, Barsky and Kilian (2004) stated that monetary policy influenced 

commodity prices via expectations of larger growth and inflation. 

Regarding the mixed influences of monetary shocks on commodity 

prices, the study by Brana et al. (2012 ) can be mentioned. They examined the 

effects of global excess liquidity on goods and asset prices for a sample of 

emerging market economies and discovered that additional liquidity at the 

global level had spillover effects on output and price levels; however, the impact 

on real estate, commodity and share prices was not significant at all. Likewise, 

monetary aggregates in the Organization for Economic Co-operation and 

Development (OECD) countries showed leading information on property prices 

and gold prices in the research by Belke et al. (2010). However, shocks to 

liquidity in that study did not appear to have influenced equity prices. 
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Since commodity prices assist in determining an extensive series of 

consumer and producer prices, the reaction of commodity prices to monetary 

policy is a significant feature of the monetary transmission mechanism 

(Scrimgeour, 2015). The existing literature shows different views of justifying 

the relationship between commodity prices and monetary policy. Several 

studies have blamed the inflation of the 1970s as the main cause of soaring 

commodity prices (for example, Blinder, 1982; Bruno & Sachs, 1985). On the 

other hand, Barsky and Kilian (2002) argued that loose monetary policy 

produced the fears of anticipated inflation that caused the tendency of the 

commodity prices to increase during 1970s. 

Recent fluctuations in commodity prices have brought renewed attention 

to commodity markets. Scrimgeour (2015) stated that since commodities and 

bonds are both assets that can store value, when the Fed sells bonds to increase 

interest rates, demand for commodities drops. Therefore, commodity prices in 

the spot market should decrease when interest rates increase owing to monetary 

intervention. Other shocks, such as news about bond risk, might move bond 

prices and commodity prices in reverse ways. 

Taylor (2009) stated a monetary clarification for the upsurge in 

commodity prices during the early periods of the latest financial crisis and 

claimed that oil prices increased in 2007 and 2008 because the Federal Open 

Market Committee reduced interest rates. Thus, this study claimed that loose 

monetary policy might have been behind the surge in commodity prices. In 

addition, many commodity producing countries connected the value of their 

currency to the US dollar. Monetary policy variations in the US could thus move 
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economic consequences in these countries via the effect on commodity prices, 

as well as the straight interest rate passages (Scrimgeour, 2015). 

In his seminal study, Frankel (1986) claimed that monetary policy and, 

more precisely, interest rates were key determinants for developments in 

commodity prices. In his research, Frankel (1986) extended the exchange rate 

overshooting model of Dornbusch (1976) to the case of commodity prices and 

utilising no arbitrage conditions clarified the connection between these two 

variables. In a later study, Frankel (2006) argued that reductions in interest rates 

could increase commodity prices and showed a negative relationship between 

interest rate and real commodity prices. If the interest rate rises by 100 basis 

points, commodity prices fall by 6 per cent, which held for the three commodity 

price measures that he considered, i.e. CRB, Dow Jones and Moddy’s. In this 

research, Frankel (2006) postulated that an increase in the real interest rate 

offered motivation to exaggerate mining resources in an effort to invest the 

proceeds. As the supply of natural resources increased in consequence, their 

prices should come down. At the same time, higher rates of return on bonds 

would decrease projected demand for commodities and, hence, further cut their 

price. Moreover, Frankel (2006) showed that high interest rates decreased 

inventory demand, and thus reduced the demand for storable commodities or 

increased the supply, which reduced the market price of commodities. If this 

was the case, then a causal link from interest rate to commodity prices could be 

expected. 

Similar to the previous study, Calvo (2008) claimed that the increase in 

commodity prices generally stems from the grouping of low interest rates, the 
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growth of autonomous wealth funds and the resulting lower demand for liquid 

assets. However, he explained that the association was brief and would be 

adjusted in the long run. Empirically, these studies tended to show an indication 

of a negative influence of interest rates on commodity prices (see Bernanke, 

Boivin, & Eliasz, 2005; Bernanke & Mihov, 1998; Christiano, Eichenbaum, & 

Evans, 1999; C. Sims, 1992).  

Furthermore, Caballero, Farhi, and Gourinchas (2008a, 2008b) showed 

the connection between interest rates and commodity prices. They explained 

that commodity prices were high at the same time that real interest rates were 

low in the 2000s. These researchers highlighted a global savings glut to describe 

levels of interest rates and commodity prices. During the early phases of the 

most recent financial crisis, when debt began appearing riskier, there was a sell-

off in bonds and investors started to reshuffle their portfolios by replacing some 

commodities for bonds (Scrimgeour, 2015). 

Akram (2009) explained in his important empirical analysis that 

controlling some macroeconomic variables such as the real exchange rate and 

economic activity is important for obtaining the appropriate results for the 

connection between commodities and interest rates. Florez (2010) claimed 

similar results in that the answer to this difficulty is to carry out an investigation 

that includes the monetary policy endogenously. Low interest rates mean high 

commodity prices that can lead to future increases in aggregate price indices as 

well as a contractionary monetary policy; therefore, there exists an endogeneity 

in this relationship between commodity prices and interest rates. Hence, it is 

considered more suitable to introduce a multivariate study to obtain this and 
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other endogenous relationships. Therefore, Florez (2010) presented a Taylor 

rule in Frankel’s (2006) method and, after applying structural vector 

autoregression methodology, the study found that for a 1 per cent increase in 

interest rate, commodity prices fell between 2.8 and 5.9 per cent. In the reverse 

direction, a rise in commodity prices of 1 per cent resulted in higher interest 

rates from 0.2 per cent to 0.5 per cent. Additionally, Florez (2010) showed that 

in recent years the influence on commodity prices has a lag. 

In addition to the transmission mechanism of Frankel (2006), another 

indirect channel to influence commodity prices is described in the research of 

Akram (2009) and this channel works via the exchange rate. Based on 

uncovered interest parity, the exchange rate deviation depends on the interest 

rate differential between an economy and its international standard. Thus, the 

interest rate influences the exchange rate and the exchange rate in turn has an 

effect on the price of commodities (Cabrales, Castro, & Joya, 2014). 

Based on the study by Arango, Arias, and Florez (2012) the real interest 

rate is not the only determinant of commodity price behaviour or that the effect 

is not only concurrent but more vibrant or that there is room for different 

opinions as that of the study of Obstfeld and Rogoff (1996). With respect to the 

relationship between real interest rates and commodity prices, particularly for 

oil prices, Obstfeld and Rogoff (1996) stated a dissimilar opinion. According to 

these authors, countries benefiting from the oil shock, which were mainly those 

from the OPEC, could not increase their spending at the same speed as the 

increase in their wealth given their lower marginal propensity to spend their 

transitory income. Consequently, savings increased in these economies and they 
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observed current account surpluses; as a result, the real interest rate declined. 

Together, investment outside OPEC reduced, thereby pushing the interest rate 

further down. This was the truth during the first OPEC shock. Nonetheless, for 

the second shock that occurred at the end of the 1970s, the condition was 

relatively changed, since the increase in oil prices was followed by a rise in the 

real interest rate. One description was that in this instance, OPEC could spend 

all their transitory income quicker. 

Monetary shocks are not the only determinants of commodity prices; 

therefore, the author of this study needed to investigate other empirical literature 

to observe the findings of other researchers in this field. 

3.3.7.2 Exchange Rates and Commodity Prices 

Exchange rates have long been believed to have a significant influence 

on the export and import of goods and services. Therefore, exchange rates 

should have an influence on the traded products of the world. This section 

provides the empirical evidence of the link between exchange rates and 

commodity prices. 

Based on a study by Akram (2009), a negative association between 

exchange rates and commodity prices follows from the law of one price for 

tradable goods. Therefore, a drop in the value of the dollar must be balanced by 

an increase in the dollar price of commodities and/or a fall in their foreign 

currency prices to confirm the same price when measured in dollars. Besides, 

many commodities are priced in dollars in global markets, therefore a weaker 

dollar may increase the purchasing power and commodity demand of foreign 

consumers, while reducing the returns of foreign commodity suppliers and 
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possibly their supplies. The price effect of shifts in demand and supply of 

commodities may be large if the demand or supply of commodities is 

comparatively price inelastic, which is usually believed to be the case for the 

majority of commodities ( Hamilton, 2008).  

To show the relationship between exchange rates and commodity prices, 

Fraser, Taylor, and Webster (1991) applied disaggregated commodity data of 

the UK and the USA from 1975 to 1980. They tested for the PPP. While few 

markets, including wood and lubricating oil, showed evidence of cointegration, 

the results of their study were unfavourable to the long-run proportionality of 

prices in a common currency. Therefore, the assumption that the exchange rate 

and relative prices in the UK and the USA inclined toward the PPP could be 

rejected. 

Sephton (1992) considered the data from 1983 to 1988. This empirical 

study tested for cointegration between exchange rates and three agricultural 

commodity prices. In the long-run, currency depreciation was shown to have no 

lasting influence on the rates of inflation in these three commodity prices. 

Dooley, Isard, and Taylor (1995) considered data from 1976 to 1990 and 

tested for the short- and long-run effects of gold prices on exchange rates 

conditional on other monetary and real macroeconomic variables. They utilised 

M1, short-term interest rate, consumer prices and industrial production during 

that period. Based on the concept of gold as an ‘asset without a county’ and the 

argument that changes in country preferences will be systematically reflected in 

the price of gold, the researchers demonstrated that gold price movements had 
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explanatory power with respect to exchange rate movements, over and above 

the influences of fluctuations in monetary fundamentals and other variables. 

Hua (1998) utilised the data from 1970 to 1993 and employed the 

cointegration technique. The researcher tested the hypothesis of a long-run 

quantifiable relationship between non-oil primary commodity prices and 

macroeconomic variables. The study found that the variations in industrial 

production and the effective exchange rate of the US currency appeared to have 

considerably affected the real non-oil primary commodity prices in both the 

long-run and short-run components, while the real interest rate had rather 

complex pricing dynamic effects. 

Cashin, Cespedes, and Sahay (2004) utilised the world price data of 44 

commodities from the IMF during 1980–2002. They investigated whether the 

RER of commodity-exporting countries and the real prices of their commodity 

exports move together over time. This study claimed evidence of a long-run 

relationship between national RERs and real commodity prices for 

approximately one-third of the commodity exporting countries investigated in 

this research. 

The seminal research of Chen et al. (2010) emphasised the structural 

link between exchange rates and commodity prices via the terms of trade and 

income effect, and empirically examined the subsequent dynamic link between 

commodity price movements and exchange rate variations. After monitoring for 

time varying parameters, this study not only displayed a robust association, it 

also exposed an amazing result that exchange rates are very suitable in 

predicting future commodity prices. 
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Harri, Nalley, and Hudson (2009) considered the data from 2000 to 2008 

to conduct their empirical study. This research examined the cointegration 

relationship between the primary agricultural commodities, exchange rates and 

oil prices. The researchers pinpointed that commodity prices were connected to 

oil for corn, cotton and soybean, but not for wheat, and that exchange rates did 

play a role in the connection of prices over time. 

He, Wang, and Lai (2010) studied the data from 1988 to 2007 to 

investigate the cointegrating relationship among crude oil prices, global 

economic activity and trade-weighted US dollar index. It is well known that 

global economic activity is vital for modelling the demand side of the crude oil 

market and is, therefore, the key determinant of oil prices. They found that real 

futures prices of crude oil were cointegrated with the economic index of Kilian 

(2009) and the US currency index.  

Sari, Hammoudeh, and Soytas (2010) tested the cointegration among the 

four precious metals (gold, silver, platinum and palladium), the oil price and the 

US Dollar/Euro exchange rate. They considered the data from 1999 to 2007. 

The study did not show a cointegration relationship among precious metals, oil 

prices and the exchange rate. These variables were not collectively driving 

forces of each other in the long run; therefore, they did not show cointegrated 

relationships during that time frame. However, precious metals exhibited strong 

correlations among themselves during the short run. In addition, the results of 

this study reflect the increasing disparity in economic, monetary and hedging 

uses between these commodities and exchange rates. Oil is controlled by OPEC 

and other oil-producing countries, and has its own seasonality, inventories and 
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hedging strategies. Gold and silver have almost limited supplies, are considered 

safe haven assets and respond strongly to inflationary expectations. Since there 

is only rather weak evidence of a long-run relationship, Sari et al. (2010) 

concluded that investors might benefit from diversification into precious metals 

in the long run. 

The empirical study of Lombardi, Osbat, and Schnatz (2012) utilised 

factor-augmented vector autoregressive methodology, where the factors were 

two common trends in prices of commodities particularly food and metals. With 

this structure, they studied the impulse response between the price of 

commodities, common trends, exchange rate, economic activity, oil prices and 

interest rates. Based on results from study, the exchange rate, economic activity, 

and common trends had a major influence on commodity prices. However, 

Lombardi et al. (2012) could not find any substantial link between oil prices and 

interest rates. 

Overall, the above discussion indicates that, globally, exchange rates 

show strong economic associations between macroeconomic variables and 

commodity prices. 

3.3.7.3 Industrial Production and Commodity Prices 

When exploring the connection between commodity markets and a 

central macroeconomic variable such as industrial production, Chevallier and 

Ielpo (2013) showed that several economic forces automatically become the 

centre of investigative interest. First, in a situation of continuous economic 

growth, the demand for commodity markets is robust. Therefore, consumers’ 
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demand activates additional production effort from companies, which resort to 

several commodities as an input to their production. 

Equally, in the circumstance of declining economic activity, some parts 

of the economy will be categorised by falling demand, and the related demand 

in terms of commodities will be less. Thus, one can assume cyclical movements 

in commodity prices, if they are coordinated with economic activity. Clearly, 

we can also notice counter-cyclical influences. For example, when industrial 

production falls, the price of gold rises as a refuge for value. 

With respect to other macroeconomic theories, one can also suggest the 

assumption whereby high commodity prices dampen surges in industrial 

production because the prices of goods increase comparative to consumers’ 

income. Low commodity prices can also reduce the costs of production and 

increase the demand for goods, as well as industrial production (Chevallier & 

Ielpo, 2013). 

After considering all those macroeconomic mechanisms, the author 

conducted a survey on relevant literature to understand the connection between 

commodity prices and industrial production. 

The research by Ghura (1990) stated that an unexpected increase in 

industrial output could have ambiguous effects on commodity price growth 

rates since this ‘good’ news could be viewed by investors in two ways, 

depending in part on the stage of the economic cycle. First, news of a 

strengthening of economic activity may increase investors’ confidence about 

future growth in the economy. In such a case, investors will increase their 

demand for short-run investments causing short-term nominal rates and hence 
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real interest rates to rise. As a result, the prices of commodity could fall. Second, 

investors might interpret the strengthening of economic activity as a sign of an 

‘overheating’ economy. There are two possible price reactions in this case. If 

traders expect that the Central Bank will reduce the money supply, real rates 

should go up and hence commodity prices will fall. However, if traders believe 

that the government will remain passive and hence increase their inflationary 

expectations, real interest rates are supposed to fall causing commodity prices 

to rise as investors demand more commodity contracts. Therefore, the overall 

impact of real activity is ambiguous and can only be determined empirically. 

Cody and Mills (1991) examined the macroeconomic interactions 

between industrial production in the US and the CRB basket of commodities. 

They considered monthly data over the period from 1959 to 1987 and tested for 

cointegration between the two series in their research. The study could not reject 

the null hypothesis of no cointegration. In a later VAR examination, while 

commodity prices did not react to variations in the macroeconomic variable of 

interest here, they were important in clarifying the future path of industrial 

production. Finally, the authors stated that commodity prices were a primary 

sign of the current state of the economy. 

Labys and Maizels (1993) conducted Granger causality tests to analyse 

commodity price fluctuations and macroeconomic adjustments in developed 

countries. They considered data from France, Germany, Italy, Japan, the UK 

and the USA for the period from 1953 to 1987. To conduct the econometric 

tests, the study utilised various IMF commodity indices and the industrial 
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production index. The main results suggested a causality in the direction of 

commodity prices to industrial production except for one country, France. 

Hua (1998) studied 22 developed countries and analysed the data from 

1970 to 1993. This study showed the cointegration between commodity prices 

and economic activity. The outcomes were supportive of the hypothesis that 

non-oil primary commodity prices were cointegrated with macroeconomic 

variables, and that long-run relationships existed between them. The author was 

also able to endorse the presence of an equilibrium adjustment in commodity 

prices to macroeconomic shocks via a feedback mechanism. The strong 

significance of the error correction coefficients supports the view that non-oil 

primary commodity prices in particular vary together with the variations in 

economic activity. The outcomes were more difficult to interpret for agricultural 

commodities.  

Labys, Achouch, and Terraza (1999) attempted to determine the impact 

of macroeconomic influences on metal price fluctuations. They utilised factor 

models and considered the data from 1971 to 1995. They studied five industrial 

metals: aluminium, copper, lead, tin and zinc. They found strong influences of 

industrial activity on metal prices for France, Italy, Japan and the OECD. 

Therefore, the straight effect of industrial production on metal price cycles was 

dominant during this time frame. 

Awokuse and Yang (2003) considered the data from 1975 to 2001 and 

performed Granger causality tests between IMF commodity indices and the US 

industrial production. They discovered that commodity prices might offer 
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indications about the future trend of the economy, with inflation and other 

macroeconomic activities such as industrial production. 

Cunado and De-Gracia (2003) analysed the oil prices-macroeconomic 

relationship by studying the impact of oil price changes on both inflation and 

industrial production growth rates for 15 European countries from 1960 to 1999. 

The major contribution of this study was the utilisation of different proxies of 

oil price shocks to measure their impact on inflation and industrial production. 

They obtained dissimilar results depending on whether they utilised a world oil 

price index or a national real price index for each of the countries measured in 

the currency of each country. The authors could not recognise a cointegrating 

long-run association between oil prices and economic activity, which suggests 

that the influence of oil shocks on this variable is limited to the short run. 

Furthermore, they did not find any indication of a long-run relationship between 

these two variables even when applying a structural break.  

Bloch, Dockery, and Sapsford (2006a, 2006b) showed associations 

between all commodities reported in the World Bank’s development indicators 

except for fuels and industrial production data from the OECD countries 

covering the 102 years data from 1900 to 2001. Their regression outcomes 

stated that a decrease in the rate of economic growth could lead dropping the 

rate of increase in commodity prices. Hence, there was a weak connection 

between world economic growth and the rate of change of commodity prices 

over the past century. This study showed that world commodity prices move 

pro-cyclically with world industrial production and authenticates the link 
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between the use of commodities such as raw materials and increases in 

industrial production in the case of Australia and Canada during 1960–2001. 

Pieroni and Ricciarelli (2005) studied the data from 1955 to 2000 and 

utilised copper data of the US to investigate the properties of a VECM extended 

to macroeconomic variables such as industrial production. Their study 

demonstrated that price corrections depend on the short-run dynamic element 

of the model, whereas the long-run dynamic was statistically rejected. Hence, 

there was no cointegration between copper and industrial production during this 

time frame.  

Ai, Chatrath, and Song (2006) showed the connections between five 

agricultural commodity prices (wheat, barley, corn, oats and soybean) and 

industrial production of the US. They considered data from 1957 to2002. Their 

study failed to categorise significant cointegration relationships between macro 

indicators such as industrial production and agricultural commodity prices. 

Cheung and Morin (2007) examined the cointegration between the Bank 

of Canada Commodity Price Index and industrial production of the OECD 

countries from 1980 to 2006, and also considered any possible structural breaks. 

While the authors could not identify statistically the existence of cointegration, 

they highlighted the role played by emerging Asian industrial activity in driving 

the price of oil and industrial metals in particular.  

Hamori (2007) conducted Granger causality tests between the Bank of 

Japan Commodity Price Index and industrial production in Japan between 1990 

and 2005. The author found no causal relationship between the Bank of Japan 
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Commodity Price Index and the industrial production index, even when 

assuming a structural break in February 1999. 

The empirical work of Bhar and Hamori (2008) examined whether 

commodity prices have causal relationships with industrial production, and vice 

versa. They utilised the Commodity Research Bureau index and considered 

monthly US data during 1957–2005. Based on Granger causality tests, the 

authors validated the hypothesis that commodity price indices provide 

information on future changes in production. 

Baffes and Savescu (2014) utilised a reduced-form of price-

determination model from 1991 (Q1) to 2010 (Q4) for six base metals 

(aluminium, copper, lead, nickel, tin and zinc). This research mainly evaluated 

the influence of short- and long-term interest rates on metal prices. It revealed 

that the imminent monetary contraction by the world’s major central banks was 

likely to have only a minimal effect on metal prices as long as it contained only 

an increase in short-term interest rates. Finally, it concluded that among the 

remaining fundamentals, industrial production activity positively affects metal 

prices the most. 

Although the relationship between commodity prices and industrial 

production can be explained by strong economic theory, the final conclusions 

of these various empirical studies appear to vary depending on the commodity 

types, the economic regions and the period considered. 

3.3.7.4 Stock Prices and Commodity Prices 

The linkages between asset markets and commodity prices are also very 

important to understand the volatility of commodity prices. Commodity prices 
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and equities are influenced by deviations in global demand and, more 

commonly, by the growth rate of industrial production (Chevallier & Ielpo, 

2013). 

In this section, we briefly summarise the findings from various studies 

dedicated to the connections between asset markets and commodities. 

The empirical study by Zeng and Swanson (1998) examined the 

cointegrating relationship between the S&P 500 index, treasury bonds, gold and 

crude oil from 1990 to 1995. Their outcomes showed that error correction 

models offered a reasonable fit to the data compared to other models for 

forecasting purposes. 

Buyuksahin, Haigh, and Robe (2010) considered the period from 1991to 

2008 and could not find any cointegrating vector between the S&P 500 and 

GSCI sub-indices during that time frame. However, they discovered some 

unstable cointegration between the benchmark commodity and equity indices 

for the sub-period from 1997 to 1999. Therefore, they finally stated that there 

was slight indication of a common long-term trend between investable 

commodity and equity indices, and no sign of secular strengthening of any such 

trend. A consequence of this is that passive investors are likely to obtain benefits 

over the long run by diversifying portfolios across the two asset classes. 

Rossi (2012) explored the relationship between equity and commodity 

markets, concentrating precisely on its progression over time. This study 

showed that a country’s equity market value has noteworthy out-of-sample 

projecting capability for the future global commodity price index for several 

primary commodity-exporting countries. The out-of-sample predictive capacity 
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of the equity market appeared around the 2000s. The outcomes were significant 

for utilising numerous control variables as well as firm-level equity data. Lastly, 

the outcomes specified that exchange rates are a better predictor of commodity 

prices than equity markets, particularly in the short run. 

Creti, Joets, and Mignon (2013) inspected the relationship between price 

returns for 25 commodities and stocks from January 2001 to November 2011 

by providing a precise consideration to energy raw materials. Depending on the 

dynamic conditional correlation GARCH methodology, they demonstrated that 

the correlation between commodity and stock markets developed through time 

and were extremely instable, especially since the 2007–2008 financial crisis. 

While the stock market collapse loosened the relationship between both markets 

in the very short run, maximum correlations were detected during the financial 

turmoil, which showed better connections between stock and commodity 

markets. 

Sarkar, Ratti, and Westerholm (2015) explored the connotation between 

the price of iron ore and stock prices to determine the influence of the newly 

developed robust correlation between the iron ore price and Australian share 

prices. They endorsed that Australian share prices were positively correlated to 

the iron ore spot price and that the influence differed considerably in strength 

and magnitude across various industry sectors. They also found that there was 

a straight relationship between the price of iron ore and economic activity in 

such sectors as consumer goods, consumers, telecom and financials as well as 

basic materials and industrials. 
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Finally, we can conclude from the above literature review that to obtain 

or suggest effective as well as efficient policy suggestions, it is very important 

to thoroughly assess the relationships between commodity prices and all other 

macroeconomic as well as monetary variables.  

3.4 Literature on Australian Commodity Prices 

Australia is one of the major commodity exporters in the world and, at 

the same time, Australia has experienced regular as well as large commodity 

export price shocks similar to commodity exporters in Asia, Africa and Latin 

America (Bhattacharyya & Williamson, 2011). Researchers have conducted 

numerous studies to understand the connection between commodity prices and 

other Australian macroeconomic variables. It is possible to summarise these 

studies from two broad point of views. 

3.4.1 Macroeconomic Variables affecting Australian Commodity 

Prices 

In this regard, we can discuss the seminal empirical work of Bloch, 

Dockery, and Sapsford (2006a). The model of this study is an extension of the 

study by Bloch (1992) or Bloch and Olive (1999) for Australia where they 

allowed the price of competing foreign products to affect prices of domestic 

finished goods. The main objective of the study by Bloch et al. (2006a) was to 

discover the meaning of inflation in countries with substantial net commodity 

exports, especially for Australia and Canada. The study showed that the true 

meaning depended on movements in commodity prices, changes in foreign 

exchange rates and the determinants of domestic price inflation. They estimated 

equations to provide indications of the strength of each of these forces for both 
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Australia and Canada. The result also showed that world commodity prices 

moved pro-cyclically with world industrial production and that rates of change 

in commodity prices were directly related to domestic inflation in both 

countries. This study suggested that it was the real commodity price rather than 

the nominal price that was affected by the world business cycle. Furthermore, 

there was an offsetting impact of exchange rate changes, which was strong 

enough in the case of Australia to substantially eliminate the inflationary impact 

of a commodity price boom. This was another interesting feature of this study, 

which was actually the extended version of the model by Bloch and Sapsford 

(2004).  

In this concern, we can also mention the research by Cagliarini and 

McKibbin (2009) that investigated the influence on Australia of an increase in 

energy and mining commodity prices relative to manufacturing prices driven by 

rising productivity growth of manufacturing sectors relative to non-

manufacturing sectors in developing economies, a reduction in global risk 

premia and monetary easing in the US. It was demonstrated that the income and 

GDP in Australia were reduced by drawing capital away from the OECD 

countries and increasing global real interest rates. This has occurred mainly 

because of an increase in commodity prices driven by an increase in 

manufacturing productivity in China. 

Jaaskela and Smith (2011) investigated the influences on the Australian 

economy of variations in the terms of trade arising from mainly three things: a 

rise in global demand; developments in individual commodity markets; and 

globalisation and the rise of Asia, where increasing commodity demand and 
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prices were accompanied by lower manufacturing prices. The last shock was 

related to a drop in manufactured prices, an increase in commodity prices and a 

rise in global economic activity. The assessed influences were evidently 

different for output, inflation and the exchange rate. The main outcome of this 

research was that higher terms of trade tend to be expansionary but are not 

always inflationary. A crucial outcome was that the floating exchange rate 

provided a significant buffer to the external shocks that moved the terms of 

trade. 

A lot of studies have been undertaken to better understand the volatility 

of the Australian dollar against other currencies, especially the US dollar and its 

impacts on exports and pricing of different commodities (for example, see Ali 

& Rahman, 2013; Aruman & Dungey, 2003; Edison, Cashin, & Liang, 2003; 

Flood & Rose, 1999; Frankel & Meese, 1987; Frenkel & Mussa, 1980; Graham 

& Waring, 1998; Mimuroto, 2000; Sheen & Kim, 2002). In these studies, many 

authors examined the relationship between the Australian exchange rate and one 

particular commodity, such as Graham and Waring (1998) suggested that the 

Australian coal supply was dependent mostly on the effects of the Australian 

dollar exchange rate and coal prices. They discovered that if the Australian 

dollar rate started to appreciate, then Australian coal would not be affected 

considerably in the short run and would not be expected to be affected in the 

long run, unless the US dollar increased to a level that was adequately high 

enough to affect the Australian dollar. Mimuroto (2000) analysed the steam coal 

price and the factors behind price fluctuations. He found that the exchange rate 

of the Australian dollar and coal productivity appeared to have the most direct 

impact on future coal prices. Ali and Rahman (2013) showed that Australian 
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coal exporters made a loss, which occurred because of a strong Australian 

dollar, and was less than the profit from increasingly higher prices of Australian 

steam coal. Therefore, they chose to export more when the price was high. The 

empirical results of this analysis confirmed that for each one cent increase in 

the Australian dollar value against the US dollar, the Australian steam coal price 

increased by 0.8182 US dollars and for each additional one million tons export 

of Australian steam coal, the Australian steam coal price increased by 1.752 US 

dollars. 

The study by Groenewold and Paterson (2013) also throws light on the 

Australian commodity-currency issue and this research showed that the link 

from the exchange rate to commodity prices was stronger and more consistent 

than that in the opposite direction in Australia. 

The issue of commodity price prediction for the Australian economy has 

also been investigated by Chen et al. (2010), Rossi (2012), and Wei and Chang 

(2016). Chen et al. (2010) looked at the linkage between the exchange rate of 

commodity exporters and future commodity prices via the channel of terms of 

trade. They suggested that commodity currencies, which included the 

Australian, Canadian, and New Zealand Dollars; the South African Rand and 

the Chilean Peso, contained important information on market expectations. 

They also showed that commodity currencies helped predict price movements 

in the aggregate commodity market for both in-sample and out-of-sample tests. 

In contrast, Rossi (2012) utilised quarterly stock price data from Australia, New 

Zealand, Canada, Chile and South Africa to forecast country specific and global 

commodity prices. However, both these studies concluded that exchange rates 
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were a better predictor of commodity prices than equity markets. In addition, 

the study of Wei et al. (2016) explored the linkage between equity markets and 

commodity markets, and found that the stock price indices of Australia, Canada, 

Chile, New Zealand and South Africa contained information about future 

movements in the commodity markets. 

3.4.2 Commodity Prices Influencing the Australian Economy 

Commodity price shocks have influential but uneven influences on 

labour, capital, and land of a country. Various renowned Australian academics 

have conducted research on such an effect of commodity prices, called ‘Dutch 

disease’ (see Connolly & Orsmond, 2011; Cook & Seiper, 1984; Corden, 1984; 

Corden & Neary, 1982; J. Edwards, 2014; Gregory, 1976; Minifie, 

Cherastidtham, Mullerworth, & Savage, 2013; Plumb et al., 2013; Sheehan & 

Gregory, 2013), which have emphasised that a boom in commodity exports 

often influenced the wider economy by inducing an appreciation of the RER. 

This tends to elevate general living standards by dropping the relative cost of 

imports. However, the appreciation also deteriorates the competitiveness of 

other exporters and of import-competing industries such as manufacturing.  

The recent study by Downes et al.(2014) was also largely based on the 

previously mentioned research and they discovered that the mining boom had 

considerably improved Australian living standards. Their research also showed 

that the boom led to a large appreciation of the Australian dollar that had 

weighed on other industries exposed to trade, such as manufacturing and 

agriculture. However, because manufacturing benefits from higher demand for 

inputs to mining, the ‘Dutch disease’ effect has not been strong. Based on results 
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from their study, Australia has narrowly escaped the deindustrialisation that 

occasionally accompanies resource booms.  

We can mention the research of Freebairn (1991), which analysed the 

historical relationship between the RER of Australia and its terms of trade, 

especially focusing on commodity prices. This study utilised data from 1902 to 

1988 and found a correlation of 0.43 between these two series. The study 

concluded that the Australian dollar is a ‘commodity currency’. 

Bleaney (1996) utilised ninety-two years of Australian data to analyse 

how RERs of primary commodity exporters responded to variations in the 

relative prices of their exports. The outcomes displayed a substantial negative 

correlation between these two variables. Oddly though, the real Australian 

dollar exchange rate did not show the significant downward trend observed in 

the commodity prices. To solve this paradox, this study then applied a pure time 

series analysis of the respective series and concluded that the apparent long-run 

decline in the relative price of primary commodities was due to an inadequate 

quality adjustment in the price series for manufacturers.  

Webber (1997) employed a different approach to determine whether 

Australia was a price taker in its commodity export trade by examining 

commodity export pass-through. The results of this study showed that Australia 

was likely to be a price-taker in the trade of commodity items such as coal, 

copper, wool and zinc; however, it appeared to have some market power and 

hence price-making behavior in the trade of its main commodity exports of 

wheat, iron ore and sugar, as well as aggregate commodity prices. This paper 

has also found that the world price of the important commodities (coal and 



 
 

Page 123 of 295 
 
 

wheat) had a significant influence on the direction of the Australian dollar 

exchange rate.  

The study by Simpson and Evans (2004b) also identified Australia as a 

price taker and showed that volatility in commodity prices was reflected in 

volatility in exchange rates. They suggested that Australian exporters of 

commodities should continue to closely examine the trends of foreign exchange 

and commodity markets. The study provided evidence that commodity price 

changes led AUD/USD exchange rate changes. 

Using Australian quarterly data from the post-float period 1984:1–

2003:1 and a partial system, Hatzinikolaou and Polasek (2005) classified and 

identified two cointegrating relations, one for the interest-rate differential and 

the other for the nominal exchange rate. The outcome of the long-run elasticity 

of the exchange rate with respect to commodity prices was 0.939, which 

intensely supported the usually held view that the floating Australian dollar is a 

‘commodity currency’. 

To have a better understanding of the influences of commodity prices 

on the Australian economy, the study by Bhattacharyya and Williamson (2011) 

can also be mentioned, which explored the Australian terms of trade volatility 

since 1901. This paper categorised two main price shock episodes before the 

latest mining-led boom and burst. It evaluated their comparative degree, their 

influence on deindustrialisation and distribution during the booms, and the labor 

market and policy reactions to the shocks. It was shown that Australia had 

indeed reacted differently to unstable commodity prices than had other 

commodity exporters. 
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Contrary to the Dutch disease theory based on RER adjustments, the 

paper by Makin and Rohde (2015) highlighted the relative price effects of terms 

of trade changes on GDP and net exports with reference to the experience of 

Australia, Canada, New Zealand, and Norway. The econometric analysis of this 

study showed that, except for Canada, no Granger causality ran from the terms 

of trade to GDP. Moreover, terms of trade movements driven by commodity 

price swings had no significant short-run impact on GDP in these economies. 

As implied by the theory, causality may or may not run from the terms of trade 

to the trade balance or net exports. While there was evidence of causality 

between the terms of trade and net exports for Australia and Norway, this was 

not the case for Canada and New Zealand. Again, consistent with the alternative 

theoretical perspective, somewhat counter-intuitively there was no evidence of 

any strong positive relationship between terms of trade fluctuations and net 

exports in these economies.  

The study by Bashar and Kabir (2013) sought to identify major factors 

behind recent fluctuations in the Australian dollar. Utilising quarterly data for 

over 30 years and cointegration and error correction models, the study showed 

that in the long run, the exchange rate was determined by commodity prices, 

interest rates and other factors such as the GFC. They showed two-way Granger 

causality between exchange rate and commodity prices, but only one-way 

Granger causality from the GFC to commodity prices. 

The research by Makin (2013) proposed a straightforward model for 

analysing the impact of export commodity price fluctuations on open 

macroeconomies with particular reference to Australia and New Zealand, who 
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are major commodity exporters in the Asian region. The main lessons for 

macroeconomic policy from this research was that a free-floating exchange rate 

acted as a useful shock absorber for national output in the face of commodity 

price shocks. Evidence provided in this paper revealed this was clearly the case 

in Australia. Yet a flexible exchange rate might not be optimal if over longer 

periods commodity prices exhibit a sustained trend rise. This is because national 

output then falls short of its potential level due to persistent currency 

appreciation, which reduced production elsewhere in the economy. Finally, this 

study suggested that under a floating exchange, the trade balance reacted 

oppositely to what might be expected. For instance, instead of positive 

commodity price shocks yielding trade surpluses via increased export values on 

the real side of the economy, they generate trade deficits due to exchange rate 

appreciation stemming from pressures exerted on the monetary side. 

Bhar (2015) showed the impact of export commodity prices on the 

Australian dollar/US dollar exchange rate. Within a regression context, the 

influence of four commodity sub-indices was explored: rural, non-rural, base 

metal and bulk commodities. The purpose was to discover whether a specific 

type of commodities correlated especially well with variations in exchange rate 

given the commodities boom that Australia had just experienced. The non-rural 

commodity sub-index appeared to have the most explanatory influence. The 

addition of the balance of trade variable in the model displayed a marginal 

improvement in the explanatory power. 

The impact of commodity price shocks in the Australian economy is 

assessed from a different angle in the research by Knop and Vespignani (2014). 
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This study reported that commodity price shocks predominantly affected the 

mining, construction and manufacturing industries in Australia. However, the 

financial and insurance sectors were found to be relatively unaffected. Mining 

industry profits and nominal output substantially increased in response to 

commodity price shocks. Construction output was also found to increase 

significantly, especially in response to a bulk commodity shock, as a result of 

increased demand for resource-related construction. 

The distributional consequences of commodity price shocks were 

assessed in the research by Bhattacharyya and Williamson (2016). Utilising a 

GARCH model, the study found that Australia experienced more volatility than 

many commodity exporting developing countries. They conducted 

cointegration tests to assess the commodity price shock inequality nexus. A 

single equation error correction model suggested that commodity price shocks 

increased the income share of the top 1, 0.05, and 0.01 per cent in the short run. 

The very top end of the income distribution benefited from commodity booms 

disproportionately more than the rest of the society. The short-run effect was 

mainly driven by wool and mining and not agricultural commodities. A 

sustained increase in the price of renewables (wool) reduced inequality whereas 

the same for non-renewable resources (minerals) increased inequality.  

3.5 Concluding Remarks 

This chapter provides a detailed literature review of both theoretical and 

empirical literature that is available on commodity prices dynamics and their 

relationship with other macroeconomic variables. This chapter also summarises 

the available literature in the context of Australia. This information helps to 
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identify the research gap in this context to undertake the present study 

efficiently. 
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Chapter 4 ANALYTICAL FRAMEWORK OF 

COMMODITY PRICE DYNAMICS 

4.1 Introduction 

 This study conducted an empirical analysis to shed light on the 

Australian commodity price dynamics and considered various macroeconomic 

variables from the existing literature to identify the interactions of those 

variables to explain recent fluctuations in commodity prices. 

4.2 Analytical Framework 

 The analytical framework of this thesis is discussed in the following five 

sub-sections. The study specifies the empirical model of Australian commodity 

prices in the first section, followed by the definition of the variables in the model 

and the sources of our data in second two. Section three explains the expected 

signs for the relationship among the considered variables of the model. The 

fourth section contains a review of the estimation techniques for the study of 

determinants of the commodity prices, and concluding remarks are provided in 

the fifth section. 

4.2.1 Model Specification  

After considering the theoretical background of commodity prices in the 

previous chapter, this study utilises the equations of a competitive market model 

to try and understand the dynamics of various macroeconomic variables that are 

affecting commodity prices. The base theoretical framework of the analytical 
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model is the model by Frankel and Rose (2010), which has been described in 

detail previously.  

There are several techniques available to estimate the parameters of the 

analytical model, ranging from classical regression methods to cointegration-

based techniques. Classical regression methods assume that all stationary 

variables need to be included in a regression analysis. However, most of the 

economic series are not stationary in their levels and estimations based on this 

technique can give spurious results. One of the preferred approaches to cause 

the variables to become stationary is to differentiate them. However, this 

mechanism places shadows on the long-run information that might remain in 

the data. These problems instigate the development of a new generation of 

models based on cointegration and error correction modelling. Currently, 

several types of cointegration-based methods are available. However, utilising 

them for multivariate models causes various problems in most cases. 

The present study utilises Johansen’s (1988, 1991) cointegration technique, 

which has emerged as the most powerful and popular method in this area. The 

Johansen (1988, 1991) approach captures the underlying time series properties 

of the data. According to Chowdhury (1998), Johansen methodology begins 

with determining the number of cointegrating vectors in a system and then 

estimating them. This procedure commences with a general VAR model with 

variables of interest. These models have become gradually standard in modern 

times. They are assessed to deliver empirical suggestion on the reaction of 

macroeconomic variables to various exogenous impulses. Thus, these models 

help to differentiate between alternative theoretical models of the economy. 
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To analyse the dynamic interaction of various macroeconomic variables on 

commodity prices of the study, it assumes a vector of g variables (here, g = 5) 

and four of which are 𝐼(1): 

𝑌𝑡 = [𝑟𝑐𝑖, 𝑟𝑟, 𝑟𝑒𝑟, 𝑖𝑝, 𝑠𝑝𝑟] 

where, 𝑟𝑐𝑖 denotes real commodity price, 𝑟𝑟 represents real interest rate, 

𝑟𝑒𝑟 shows the trade weighted RER of Australia, 𝑖𝑝 denotes industrial 

production index over time and 𝑠𝑝𝑟 shows S&P/ASX 200 resources index in 

real form. These five variables are thought maybe to be cointegrated and the 

purpose of employing the Johansen (1988, 1991) cointegration test is to 

determine whether the variables in the commodity price model are cointegrated 

or not. Johansen’s method takes as a starting point the VAR of order 𝑘 lags and 

the equation can be written in the following format: 

𝑌𝑡

𝑔 × 1
=  

𝛽1

𝑔 × 𝑔
𝑌𝑡−1

𝑔 × 1
+ 

𝛽2

𝑔 × 𝑔
𝑌𝑡−2

𝑔 × 1
+ ⋯+ 

𝛽𝑘

𝑔 × 𝑔
𝑌𝑡−𝑘

𝑔 × 1
+ 

𝑢𝑡

𝑔 × 1…… (4. 1) 

where, 𝑌𝑡 is a 5 × 1 vector of variables based on five endogenous variables, 

namely 𝑟𝑐𝑖, 𝑟𝑟, 𝑟𝑒𝑟, 𝑖𝑝, 𝑠𝑝𝑟. The basic VAR model of equation (4.1) can be 

written as the following general equation forms:  

𝑟𝑐𝑖𝑡 = ∑ 𝛽1𝑗 𝑟𝑐𝑖𝑡−𝑗
𝑘
𝑗=1 + ∑ 𝛾1𝑗 𝑟𝑟𝑡−𝑗

𝑘
𝑗=1 + ∑ 𝛿1𝑗 𝑟𝑒𝑟𝑡−𝑗

𝑘
𝑗=1 +

∑ 휃1𝑗 𝑖𝑝𝑡−𝑗
𝑘
𝑗=1 + ∑ 𝜑1𝑗 𝑠𝑝𝑟𝑡−𝑗

𝑘
𝑗=1 + 𝑢1𝑡  --------------------- (4.2) 

𝑟𝑟𝑡 = ∑ 𝛽2𝑗 𝑟𝑐𝑖𝑡−𝑗
𝑘
𝑗=1 + ∑ 𝛾2𝑗 𝑟𝑟𝑡−𝑗

𝑘
𝑗=1 + ∑ 𝛿2𝑗 𝑟𝑒𝑟𝑡−𝑗

𝑘
𝑗=1 +

∑ 휃2𝑗 𝑖𝑝𝑡−𝑗
𝑘
𝑗=1 + ∑ 𝜑2𝑗 𝑠𝑝𝑟𝑡−𝑗

𝑘
𝑗=1 + 𝑢2𝑡 -------------------- (4.3) 

𝑟𝑒𝑟𝑡 = ∑ 𝛽3𝑗 𝑟𝑐𝑖𝑡−𝑗
𝑘
𝑗=1 + ∑ 𝛾3𝑗 𝑟𝑟𝑡−𝑗

𝑘
𝑗=1 + ∑ 𝛿3𝑗 𝑟𝑒𝑟𝑡−𝑗

𝑘
𝑗=1 +

∑ 휃3𝑗 𝑖𝑝𝑡−𝑗
𝑘
𝑗=1 + ∑ 𝜑3𝑗 𝑠𝑝𝑟𝑡−𝑗

𝑘
𝑗=1 + 𝑢3𝑡 --------------------- (4.4) 

𝑖𝑝𝑡 = ∑ 𝛽4𝑗 𝑟𝑐𝑖𝑡−𝑗
𝑘
𝑗=1 + ∑ 𝛾4𝑗 𝑟𝑟𝑡−𝑗

𝑘
𝑗=1 + ∑ 𝛿4𝑗 𝑟𝑒𝑟𝑡−𝑗

𝑘
𝑗=1 +

∑ 휃4𝑗 𝑖𝑝𝑡−𝑗
𝑘
𝑗=1 + ∑ 𝜑4𝑗 𝑠𝑝𝑟𝑡−𝑗

𝑘
𝑗=1 + 𝑢4𝑡 ---------------------- (4.5)  
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𝑠𝑝𝑟𝑡 = ∑ 𝛽5𝑗 𝑟𝑐𝑖𝑡−𝑗
𝑘
𝑗=1 + ∑ 𝛾5𝑗 𝑟𝑟𝑡−𝑗

𝑘
𝑗=1 + ∑ 𝛿5𝑗 𝑟𝑒𝑟𝑡−𝑗

𝑘
𝑗=1 +

∑ 휃5𝑗 𝑖𝑝𝑡−𝑗
𝑘
𝑗=1 + ∑ 𝜑5𝑗 𝑠𝑝𝑟𝑡−𝑗

𝑘
𝑗=1 + 𝑢5𝑡 -------------------- (4.6)  

It is expected that the majority of the macro series are integrated of the 

same order, preferably 𝐼(1). 

However, researchers sometimes get confused about the practicability 

of mixing variables with different orders of integration in their multivariate 

forming of non-stationary economic time series model.  

The confusion originates from the representation theorem of Engle and 

Granger (1987), which shows the characterisation of cointegration from a 

multivariate method with all variables having the same order of integration. 

Other researchers such as Gourieroux and Monfort (1990) and Banerjee, 

Dolado, Galbraith, and Hendry (1993) also discusse the same definition in their 

research. However, the later work states that a more general structure is possible 

for developing a model.  

Lutkepohl (1991) essentially showed an extensive explanation, which 

permits for dissimilar integration orders in the fundamental model. and Flores 

and Szafarz (1996) stated that the basic motivation for a broader definition of 

cointegration comes from the fact that a long-run relationship might take place 

between economic variables of different integration orders. Their research 

considered an extended definition of cointegration where there is a mixture of 

I(1) and I(0) processes, which are much more readily dealt with by the Johansen 

approach (Juselius, 1995). This view is also strongly supported by Hunter, 

Burke, and Canepa (2017). Based on their study, when the Johansen (1991) 



 
 

Page 132 of 295 
 
 

procedure is utilised, I(0) and I(1) processes can be mixed if there are at least 

two I(1) variables in the system. 

 Brooks (2002) showed that variables with differing orders can also be 

combined and, in that case, the grouping will have an order of integration equal 

to the largest. However, a linear combination of 𝐼(1) variables can only be 𝐼(0) 

if they are cointegrated. Although the group of variables may trend upward in a 

stochastic fashion, they may be trending together. This characteristic of time 

series is similar to the approximating of two dancing partners after following 

unlike random pattern and their random walks appear to be in unison (Gujarati 

& Porter, 2009). In this way, the linear combination of two or more macro time 

series can be stationary. 

To utilise the Johansen test, the VAR (equation 4.1) above needs to be 

turned into a VECM, which will take the following form: 

∆𝑌𝑡 = 𝛱𝑌𝑡−𝑘 + 𝛤1𝛥𝑌𝑡−1 + 𝛤2𝛥𝑌𝑡−2 + ⋯+ 𝛤𝑘−1𝛥𝑌𝑡−(𝑘−1) + 𝑢𝑡  --- (4.7)  

where, Π = (∑ 𝛽𝑖
𝑘
𝑖=1 ) − 𝐼𝑔 and Γ𝑖 = (∑ 𝛽𝑗

𝑖
𝑗=1 ) − 𝐼𝑔 

 In the present study, the VAR contained five variables in first 

differenced form on the left hand side and k-1 lags of the dependent variables 

in first differences on the right hand side. Each of them had a Γ coefficient 

matrix attached to it. The lag length employed in the VECM can actually affect 

the Johansen test. For that reason, it is advantageous to attempt to select the lag 

length optimally. The Π matrix is one of the most important parts of the 

Johansen test as this test centres on an investigation of this matrix, which can 

be interpreted as a long-run coefficient matrix. In equilibrium, all the ΔY𝑡−𝑖 will 
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be zero, and setting the error terms, 𝑢𝑡, to their expected value of zero will leave 

Π𝑌𝑡−𝑘 = 0.  

 The test for cointegration between Xs was calculated by liking at the 

rank of the Π matrix via its eigenvalues. Rank-restricted product moment 

matrices provide the eigenvalues of the test statistics and not of Π itself. The 

rank of a matrix is equal to the number of its characteristic roots that are 

different from zero. The characteristic roots are also known as eigenvalues. 

Brooks (2002) showed the algebraic explanations of the eigenvalues of a matrix. 

 Let Π denote a 𝑔 × 𝑔 square matrix, c denotes a 𝑔 × 1 non-zero vector, 

and 𝜆 denote a set of scalars. 𝜆 is called a characteristic root or set of roots of 

the matrix Π if it is possible to write: 

𝛱
𝑔 × 𝑔

𝑐
𝑔 × 1

= 𝜆 𝑐
𝑔 × 1    --------------------  (4.8)  

This equation can also be written as: 

𝛱𝑐 =  𝜆𝐼𝑔𝑐     -------------------- (4.9) 

where, 𝐼𝑔 is an identity matrix, and hence: 

(𝛱 −  𝜆𝐼𝑔)𝑐 = 0    ------------------ (4.10) 

Since 𝑐 ≠ 0 by definition, then for this system to have a non-zero solution, the 

matrix (Π −  𝜆𝐼𝑔) is required to be singular. Therefore,  

|𝛱 −𝜆𝐼𝑔| = 0      ------------------- (4.11) 

The eigenvectors would be the values of c corresponding to the 

eigenvalues. The eigenvalues (𝜆𝑖)are placed in ascending order 𝜆1 ≥ 𝜆2 ≥ ⋯ ≥

𝜆𝑔. If 𝜆s are roots, in this context they must be less than 1 in absolute value and 
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positive. 𝜆1 will be the largest and the closest to one. On the other hand, 𝜆𝑔 will 

be the smallest and the closest to zero. If the variables of equation (4.1) are not 

cointegrated, the rank of Π will not be significantly different from zero. 

Therefore, 𝜆𝑖 ≈ 0∀𝑖. The test statistics actually incorporate ln (1 − 𝜆𝑖), rather 

than the 𝜆𝑖 themselves. However, the fact is when 𝜆𝑖 = 0, ln(1 − 𝜆𝑖) = 0. Thus, 

for Π to have a rank of 1, the largest eigenvalue must be significantly non-zero, 

while others will not be significantly different from zero. 

 There are two test statistics for cointegration under the Johansen 

approach. These two approaches can be formulated as follows: 

𝜆𝑡𝑟𝑎𝑐𝑒(𝑟) =  −𝑇 ∑ 𝑙𝑛 (1 − �̂�𝑖
𝑔
𝑖=𝑟+1 )    ----------- (4.12) 

and: 

𝜆𝑚𝑎𝑥(𝑟, 𝑟 + 1) =  −𝑇 𝑙𝑛 (1 − �̂�𝑟+1)    ----------- (4.13) 

where, 𝑟 is the number of cointegrating vectors under the null hypothesis and �̂�𝑖 

is the estimated value for the ith ordered eigenvalue from the Π matrix. 

Intuitively, the larger �̂�𝑖 is, the more large and negative will be ln (1 − 𝜆𝑖) and 

hence the larger will be the test statistic. Each eigenvalue will have associated 

with it a different cointegrating vector, which will be eigenvectors. A 

significantly non-zero eigenvalue indicates a significant cointegrating vector. 

 𝜆𝑡𝑟𝑎𝑐𝑒 is a joint test where the null hypothesis is that the number of 

cointegrating vectors is less than or equal to 𝑟 against an unspecified or general 

alternative that there are more than 𝑟. It begins with 𝑝 eigenvalues and then the 

largest is removed consecutively. 𝜆𝑡𝑟𝑎𝑐𝑒 = 0 when all the 𝜆𝑖 = 0, for 𝑖 =

1, … , 𝑔. 
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 On each eigenvalue, 𝜆𝑚𝑎𝑥 conducts discrete tests. The null hypothesis 

for this test is that the number of cointegrating vectors is 𝑟 against an alternative 

of 𝑟 + 1.  

 Johansen and Juselius (1990) provide critical values for the two 

statistics. The test statistics have a non-standard distribution and the critical 

values depend on the number of non-stationary components of the system, 

which is on the value of 𝑔 − 𝑟 as well as whether constants are included in each 

of the equations. Intercepts can be included in the cointegrating vectors 

themselves. Moreover, it can be included as additional terms in the VAR and 

according to Brooks (2002) this process is equivalent to including a trend in the 

data generating processes for the levels of the series. Osterwald-Lenum (1992) 

provides a more comprehensive set of critical values for the Johansen test. 

 If the test statistics are greater than the critical value from Johansen’s 

tables, reject the null hypothesis that there are 𝑟 cointegrating vectors. In the 

case of 𝜆𝑡𝑟𝑎𝑐𝑒, the result remains in favour of the alternative that there are 𝑟 + 1 

cointegrating vectors and for 𝜆𝑚𝑎𝑥it remains in favour of the alternative that 

there are more than 𝑟 cointegrating vectors. The testing is conducted in a 

sequence and under the null hypothesis, 𝑟 =  0, 1, … , 𝑔 − 1 so that the 

hypotheses for 𝜆𝑚𝑎𝑥 are: 

𝐻0 ∶ 𝑟 = 0   𝑣𝑒𝑟𝑠𝑢𝑠   𝐻1 ∶ 0 < 𝑟 ≤ 𝑔 

𝐻0 ∶ 𝑟 = 1   𝑣𝑒𝑟𝑠𝑢𝑠   𝐻1 ∶ 1 < 𝑟 ≤ 𝑔 

𝐻0 ∶ 𝑟 = 2   𝑣𝑒𝑟𝑠𝑢𝑠   𝐻1 ∶ 2 < 𝑟 ≤ 𝑔 

⋮        ⋮         ⋮  
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𝐻0 ∶ 𝑟 = 𝑔 − 1   𝑣𝑒𝑟𝑠𝑢𝑠   𝐻1 ∶ 𝑟 = 𝑔 

 The first test involves a null hypothesis of no cointegrating vectors and 

this test corresponds to Π having zero rank. If this null hypothesis is not rejected, 

it would be concluded that there are no cointegrating vectors and the testing 

would be completed. However, if 𝐻0 ∶ 𝑟 = 0 is rejected, the null hypothesis that 

there is one cointegrating vector (i.e. 𝐻0 ∶ 𝑟 = 1 ) would be tested and so on. 

Thus, the value of 𝑟 is constantly increased until the null hypothesis is no longer 

rejected.  

 During this whole process, 𝑟 is the rank of Π. The original 𝑌𝑡 represents 

stationary components if Π has full rank (𝑔). If Π has zero rank, then by analogy 

to the univariate case, ∆𝑌𝑡 depends only on ∆𝑌𝑡−𝑗 and not on 𝑌𝑡−1; therefore, 

there is no long-run relationship between the elements of 𝑌𝑡−1. Hence, there is 

no cointegration. Thus, this process corresponds to a test of the rank of the Π 

matrix. For 1 < 𝑟𝑎𝑛𝑘 (Π) < 𝑔, there are 𝑟 cointegrating vectors. Π is then 

defined as the product of two matrices, 𝛼 and 𝛽′, of dimension (𝑔 × 𝑟) and 

(𝑟 × 𝑔), respectively, i.e.: 

𝛱 =  𝛼𝛽′    ------------------------------  (4.14) 

In the above equation (4.14), matrix 𝛽 represents the cointegrating 

vectors and 𝛼 shows the amount of each cointegrating vector entering each 

equation of the VECM. This 𝛼 is also known as the ‘adjustment parameters’ 

and it represents the speed of adjustment to disequilibrium. Johansen’s method 

is to estimate the Π matrix from an unrestricted VAR and to test whether we can 

reject the restrictions implied by the reduced rank of Π.  
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Brooks (2002) stated that the Johansen setup allowed testing of 

hypotheses about the equilibrium relationships between the variables. In this 

test, researchers can view the hypothesis as a restriction on the Π matrix to test 

a hypothesis about one or more coefficients in the cointegrating relationship. If 

there exist 𝑟 cointegrating vectors, only these linear combinations or linear 

transformations of them, or combinations of the cointegrating vectors, will be 

𝐼(0). Actually, the product of the matrix of cointegrating vectors 𝛽 and any non-

singular conformable matrix will be a new set of cointegrating vectors.  

A set of required long-run coefficient values or relationship between the 

coefficients does not necessarily imply that the cointegrating vectors have to be 

restricted. The reason is that any mixture of cointegrating vectors is also a 

cointegrating vector. Therefore, it may be possible to combine the cointegrating 

vectors thus far obtained to provide a new one or, overall, a new set having the 

required properties. The modest and fewer the mandatory properties are, the 

more likely that this recombination process will automatically yield 

cointegrating vectors with the required properties. This recombination process 

is also known as renormalisation. Nonetheless, as restrictions become more 

frequent or involve more of the coefficients of the vectors, it will ultimately 

become difficult to satisfy all of them by renormalisation. After this point, all 

other linear combinations of the variables will be non-stationary. If the 

restriction does not affect the model greatly, then the eigenvectors should not 

change a great deal following imposition of the restriction (Brooks, 2002). A 

test statistic to test this hypothesis can be written as: 

𝑡𝑒𝑠𝑡 𝑠𝑡𝑎𝑡𝑖𝑠𝑡𝑖𝑐 =  −𝑇 [𝑙𝑛(1 − 𝜆𝑖) − 𝑙𝑛(1 − 𝜆𝑖
∗)]~ 𝜒2(𝑚) ----- (4.15) 
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where, 𝜆𝑖
∗ are the characteristic roots of the restricted model, 𝜆𝑖 are the 

characteristic roots of the unrestricted model, 𝑟 is the number of non-zero 

characteristic roots in the unrestricted model and 𝑚 is the number of 

restrictioins.  

 Restrictions are actually imposed by substituting them into the relevant 

𝛼 and 𝛽 matrices as appropriate, so that tests can be conducted on either the 

cointegrating vectors or their loadings in each equation in the system or both. 

Suppose, for our present study that 𝑔 =  5; therefore, the system 

contains five variables. The elements of the Π matrix would be written as: 

𝛱 =

(

 
 

𝜋11 𝜋12 𝜋13

𝜋21 𝜋22 𝜋23

𝜋31 𝜋32 𝜋33

𝜋14

𝜋24

𝜋15

𝜋25
𝜋34 𝜋35

𝜋41 𝜋42 𝜋43

𝜋51 𝜋52 𝜋53

𝜋44 𝜋45

𝜋54 𝜋55)

 
 

 ---------------------- (4.16) 

Now, if 𝑟 = 1, so that there is one cointegrating vector, then 𝛼 and 𝛽 

will be (5 × 1): 

𝛱 =  𝛼𝛽′ = 

(

 
 

𝛼11

𝛼21
𝛼31

𝛼41

𝛼51)

 
 

(𝛽11 𝛽12 𝛽13 𝛽14 𝛽15)  -----( 4.17) 

Suppose, now that 𝑔 = 5 and 𝑟 = 1, as in equation (4.17) above, then 

there are five variables in the system, 𝑟𝑐𝑖, 𝑟𝑟, 𝑟𝑒𝑟, 𝑖𝑝 and 𝑠𝑝𝑟, that exhibit one 

cointegrating vector. Then, Π𝑌𝑡−𝑘will be given by: 

𝛱 = 

(

 
 

𝛼11

𝛼21
𝛼31

𝛼41

𝛼51)

 
 

(𝛽11 𝛽12 𝛽13 𝛽14 𝛽15) 

(

 
 

𝑟𝑐𝑖
𝑟𝑟
𝑟𝑒𝑟
𝑖𝑝
𝑠𝑝𝑟)

 
 

𝑡−𝑘

  ----------- (4.18) 

Equation (4.18) can also be written as: 
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𝛱 = 

(

 
 

𝛼11

𝛼21
𝛼31

𝛼41

𝛼51)

 
 

(𝛽11 𝑟𝑐𝑖 + 𝛽12𝑟𝑟 + 𝛽13𝑟𝑒𝑟 + 𝛽14𝑖𝑝 + 𝛽15𝑠𝑝𝑟)𝑡−𝑘 ---- (4.19) 

Given equation (4.19), it is possible to write out the separate equations 

for each variable Δ𝑌𝑡. Thus, the VECM can be written by the following 

equations: 

𝛥𝑟𝑐𝑖𝑡 = 𝛾1 + ∑ 𝛿1𝑖𝛥𝑟𝑐𝑖𝑡−𝑖
𝑘−1
𝑖=1 + ∑ 휁1𝑖𝛥𝑟𝑟𝑡−𝑖

𝑘−1
𝑖=1 + ∑ 휂1𝑖𝛥𝑟𝑒𝑟𝑡−𝑖

𝑘−1
𝑖=1 +

 ∑ 휃1𝑖𝛥𝑖𝑝𝑡−𝑖
𝑘−1
𝑖=1 + ∑ 𝜆1𝑖𝛥𝑠𝑝𝑟𝑡−𝑖

𝑘−1
𝑖=1 + 𝛼11𝐸𝑇𝐶𝑡−𝑘 + 휀𝑟𝑐𝑖 --------- (4.20) 

 

𝛥𝑟𝑟𝑡 = 𝛾2 + ∑ 𝛿2𝑖𝛥𝑟𝑐𝑖𝑡−𝑖
𝑘−1
𝑖=1 + ∑ 휁2𝑖𝛥𝑟𝑟𝑡−𝑖

𝑘−1
𝑖=1 + ∑ 휂2𝑖𝛥𝑟𝑒𝑟𝑡−𝑖

𝑘−1
𝑖=1 +

 ∑ 휃2𝑖𝛥𝑖𝑝𝑡−𝑖
𝑘−1
𝑖=1 + ∑ 𝜆2𝑖𝛥𝑠𝑝𝑟𝑡−𝑖

𝑘−1
𝑖=1 + 𝛼21𝐸𝑇𝐶𝑡−𝑘 + 휀𝑟𝑟 -------- (4.21) 

 

𝛥𝑟𝑒𝑟𝑡 = 𝛾3 + ∑ 𝛿3𝑖𝛥𝑟𝑐𝑖𝑡−𝑖
𝑘−1
𝑖=1 + ∑ 휁3𝑖𝛥𝑟𝑟𝑡−𝑖

𝑘−1
𝑖=1 + ∑ 휂3𝑖𝛥𝑟𝑒𝑟𝑡−𝑖

𝑘−1
𝑖=1 +

 ∑ 휃3𝑖𝛥𝑖𝑝𝑡−𝑖
𝑘−1
𝑖=1 + ∑ 𝜆3𝑖𝛥𝑠𝑝𝑟𝑡−𝑖

𝑘−1
𝑖=1 + 𝛼31𝐸𝑇𝐶𝑡−𝑘 + 휀𝑟𝑒𝑟 ------------ (4.22) 

 

𝛥𝑖𝑝𝑡 = 𝛾4 + ∑ 𝛿4𝑖𝛥𝑟𝑐𝑖𝑡−𝑖
𝑘−1
𝑖=1 + ∑ 휁4𝑖𝛥𝑟𝑟𝑡−𝑖

𝑘−1
𝑖=1 + ∑ 휂4𝑖𝛥𝑟𝑒𝑟𝑡−𝑖

𝑘−1
𝑖=1 +

 ∑ 휃4𝑖𝛥𝑖𝑝𝑡−𝑖
𝑘−1
𝑖=1 + ∑ 𝜆4𝑖𝛥𝑠𝑝𝑟𝑡−𝑖

𝑘−1
𝑖=1 + 𝛼41𝐸𝑇𝐶𝑡−𝑘 + 휀𝑖𝑝 ------------ (4.23) 

 

𝛥𝑠𝑝𝑟𝑡 = 𝛾5 + ∑ 𝛿5𝑖𝛥𝑟𝑐𝑖𝑡−𝑖
𝑘−1
𝑖=1 + ∑ 휁5𝑖𝛥𝑟𝑟𝑡−𝑖

𝑘−1
𝑖=1 + ∑ 휂5𝑖𝛥𝑟𝑒𝑟𝑡−𝑖

𝑘−1
𝑖=1 +

 ∑ 휃5𝑖𝛥𝑖𝑝𝑡−𝑖
𝑘−1
𝑖=1 + ∑ 𝜆5𝑖𝛥𝑠𝑝𝑟𝑡−𝑖

𝑘−1
𝑖=1 + 𝛼51𝐸𝑇𝐶𝑡−𝑘 + 휀𝑠𝑝𝑟 ---------- (4.24) 

It is also common to ‘normalise’ on a particular variable, so that the 

coefficient on that variable in the cointegrating vector is one. Therefore, after 

all the previous discussion on analytical framework we can appropriately state 

that the VECM is merely a restricted VAR designed for use with non-stationary 

series that have been found to be cointegrated (Takaendesa, 2006). The 

specified cointegrating relation in the VECM restricts the long-run behavior of 
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the endogenous variables to converge to their cointegrating relationships, while 

allowing for short-run adjustment dynamics. Therefore, after estimating the 

parameters, the residuals from the VECM need to be checked for 

autocorrelation and heteroscedasticity.  

4.2.2 Data Definition and Source 

To analyse the recent instabilities in commodity prices in Australia, the 

present study utilised mainly five variables to conduct the empirical analysis. 

These variables are real world commodity price index, short-term real interest 

rate, Australian RER, real industrial production index and Australian real 

resources stock price index. The author formulated the econometric models for 

seasonally adjusted monthly time series from January 2000 to December 2015. 

This research utilised the following variables to construct the model: 

rci = log of Australian real commodity price index 

rr = real interbank overnight cash rate 

rer = log of Australian trade weighted RER 

ip = log of industrial production index 

spr = log of Australian real resources stock price index. 

To construct the model for the present study, four variables were applied in 

logs (rci, rer, ip and spr) and real interest rate (rr) after following Akram (2004, 

2009), Bloch, Fraser, and MacDonald (2012), Cashin et al. (2004), Frankel and 

Rose (2010), Rossi (2012) and the references therein. The definition and the 

data sources of the variables of this model are given below. 
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4.2.2.1 Real World Commodity Price Index (rci)  

To conduct the present study, the world commodity price index of the RBA 

was utilised. The data for this ICP was retrieved from the statistics available 

from the RBA website (RBA, 2016).  

Various kinds of world commodity price indices are available for research. 

Some of these are the Economist index, the IMF index and the CRB index of 

commodity futures prices. Researchers need to be careful to choose the 

appropriate index according to the objectives of the study. According to the 

RBA (1993), some of the indices are not relevant to Australia because of the 

inclusion of several commodities that are not produced in Australia. Moreover, 

the Economist and IMF indices are constructed by applying fixed weights to 

current commodity prices. On the other hand, the CRB index is a simple average 

of futures prices of 21 commodities; therefore, the same weight applies to each 

price.  

Therefore, according to the RBA (2011), because of different weighting 

schemes as well as differences between price and investor return indices, we 

can observe the clear divergent trends in RBA ICP and CRB indices (Figure 

4.1).  
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Figure 4.1 Australian Commodity Indices in US$.  

Source: RBA (2011) 

Among other commodity price indices, the Australian Bureau of 

Agricultural and Resource Economics publishes a separate Australian 

commodity price index and another index published by the Commonwealth 

Bank of Australia (CBA). The first one is a fixed weight index and the CBA 

index is a moving weight index. However, these indices have a commodity 

composition slightly different from that of the RBA index. 

The present study was conducted on the Australian economy, with Robinson 

and Wang (2013) demonstrating that the RBA ICP provides a timely indicator 

of the prices received by Australian commodity exporters. It is a Laspeyres 

index, which means that it is a weighted average of recent changes in 

commodity prices, where the weight given to each commodity reflects its 

importance in total commodity export values during a base period.  
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Before considering the RBA ICP as the desirable index for the present study, 

the author performed the cross-correlation between IMF aggregate (global) 

commodity price index and RBA ICP and found that they have almost perfect 

positive correlation (0.9401). 

This study also considered the Australian dollar index that shows the price 

received by the Australian commodity exporters in domestic currency. This 

reveals both world commodity prices and the Australian dollar exchange rate. 

Earnings of Australian exporters increase with the rise in world commodity 

prices. Australian dollar prices received by commodity exporters can vary with 

the exchange rate changes, even if there is no change in the foreign currency 

price of exports. The prices received in domestic currency will increase with a 

depreciation in the exchange rate and decrease with an appreciation in the 

exchange rate (RBA, 1993).  
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Figure 4.2 World Commodity Price Index; AU$ terms, 2010 = 100. 

Source: Datastream (2016a, 2016b).  

To convert this data for the ICP into real terms, we rebased the data 

appropriately after considering 2010 as the base year and deflated the data with 

the Australian inflation rate. However, the author have taken extra caution to 

construct the real commodity price index as Richards and Rosewall (2010) 

suggested. They stated that the introduction of the New Tax System saw large 

increases in the Australian consumer price index (CPI) between June 2000 and 

September 2001, the majority of which occurred in the September quarter of 

2000. Therefore, movements such as this should be viewed cautiously as 

temporary volatility in CPI indicators may not necessarily reflect changes to the 

underlying inflationary trend (Figure 4.2). The author deflated the monthly 

commodity price index by average annual inflation for only 2000 and 2001. 

Thereafter, we followed the usual process of calculating the real commodity 
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price index of Australia. After considering this modification, the author 

constructed the data for the Australian real commodity price index (rci) from 

January 2000 to December 2015 for the present study. The same cautious 

processes have been followed for construction of the real interest rate series (rr) 

as well as real resources price index for Australia (spr). 

4.2.2.2 The Australian Real Exchange Rate (rer) 

To conduct this research, the monthly data for the ‘real Australian trade 

weighted index’ was obtained from the Thomson Reuters Datastream (2016a, 

2016b) for January 2000 to December 2015. The RER indices (Figure 4.3) were 

calculated based on the methodology by Ellis (2001). This real trade weighted 

index is the average value of the Australian dollar in relation to currencies of 

Australia’s trading partners adjusted for relative price levels using core 

consumer prices indices, where available, from these countries. Where core 

consumer price indices were not available, headline measures were applied.  
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Figure 4.3 AU Real Exchange Rate (rer) 

Source: Datastream (2016a, 2016b) 

 

4.2.2.3 Australian Industrial Production Index (ip) 

This study also considered the industrial production index as a real 

economic activity as Rossi (2012) did and the data of industrial production 

index was extracted from the Thomson Reuters Datastream (2016b) and the 

index was a volume index (Figure 4.4). The base year of this index was 2010. 
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Figure 4.4 AU Industrial Production Index 

Source: Datastream (2016b) 

4.2.2.4 Real Interest Rate of Australia (rr) 

To conduct the present study, the author considered the interbank 

overnight cash rate as interest rate and the data was taken from the RBA. The 

interbank rate is a weighted average for the interest rates at which banks have 

borrowed and lent exchange settlement funds overnight. Then, by following 

Rossi (2012), the author constructed the real interest rate by taking the 

difference between the interbank overnight cash rate and the changes in 

Australian CPI. However, this study has  taken extra caution to construct the 

real interest rate as Richards and Rosewall (2010) suggested. Thus, the author 

has constructed the data for Australian real interest rate (rr) from January 2000 

to December 2015. 
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Figure 4.5 Interest Rate of Australia 

Source: RBA 

4.2.2.5 Australian Real Resources Stock Price Index (spr) 

S&P/ASX 200 resources is a sector sub-index of the S&P/ASX 200 index 

(Figure 4.6). According to McGraw Hill Financial (2015), this index provides 

investors with a sector exposure to the resources sector of the Australian equity 

market as classified as members of the GICS resources sector. Resources are 

defined as companies classified in the energy sector [GICS Tier 1], as well as 

companies classified in the metals and mining industry sector [GICS Tier 3]. 
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Figure 4.6 Historical Performance of S&P/ASX 200 Resources 

Source: McGraw Hill Financial (2015) 

For the present study, the author considered the data for S&P/ASX 200 

resources index from January 2000 to December 2015 and the data was taken 

from the Thomson Reuters Datastream (2016b). This study also adjusted the 

index to Australian inflation rate to obtain the real resources stock index (Figure 

4.7).  
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Figure 4.7 Real and Nominal S&P/ASX 200 Resources Price Index 

Source: Datastream (2016b).  
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4.2.3 Expected Signs of Variables from Selected Literature 

This section summarises the key findings of some of the relevant literature to show the direction of the relationship between commodity 

price and other macroeconomic variables to provide an idea of our expected signs for those variables in our model (Table 4.1). 

 Table 4.1 Sign of Variables from Selected Literature 

 LITERATURE MAJOR FINDINGS KEY RELATIONSHIP  

1 Frankel (2006) In his seminal paper, he showed that if the interest rises by 100 basis points, 

commodity prices fall by 6 per cent and this confirmation holds for the three 

commodity price measures that he considered. 

(-) relationship between 

interest rate and commodity 

price. 

2 Taylor (2009) This study showed that a monetary clarification resulted in the rise in commodity 

prices during the early periods of the last GFC and that oil prices increased in 2007 

and 2008 because the Federal Open Market Committee reduced interest rates. 

(-) relationship between 

interest rate and commodity 

price. 
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3 Arango et al. 

(2012) 

The interest rate is negatively correlated to the real price of commodities. This paper 

suggested that the abrupt movement of commodity prices was actually the result of 

monetary decisions of the authorities made previously. 

(-) relationship between 

interest rate and commodity 

price. 

4 Scrimgeour 

(2015) 

This study estimated that monetary policy surprises have a smaller impact on 

commodities than on stock prices; however, the effect is the same order of 

magnitude. This study also showed that the movements in commodity prices 

following a monetary policy surprise are similar to the change in exchange rate, 

which is consistent with global commodity market integration in which changes in 

interest rates have minor effects on commodity prices, but induce large changes in 

US dollar prices. 

(-) relationship between 

interest rate and commodity 

price. 

5 Akram (2009) This important research showed a drop in the value of the dollar must be balanced 

by an increase in the dollar price of commodities and/or a fall in the foreign currency 

(-) relationship between 

exchange rates and 

commodity prices. 
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prices to confirm the same price when measured in dollars. This follows from the 

law of one price for tradable goods. 

6 Ghura (1990) This research stated that industrial output had ambiguous effects on commodity 

prices and was dependent on the stage of the economic cycle of that region. 

Strengthening of economic activity can boost investors’ confidence, which can 

increase short-run demand. Thus, interest rate could go up and could affect 

commodity price negatively. Inversely, if the investors consider the same situation 

as a sign of an ‘overheating’ economy, two things could happen. Expectation for 

contracting money supply could increase real rates and hence commodity prices fall. 

The opposite expectation would increase inflationary expectations and the 

commodity price would rise. 

(+) or (-) relationship 

between industrial production 

and commodity prices. The 

overall impact can only be 

determined empirically. 

7 Bloch et al. 

(2012) 

This study showed that changes in industrial growth initially led to inflation in the 

permanent component of the real commodity price, but this was followed by roughly 

(+) relationship at the 

beginning and then (-) 
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equal negative impact. After roughly one year, the permanent component of the real 

commodity price returned to its original level. 

between industrial production 

and commodity price. 

8 Baffes and 

Savescu (2014) 

Their study utilised a reduced-form of price-determination model and considered the 

quarterly data for twenty years for six base metals. It concluded that industrial 

production activity positively affects metal prices the most. 

(+) relationship between 

industrial production and 

commodity prices. 

9 Rossi (2012) Global commodity price indices are positively correlated with equity values. The 

study also showed that a country’s equity market value has significant out of sample 

predictive ability for the future global commodity price index. 

(+) relationship between 

equity values and global 

commodity price. 

10 Sarkar et al. 

(2015) 

They assessed the connection between the price of iron ore and stock prices to 

determine the influence of the newly developed robust correlation between iron ore 

price and the Australian share prices. 

Australian share prices have 

(+) correlation to the iron ore 

spot price. 
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4.2.4 Review of Estimation Techniques 

For parameter estimation of the model we can use several techniques, 

ranging from classical regression methods to cointegration-based techniques. 

The former methods are based on the assumption that all stationary variables 

need to be included in a regression analysis; however, the fact is that most of 

the economic series are not stationary in their levels, and estimations based on 

this technique can give spurious results (Fazle, 2011). However, before 

examining the actual analytical framework of the current model, this study will 

discuss various estimation techniques of the model in the following section. 

4.2.4.1 Review on Stationarity and Unit Root Testing of Data 

Before starting the analytical part of this research, it is very important to 

understand the stationarity of our data. Traditionally, the concept of a stationary 

process has played a significant part in the analysis of time series. According to 

Wooldridge (2003), a stationary time series process is one whose probability 

distributions are stable over time in the sense that if we take any collection of 

random variables in the sequence and then shift that sequence ahead ℎ time 

periods, the joint probability distribution remains unchanged.  

Thus, the stochastic process (𝑥𝑡: 𝑡 = 1, 2, … ) is stationary if for every 

collection of time indices 1 ≤ 𝑡1 < 𝑡2 < ⋯ < 𝑡𝑚, the joint distribution of 

(𝑥𝑡1 , 𝑥𝑡2 , … 𝑥𝑡𝑚) is the same as the joint distribution of (𝑥𝑡1+ℎ
, 𝑥𝑡2+ℎ

, … 𝑥𝑡𝑚+ℎ
) 

for all integers ℎ ≥ 1. This explanation is slightly theoretical; however, its 

meaning is straightforward. Stationarity does require that the nature of any 

correlation between adjacent terms is the same across all time periods. 
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A stochastic process that is not stationary is said to be a non-stationary 

process. Since stationarity is an aspect of the underlying stochastic process and 

not of the available single realization, it can be very difficult to determine 

whether the data being analysed were generated by a stationary process or not. 

Instead, it could be generated via a covariance stationary process. 

According to Wooldridge (2003), if a stationary process has a finite second 

moment, then it must be covariance stationary; however, the converse is 

certainly not true. Sometimes, to emphasise that stationarity is a stronger 

requirement than covariance stationarity, the former is referred to as ‘strict 

stationarity’ and for correct analysis of this study, the author needs to consider 

the assumptions related to strict stationarity. 

4.2.4.2 Reasons for Utilising Stationarity in Time Series 

Econometrics 

There are several reasons for conducting an examination of whether a series 

can be viewed as stationary or not. Wooldridge (2003) stated the following 

reasons for conducting such a test: 

• On a technical level, stationarity simplifies statements of the law of large 

numbers and the central limit theorem.  

• On a practical level, if we want to understand the relationship between two 

or more variables using regression analysis, we need to assume some sort of 

stability over time. If we allow the relationship between two variables (say, 

𝑦𝑡 𝑎𝑛𝑑 𝑥𝑡) to change arbitrarily in each time period, then we cannot hope to 

learn much about how a change in one variable affects the other variable if 

we only have access to a single time series realization.  
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Brooks (2002) also discussed several reasons for conducting such tests to 

check the stationarity in the time series data before further analysis. Some of 

those reasons are as follows: 

• The stationarity or the non-stationarity of a time series can intensely affect 

its behavior and properties. Suppose, the word ‘shock’ is frequently utilised 

to represent a variation or an unexpected change in a variable or possibly just 

the value of the error term during a specific time period. In case of a 

stationary series, these ‘shocks’ to the system will progressively die away. 

That is, a shock during time 𝑡 will have a smaller consequence in time 𝑡 + 1, 

a smaller influence still in time 𝑡 + 2, and so on. This can be differentiated 

with the case of non-stationary data, where the perseverance of shocks will 

always be endless.  

• Using non-stationary data can lead to spurious regressions. If two stationary 

variables are generated as independent random series, then when one of those 

variables is regressed on the other, the t-ratio on the slope coefficient would 

be expected not to be significantly different from zero, and the value of 𝑅2 

would be expected to be very low. This appears clear, for the variables are 

not linked to one another. However, if two variables are trending over time, 

a regression of one on the other could have a high 𝑅2 even if the two are 

completely unconnected. Therefore, if standard regression techniques are 

applied to non-stationary data, the end result could be a regression that 

appears good under standard measures with significant coefficient estimates 

and a high 𝑅2, but which is actually worthless. 

• If the variables utilised in a regression model are not stationary, then it can 

be shown that the standard assumptions for asymptotic analysis will not be 
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effective. In other words, the usual ‘t-ratios’ will not follow a t-distribution, 

and the F-statistic will not follow an F-distribution, and so on.  

Therefore, in summary, we can appropriately say that if we are dealing with 

time series data, we must make sure that the specific time series are either 

stationary or that they are cointegrated. If this is not the case, we may be open 

to the responsibility of engaging in spurious or nonsense regression analysis 

(Gujarati & Porter, 2010).  

4.2.4.3 Unit Root Test  

The theory behind autoregressive integrated moving average calculation 

is founded on stationary time series. A series is said to be (weakly or covariance) 

stationary if the mean and autocovariances of the series do not depend on time 

(EViews7, 2009).  

According to Gujarati and Porter (2009), the value of the covariance 

between the two time periods depends on the distance or lag between them, and 

not on the time at which the covariance is calculated.  

Most of the economic indicators typically follow a non-stationary path; 

however, in a classical regression model we normally manage the relationship 

between stationary variables. If the dependent variable is a function of a non-

stationary process, the regression will produce spurious results (Gujarati & 

Porter, 2009). In other words, the dependent variable will follow the trend of its 

explanatory variables and the result will be meaningless. In such a case, it may 

be possible to obtain significant 𝑡-ratios and a very high 𝑅2 even though the 

trending variables are completely unrelated. Therefore, we need to perform unit 
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root or stationarity tests before proceeding with the tests for cointegration and 

estimation of parameters.  

Hamilton (1994) and Hayashi (2000) explained the basic unit root theory 

in detail. However, it can be explained with a simple AR(1) process: 

𝑦𝑡 =  𝜌𝑦𝑡−1 + 𝑥𝑡
′𝛿 + 𝜖𝑡 ……………………… (4.25)   

where, 𝑥𝑡 are optional exogenous regressors that might consist of constant, or a 

constant and trend; 𝜌 and 𝛿 are parameters to be estimated; and t 𝜖𝑡 are assumed 

to be white noise. If |𝜌| ≥ 1, 𝑦 is a non-stationary series and the variance of 𝑦 

increases with time and approaches infinity. If |𝜌|  < 1, 𝑦 is a (trend) stationary 

series. Thus, the hypothesis of (trend) stationary can be evaluated by testing 

whether the absolute value of 𝜌 is strictly less than one. 

 Thus, the unit root tests conduct the test of the null hypothesis 𝐻0 ∶  𝜌 =

1 against the one-sided alternative 𝐻1 ∶  𝜌 < 1. In some cases, the null 

hypothesis is tested against a point alternative. In contrast, the Kwiatkowski, 

Phillips, Schmidt, and Shin (KPSS) Lagrange Multiplier (LM) test evaluates the 

null hypothesis of 𝐻0 ∶  𝜌 < 1 against the alternative 𝐻1 ∶  𝜌 = 1.  

 From the above discussion, it is clear that there are several ways to test 

the stationarity of a series. For the present study, we conducted both unit root 

tests and stationarity test. We performed both these tests to achieve what Brooks 

(2002) referred to as confirmatory data analysis. In addition, we also conducted 

modified Augmented Dickey-Fuller (ADF) tests to identify any possible 

breakpoints in our data set.  
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4.2.4.3.1 The Augmented Dickey-Fuller (ADF) Test 

The stationarity of a time series can be tested directly with a unit root 

test. In the literature, both the Dickey-Fuller (DF) and the ADF tests are most 

frequently adopted as the procedure of testing unit root. The standard DF test is 

performed by an estimation equation (4.25) after subtracting 𝑦𝑡−1 from both 

sides of the equation: 

∆𝑦𝑡 =  𝛼𝑦𝑡−1 + 𝑥𝑡
, 𝛿 + 𝜖𝑡   ………………………… (4.26) 

where, 𝛼 =  𝜌 − 1. The null and alternative hypotheses may be written as: 

𝐻0: 𝛼 = 0
𝐻1 ∶  𝛼 < 0

     ………………………. (4.27)  

and evaluated applying the conventional 𝑡-ratio for 𝛼: 

𝑡𝛼 = �̂� ∕ (𝑠𝑒(�̂�))    ………………….. (4.28) 

where, �̂� is the estimate of 𝛼 and 𝑠𝑒(�̂�) is the coefficient standard error. 

This statistic does not follow the conventional Student’s t-distribution 

under the null hypothesis of a unit root, and Dickey and Fuller (1979) derived 

asymptotic results and simulated critical values for several test and sample sizes. 

In recent times, MacKinnon (1991, 1996) implemented a much greater set of 

simulations than those presented by Dickey and Fuller (1979). Moreover, 

MacKinnon (1991,1996) estimated response surfaces for the simulation results, 

permitting the calculation of DF critical values and 𝑝-values for arbitrary 

sample sizes. 

 If the series of a data set is an AR(1) process, only then is the above 

simple DF unit root test valid. The hypothesis of white noise disturbances 𝜖𝑡 is 

violated, if the series is correlated at higher order lags. Actually, the ADF test 
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constructs a parametric correction for higher order correlation by assuming that 

the 𝑦 series follows an AR(p) process and adding 𝑝 lagged difference terms of 

the dependent variable 𝑦 to the right-hand side of the test regression:  

𝛥𝑦𝑡 =  𝛼𝑦𝑡−1 + 𝑥𝑡
′𝛿 + 𝛽1 𝛥𝑦𝑡−1 + 𝛽2𝛥𝑦𝑡−2 + ⋯+ 𝛽𝑝𝛥𝑦𝑡−𝑝 + 𝑣𝑡 … (4.29) 

This augmented specification is then utilised to test equation (4.26) 

using the t-ratio in equation (4.28). An important result obtained by Fuller is 

that the asymptotic distribution of the 𝑡-ratio for 𝛼 is independent of the number 

of lagged first differences included in the ADF regression. Said and Dickey 

(1984) showed that the ADF test was asymptotically valid in the existence of a 

moving average element, given that necessary lagged difference terms are 

added in the test regression.  

4.2.4.3.2 Dickey-Fuller Test with GLS Detrending (DFGLS) 

Researchers may elect to include a constant, or a constant and a linear 

time trend, while performing the ADF regression. For these two cases, Elliott, 

Rothenberg, & Stock (1996) suggested a simple modification of the ADF tests 

in which the data were detrended so that explanatory variables are ‘taken out’ 

of the data prior to running the test regression. 

Elliott et al. (1996) defined a quasi-difference of 𝑦𝑡 that depended on the 

value 𝑎 representing the specific point alternative against which we wish to test 

the null hypothesis: 

𝑑 (𝑦𝑡|𝑎) =  { 
𝑦𝑡

𝑦𝑡 − 𝑎𝑦𝑡−1
     

𝑖𝑓 𝑡 = 1
𝑖𝑓 𝑡 > 1

   …………. (4.30)  

Next, consider an OLS regression of the quasi-differenced data d (yt|a) on the 

quasi-differenced d (xt|a): 
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𝑑 (𝑦𝑡|𝑎) =  𝑑 (𝑦𝑡|𝑎)′ 𝛿(𝑎) + 휂𝑡  ………………. (4.31) 

where, 𝑥𝑡 contains either a constant, or a constant and trend, and let 𝛿(𝑎) be the 

OLS estimates from this regression. 

 Now, it is required to estimate the value for 𝑎. Elliott et al. (1996) 

recommended the use of 𝑎 =  �̅�, where: 

�̅� =  { 
1 − 7 ∕ 𝑇

1 − 13.5 ∕ 𝑇
             

𝑖𝑓 𝑥𝑡 = [1]
𝑖𝑓 𝑥𝑡 = [1, 𝑡]

        ………….. (4.32) 

The generalised least squares (GLS) detrended data 𝑦𝑡
𝑑 can be defined as 

follows: 

𝛥𝑦𝑡
𝑑 =  𝛼𝑦𝑡−1

𝑑 + 𝛽1𝛥𝑦𝑡−1
𝑑 + ⋯+ 𝛽𝑝𝛥𝑦𝑡−𝑝

𝑑 + 𝑣𝑡  ……………. (4.33) 

Because 𝑦𝑡
𝑑 are detrended, 𝑥𝑡 is not included in the DFGLS test 

equation. Similar to the ADF test, the t-ratio for �̂� from this test equation is 

considered. While the DFGLS t-ratio follows a DF distribution in the constant 

only case, the asymptotic distribution differs when one includes both a constant 

and trend. 

 The ADF and DFGLS unit root tests can provide precise answers about 

stationarity or non-stationarity; however, they also have weaknesses. They may 

fail to notice a false null-hypothesis. Both Brooks (2002) and Gujarati and 

Porter (2009) showed that unit root tests had low power if the process was 

stationary but with a root close to the non-stationary boundary. Thomas (1997) 

indicated that this lack of power meant that the tests failed to detect stationarity 

when the series followed a stationary process. 
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 Takaendesa (2006) stated that an increase in sample size could solve this 

problem. Alternatively, we can use a stationarity test, e.g. the KPSS test, which 

is performed in the present study for overcoming this potential problem.  

4.2.4.3.3 The Kwiatkowski, Phillips, Schmidt and Shin (KPSS) Test 

Stationarity tests, unlike unit root tests, have stationarity under the null 

hypothesis, thus reversing the null and alternative hypothesis under unit root 

tests such as the ADF or the DFGLS of the previous section. Kwiatkowski, 

Phillips, Schmidt, and Shin(1992) assumed the series to be trend-stationary 

under the null hypothesis for their suggested test. Their test is derived by starting 

with the model presented in the following equation: 

𝑦𝑡 = 𝛽′𝐷𝑡 + 𝜇𝑡 + 𝑣𝑡  …………………………. (4.34) 

where, 𝜇𝑡 = 𝜇𝑡−1 + 휀𝑡,   휀𝑡 ~ 𝑊𝑁 (0, 𝜎2) and 𝐷𝑡 contains deterministic 

components (constant or constant plus time trend). 

The LM statistic can be defined as: 

𝐾𝑃𝑆𝑆 = (𝑇−2 ∑ �̂�𝑡
2)𝑇

𝑡=1 ∕ �̂�2    ………………….. (4.35) 

where, �̂�𝑡
2 = ∑ 𝑣𝑗

𝑡
𝑗=1 , 𝑣𝑗  is the residual of a regression of 𝑦𝑡 on 𝐷𝑡 and �̂�2 is a 

consistent estimate of the long-run variance of 𝑣𝑡 using 𝑣𝑡.  

 The calculated LM statistic is compared to the KPSS (1992) critical 

values to determine a conclusion about the stationarity of a series. If the 

calculated LM statistic is smaller than the critical values, the null hypothesis is 

accepted and the conclusion will be that the series is stationary. The opposite 

will be true for a non-stationary time series.  
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4.2.4.3.4 Modified Augmented Dickey-Fuller with A Breakpoint 

If the data are trend stationary with a structural break for any research, then 

conventional unit root tests are biased toward a false unit root null hypothesis. 

This is something that all researchers should keep in mind. Perron (1989) 

discussed this issue and reminded researchers that structural change and unit 

roots are closely related. This finding has encouraged advances in a vast 

literature outlining several unit root tests that stay valid in the existence of a 

break. 

We also investigated this issue in the present study. The existence of a break 

in any macroeconomic indicator or growth curve over time may be identified 

by an analyst or a researcher before the corresponding time series data is 

completely obtained or collected (Agung, 2009). By looking at the graph of the 

variables of our model, it was possible to guess a break in 2008 to 2009 for most 

of the variables. In addition to this process, we utilised several types of modified 

ADF tests, which permit for levels and trends that diverge via a single break 

date. This process allowed us to compute unit root tests with a single break 

where: 

• The break can occur slowly or immediately. 

• The break consists of a level shift, a trend break, or both a shift and break. 

• The break date is known, or the break date is unknown and estimated from 

the data. 

• The data are non-trending or trending. 

Before describing the process of modified ADF, it is useful to define a few 

variables that allowed us to characterise the breaks according to EViews9.5 
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(2016). The complete procedure follows the straightforward outline discussed 

in studies by Banerjee, Lumsdaine, and Stock (1992), Perron (1989, 2006), 

Vogelsang and Perron (1998) and Zivot and Andrews (1992). Let 1(∙) be an 

indicator function that takes the value 1 if the argument (∙) is true, and 0 

otherwise. Then, the following variables are defined in terms of a specified 

break date Τ𝑏, 

• An intercept break variable  

𝐷𝑈𝑡(𝑇𝑏) = 1 (𝑡 ≥  𝑇𝑏) 

which takes the value 0 for all dates prior to the break, and 1 thereafter. 

• A trend break variable 

𝐷𝑇𝑡(𝑇𝑏) = 1(𝑡 ≥  𝑇𝑏) ∙ (𝑡 − 𝑇𝑏 + 1)  

which takes the value 0 for all dates prior to the break, and is a break date re-

based trend for all subsequent dates. 

• A one-time break dummy variable 

𝐷𝑡(𝑇𝑏) = 1(𝑡 =  𝑇𝑏)  

which takes the value of 1 only on the break date and 0 otherwise. 

According to EViews9.5 (2016), the break date is the first date for the 

new regime. This is in contrast to a lot of the literature that defines the break 

date as the last date of the previous regime. It considers four basic models for 

data with a one-time break. The first model with a one-time change in level for 

non-trending data; for trending data, the models with a change in level; a change 

in both level and trend; and a change in trend. In addition, it considers two 

versions of the four models that differ in their treatment of the break dynamics: 
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the innovational outlier model assumes that the break occurs gradually, with the 

breaks following the same dynamic path as the innovations, while the additive 

outlier model assumes the breaks occur immediately. The tests considered here 

evaluate the null hypothesis that the data follow a unit root process, possibly 

with a break, against a trend stationary with break alternative. Within this basic 

framework there are a variety of specifications for the null and alternative 

hypotheses, depending on the assumptions one wishes to make about the break 

dynamics, trend behaviour, and whether the break date is known or determined 

endogenously. 

4.2.5 Concluding Remarks 

The purpose of this chapter was to establish an analytical framework on 

the basis of the theoretical models of commodity prices. After considering all 

the important accessible data in Australia, an empirical model that relates 

commodity prices to various Australian macroeconomic variables was 

determined. If the estimated model passed numerous residual diagnostic checks 

detailed in the subsequent chapter, then it would be employed to examine the 

influence and degree of shocks to each of the macroeconomic variables on the 

Australian commodity prices. 
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Chapter 5 OUTCOMES OF AUSTRALIAN 

COMMODITY PRICE DYNAMICS 

5.1 Introduction 

The previous chapter provides the analytical framework and reviews 

various techniques for evaluating the Australian commodity price dynamics 

utilised in the present study. In this chapter, the long-run as well as short-run 

determinants of Australian commodity prices have been examined. This chapter 

will also assess the impact on commodity prices after the shocks on these 

macroeconomic variables and will reveal the timeframe that these shocks will 

be transmitted onto the Australian commodity prices. We employ the Johansen 

(1988, 1991) cointegration and VECM approach first, followed by the Granger 

causality along with the impulse response and variance decomposition 

technique to evaluate the Australian commodity price dynamics. 

5.2 Empirical Findings 

The empirical findings of the study are provided in five sub-sections. 

We present the results of unit root tests in section one, followed by the 

cointegration test and the long-run relationships of the Australian commodity 

prices as well as the macroeconomic variables in the second sub-section. The 

third sub-section presents the VECM results, including several diagnostic 

checks to show the short-run dynamics of this relationships. The fourth sub-

section of this chapter shows VEC Granger causality test results and the last 
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sub-section analyses the dynamic behaviour of the VECM utilising the IRF as 

well as variance decomposition.  

5.2.1 Unit Root Results 

The first step in Johansen’s (1988, 1991) methodology is to determine the 

order of integration of the series. This research began with the unit root test for 

all the variables included in the present study, using the ADF and DFGLS tests, 

with the null hypothesis of a unit root against the alternative of stationarity of 

data series. The test results are shown in Table 5.1, which includes both 

‘intercept’ and ‘trend and intercept’ options. 

The results of the ADF tests in Table 5.1 reveal that with the ‘intercept’ and 

‘trend and intercept’ options, four series in our model (𝑟𝑐𝑖, 𝑟𝑒𝑟, 𝑖𝑝 and 𝑠𝑝𝑟) 

were first difference stationary 𝐼(1) in all the cases and the rr series is level 

stationary, as was expected. With the same option, the DFGLS tests in Table 

5.1 show that three variables (𝑟𝑐𝑖, 𝑟𝑒𝑟, and 𝑠𝑝𝑟) were first difference stationary 

I(1), while only two variables (𝑟𝑟 𝑎𝑛𝑑 𝑖𝑝) were level stationary 𝐼(0). In case of 

only two variables (𝑖𝑝 and 𝑠𝑝𝑟) with the option of ‘intercept’ only, the DFGLS 

tests showed higher order (more than 1) stationarity of the variables.  

To confirm the stationarity of most of the variables of our model, we applied 

a third test, the KPSS test. It should be remembered here that the ADF and 

DFGLS methods test the null hypothesis of a unit root, while the KPSS has as 

its null hypothesis that the series is stationary; therefore, a rejection of the null 

hypothesis under both the ADF and the DFGLS means that the series does not 

have a unit root, while the rejection of the null hypothesis under the KPSS is 

interpreted as evidence of non-stationary or presence of a unit root in the series. 
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The results of the KPSS tests in Table 5.1 show that with the ‘intercept’ and 

‘trend and intercept’ options, (𝑟𝑟) was only level stationary 𝐼(0). Moreover, 

with both the options, all our variables of the model (𝑟𝑐𝑖, 𝑟𝑟, 𝑟𝑒𝑟, 𝑟𝑖𝑝 and 𝑠𝑝𝑟) 

were first difference stationary 𝐼(1) at the 1 per cent as well as at the 5 per cent 

level of significance. 
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Test  rci rr rer ip spr 

  Intercept Trend & 

Intercept 

Intercept Trend & 

Intercept 

Intercept Trend & 

Intercept 

Intercept Trend & 

Intercept 

Intercept Trend & 

Intercept 

ADF  Level -1.82 

 

-1.35 -4.36* -3.83* -1.80 -2.00 -1.78 -2.83 -1.45 -0.14 

 1st 

Difference 

-7.75* -7.86*    -10.47* -10.50* -4.21* -4.67* -13.91* -14.18* 

Order of 

Integration 

I(1) I(1) I(0) I(0) I(1) I(1) I(1) I(1) I(1) I(1) 

DFGLS Level -1.16 -1.41 -2.67* -3.33**  -0.95 -2.19 3.19 -2.83*** -0.64 -0.30 

1st 

Difference 

-2.59* -6.49*   

-3.76* 

-8.60* 

-0.73 

 -0.83 -5.12* 

Order of 

Integration 

I(1) I(1) I(0) I(0) I(1) I(1) -  I(0) -  I(1) 

KPSS Level 0.82** 0.28***  0.54  0.11 1.29** 0.24*  1.68* 0.32*  0.91** 0.38* 

1st 

Difference 

   

0.24** 

  0.05*    

  

    

Order of 

Integration 

I(1) I(1) I(0) I(0)  I(1) I(1) I(1) I(1) I(1) I(1) 
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Table 5.1 Unit Root Test Results 

Note: *, ** and *** represent No Unit Root at 1 per cent, 5 per cent and 10 per cent level of significance, respectively. The dates inside the () show the 

breakpoints identified by the modified ADF test. 

Test with 

a 

breakpoint 

(Modified 

ADF) 

Level -2.67 

 

-2.97 

 

-5.27* 

(01/10/2008) 

 

-5.25* 

(1/10/2008) 

 

-3.22 

 

-3.65 

 

-0.89 

 

-4.60 

 

-2.37 

 

-2.20 

 

1st 

Difference 

-8.58* 

(1/04/2009) 

-8.59* 

(1/10/2008) 

  -12.39* 

(1/10/2008) 

-12.54* 

(1/10/2008) 

-6.47* 

(1/09/2015) 

-6.51* 

(1/09/2015) 

-14.91* 

(1/10/2008) 

-14.90* 

(1/10/2008) 

Order of 

Integration 

I(1) I(1) I(0) I(0) I(1) I(1) I(1) I(1) I(1) I(1) 
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To identify the existence of possible breakpoints in our model, we also 

conducted modified ADF tests (Table 5.1). The modified ADF tests identified 

several breakpoints in the data series of the variables of our model. However, 

four out of five variables of our model showed the same break date in the series, 

i.e. the 𝑟𝑐𝑖, rr, 𝑟𝑒𝑟 and Australian 𝑠𝑝𝑟 had the break date as 1 October, 2008. 

Moreover, the Australian 𝑖𝑝, which is a volume index, showed the break date as 

1 September, 2015. However, in the case of the 𝑟𝑐𝑖 with the option of ‘intercept’ 

only, the break date was 1 April, 2009. Because in the majority of the cases the 

break date was revealed as being the 1 October, 2008, this can be justified by 

the influence of the GFC on the Australian economy. Therefore, we considered 

this date to be the break date of our model. The modified ADF tests revealed all 

the variables of our model as first difference stationary 𝐼(1), except for the rr, 

which was a level stationary 𝐼(0) series. 

Figure (5.1) represents the graphs of DF t-statistics for all the variables, 

which has the same breakpoint at 1 October, 2008 and the variables were 

𝑟𝑐𝑖, 𝑟𝑟, 𝑟𝑒𝑟 and 𝑠𝑝𝑟. 
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Figure 5.1 Test Statistics Graphs with the Same Breakpoint 

The above graphs in Figure 5.1 show that the first different Australian 

real commodity price index (rci) with the ‘intercept and trend’ option had a 

breakpoint at 1 October, 2008 and the t-statistics (-8.59) confirmed the first 

difference stationarity at a 1 per cent significant level. The graphs of the DF t-

statistics of real interest rate show the breakpoints at 1 October, 2008 in both 

cases and confirm that the series is level stationary. The first difference of the 

Australian rer with both of the options of ‘intercept only’ as well as ‘intercept 

and trend’ confirms the breakpoint at the same point of time and also endorses 

the first difference stationarity of the series at a 1 per cent level of significance.  

The last two graphs of Figure 5.1 represent the DF t-statistics for the 

first difference of Australian resources spr for ‘intercept only’ and ‘intercept 

and trend’ and confirm the same breakpoint at 1 October, 2008. The t-statistics 

of -14.91 and -14.90 are significant at a 1 per cent level and both of them 

confirm the first difference stationarity of the spr series.  
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Figure 5.2 Test Statistics Graphs with Different Breakpoint 

Figure 5.2 shows the graphs of the DF t-statistics of various variables with 

different breakpoints. The first graph represents the DF t-statistics for the first 
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difference of the Australian real commodity price (rci) and shows the breakpoint 

at April, 2009. The t-statistic for this is -8.58 and is significant at the 1 per cent 

level. The Australian economic activity that is represented by the ip has the 

possible breakpoint at September 2015 and this is the case for both ‘intercept 

only’ as well as ‘intercept and trend’ options. This variable is first difference 

stationary 𝐼(0) in both cases and significant at the 1 per cent level. 

The normal visual representation of the graphs in Figure 5.3 also show the 

possible breakpoint at October, 2008 for four of our variables in the model. They 

are rci, rr, rer and spr. We also conducted further statistical tests to confirm the 

possible break at this point. 
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Figure 5.3 Graphical Representation of the Variables with Possible 

Breakpoint at October, 2008 

The study conducted the Chow’s breakpoint test for the model after 

assuming 1 October, 2008 as the possible break date. The results are shown in 

Table 5.2.  

Table 5.2 Chow's Breakpoint Test 

Chow Breakpoint Test: 1/10/2008   

Null Hypothesis: No breaks at specified breakpoints 

Varying regressors: All equation variables  

Equation Sample: 2000M01 2015M12 
     

     

F-statistic 30.31857  Prob. F(5,182) 0.0000 

Log likelihood ratio 116.3356  Prob. Chi-Square(5) 0.0000 

Wald Statistic  151.5929  Prob. Chi-Square(5) 0.0000 
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The results in Table 5.2 confirm the possible breakpoints in our time 

series in 1 October, 2008 on the basis of p-value = 0.0000. It means that the null 

hypothesis of ‘no breaks at specified breakpoints’ (here, 1 October, 2008) is 

rejected. We considered this specific date as a possible breakpoint of our model 

preliminary on the basis of the unit root test results with a breakpoint. Thus, we 

constructed a 𝑑𝑢𝑚𝑚𝑦 variable, which assumes value 0 from January 2000 to 

the month of the breakpoint and 1 thereafter. This is because we defined the 

break date as the first date for the new regime of our commodity price model 

(EViews9.5, 2016).  

5.2.2 Lag Selection Criteria and Stability of the Model 

The commodity price model specified in our research should have the 

accurate number of lags included. Too many included lags will mean that we 

lose many degrees of freedom. According to Thomsen, Sandager, Logerman, 

Johanson, and Andersen (2013), the determination of lag length is a trade-off 

between the curse of dimensionality and reduced models, which are not 

appropriate to indicate the dynamic adjustment. Even with enclosure of a small 

lag length interval we would have to estimate many parameters. Increasing the 

number of parameters means that the degrees of freedom decrease. 

The following table (Table 5.3) shows the summary test statistics to select 

the appropriate lag length for our commodity price model. After considering the 

final prediction error and Akaike information criterion, we decided to choose 

three as our appropriate lag length.  
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Table 5.3 Lag Order Selection Criteria 

 

* indicates lag order selected by the criterion. Here, FPE = Final prediction error and AIC = 

Akaike information criterion.  

The author wanted to minimise the information criteria by selecting the 

appropriate lag length. The information criteria functions are functions of the 

log-likelihood function. Thus, the information criteria seek to handle the trade-

off between a parsimonious model and a comprehensive model. 

However, to check the residuals for serial independence is another important 

issue when selecting the appropriate lag length for the model. Table 5.4 shows 

the results for the VAR residual serial correlation LM tests. 

 

 

 

 

 Lag Order Selection Criteria 

Endogenous variables: rci, rr, rer, ip, spr, dummy  

Exogenous variables: C  

 FPE AIC 

Lag 3 3 

LogL 2835.453 2835.453 

Test Statistics 2.98e-21* -30.23836* 
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Table 5.4 Residual Serial Correlation LM Test 

VAR Residual Serial Correlation LM Tests 

Null Hypothesis: no serial correlation at lag order h 

Included observation: 188 

Lags LM-Stat Prob 

1 43.03791 0.1954 

2 36.70363 0.4361 

3 51.63546 0.0442 

4 44.18991 0.1641 

Probabilities from chi-square with 36 degrees of freedom 

 

The author found the problem was that at lag length 3, the model rejected 

the null hypothesis of ‘no serial correlation at lag order h’. This serial correlation 

was removed if we increased the maximum lag length to 4. At lag length 4, the 

LM-stat is 44.19, which cannot reject the null hypothesis and endorses no serial 

correlation among the variables at lag order 4. Thus, the author decided to 

choose 4 as our appropriate lag length for each variable of our model in the 

present study. The graphs of the VAR residuals are presented in the Figure 5.4. 
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Figure 5.4 VAR Residual Graphs 

After considering the lag length as 4 based on the relevant statistical tests, 

the author conducted further econometric procedures to determine the dynamic 

interactions among the variables of our commodity price model. 
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5.2.3 Cointegration Results 

The author conducted the Johansen (1988, 1991) procedure to perform 

cointegration analysis in the present study to determine whether there is a long-

run equilibrium relationship between the commodity price and other 

macroeconomic variables. The existence of cointegration specifies that there is 

a theoretical connection among the variables and they are in equilibrium in the 

long run in spite of short-run deviance from each other (Kabir, Bashar, & Masih, 

2014). According to MaMasih, Alsahlawi, and DeMello (2010), cointegration 

shows that the variables in the system are interdependent and highly integrated 

and each variable contains information for the prediction of other variables in 

the cointegrated system.
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Table 5.5 Unrestricted Cointegration Rank Test Results 

Trend Assumption: Linear deterministic trend 

Variables: 𝑟𝑐𝑖, 𝑟𝑟, 𝑟𝑒𝑟, 𝑟𝑖𝑝, 𝑠𝑝𝑟, 𝑑𝑢𝑚𝑚𝑦 

Cointegration Rank Test Type Cointegrating Equation(s) Eigenvalue Statistic 0.05 Critical Value Prob** 

Trace 01 0.227301 115.8825* 95.75366 0.0010 

0.134956 67.66159 69.81889 0.0.0734 

Maximum Eigenvalue 01 0.227301 48.22095* 40.07757 0.0049 

0.134956 27.11041 33.87687 0.2575 

Note: * denotes rejection of the hypothesis at the 0.05 level; 

** MacKinnon, Haug, and Michelis (1999) p-values
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In the cointegration analysis, the author considered four macroeconomic 

variables (𝑟𝑟, 𝑟𝑒𝑟, 𝑖𝑝 and 𝑠𝑝𝑟) to determine their influence on 𝑟𝑐𝑖. The results 

are shown in Table 5.5, which shows the cointegration test results for the 

commodity price model that we specified, based on trace and maximum 

eigenvalue statistics.  

Beginning with the trace test, the null hypothesis of no cointegrating 

vector was rejected, since the test statistic of approximately 115.88 is greater 

than the 5 per cent critical value of approximately 95.75 with the probability of 

0.0010. However, the null hypothesis, that there is at most one cointegrating 

vector, cannot be rejected since the test statistic of approximately 67.66 is now 

less than the 5 per cent critical value of approximately 69.82. The trace test, 

therefore, indicates one cointegrating relationship at the 5 per cent level of 

significance. 

The maximum eigenvalue form of the Johansen test also rejects the null 

hypothesis of no cointegration. Table 5.5 shows that the maximum eigenvalue 

statistic of 48.22 is greater than the 5 per cent critical value of approximately 

40.08 with the probability of 0.0049. However, the null hypothesis, that there is 

at most one cointegrating vector, cannot be rejected since the test statistic of 

approximately 27.11 is now less than the 5 per cent critical value of 

approximately 33.88. Thus, the maximum eigenvalue test indicates one 

cointegrating relationship at the 5 per cent level of significance as well. 

The trace and eigenvalue statistics yielded the same results for the 

number of cointegrating vectors. Moreover, the eigenvalue statistics dropped 



 
 

Page 187 of 295 
 
 

sharply for both tests from 0.23 to 0.13. Therefore, we can say that the statistical 

model of our study represents the commodity price model fairly.  

After normalising the value of 𝑟𝑐𝑖, we obtained the following 

cointegrating Equation (5.1) with the standard error in parentheses: 

𝑟𝑐𝑖 = − 
𝟗. 𝟐𝟗𝟏 𝒓𝒓
(2.096)

− 
0.019 𝑟𝑒𝑟
(0.351)

−
𝟑. 𝟑𝟎𝟑 𝒊𝒑
(0.640)

+
𝟎. 𝟕𝟕𝟑𝒔𝒑𝒓
(0.102)

+ 
𝟎. 𝟏𝟗𝟏 𝒅𝒖𝒎𝒎𝒚

(0.097)
--------- (5.1) 

Equation (5.1) shows the expected sign of all the variables based on the 

literature. However, rr, ip, spr and the dummy are significant in our model. The 

result shows that the Australian rr, rer and ip have an adverse effect on the rci. 

However, the effect of the rer on real commodity prices in the long run is not 

significant. On the other hand, the spr showed a significant favourable effect on 

the rci in the long run, which is also supported by existing literature. The effect 

of a structural break is also significant in the model. Overall, Equation (5.1) 

represents the long-run relationship between the commodity price index and 

other macroeconomic variables of Australia. 

5.2.4 Vector Error Correction Results 

The variables of current model are cointegrated in the long run; 

therefore, there exists an error correction mechanism that brings together the 

long-run relationship with its short-run dynamic adjustments. The error 

correction mechanism combines the long-run equilibrium with short-run 

dynamics to reach the equilibrium situation. Since we were dealing with a 

multivariate VAR system, the multivariate counterpart of error correction 

mechanism was known as the VECM. This VECM can be expressed according 

to the following matrix form (Table 5.6): 
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Table 5.6 Matrix Form of VECM 

[
 
 
 
 
∆𝑟𝑐𝑖𝑡
∆𝑟𝑟𝑡
∆𝑟𝑒𝑟𝑡
∆rip𝑡

∆𝑠𝑝𝑟𝑡]
 
 
 
 

=

[
 
 
 
 
−0.025
−0.010
−0.029
−0.003
−0.072]

 
 
 
 

[1.000 −9.291 −0.019 −3.303 +0.773] 

[
 
 
 
 
𝑟𝑐𝑖𝑡−1

𝑟𝑟𝑡−1
𝑟𝑒𝑟𝑡−1

𝑖𝑝𝑡−1

𝑠𝑝𝑟𝑡−1]
 
 
 
 

+ 

[
 
 
 
 
+0.514 +0.765 +0.092 −1.144 −0.013
−0.024 −0.019 +0.031 −0.085 −0.042
−0.269
−0.000
−0.202

−0.384
−0.022
−0.486

+0.043 +2.079 −0.008
+0.002 +0.891 +0.002
+0.111 −1.737 −0.214]

 
 
 
 

[
 
 
 
 
∆𝑟𝑐𝑖𝑡−1

∆𝑟𝑟𝑡−1

∆𝑟𝑒𝑟𝑡−1

∆ip𝑡−1

∆𝑠𝑝𝑟𝑡−1]
 
 
 
 

+

[
 
 
 
 
−0.046 +0.210 +0.083 −0.345 −0.021
+0.059 +0.115 +0.098 +0.083 −0.030
+0.088
−0.011
+0.209

+0.043
+0.029
+0.433

−0.130 −1.584 +0.006
−0.022 −0.106 −0.001
+0.532 −1.250 −0.117]

 
 
 
 

[
 
 
 
 
∆𝑟𝑐𝑖𝑡−2

∆𝑟𝑟𝑡−2

∆𝑟𝑒𝑟𝑡−2

∆ip𝑡−2

∆𝑠𝑝𝑟𝑡−2]
 
 
 
 

+

[
 
 
 
 
+0.103 +0.516 +0.200 +1.651 +0.042
+0.036 −0.130 −0.066 +0.322 −0.001
−0.030
−0.003
−0.012

+0.216
−0.069
+0.064

+0.025 −0.967 −0.020
+0.003 −0.323 −0.004
−0.360 +1.549 +0.017]

 
 
 
 

[
 
 
 
 
∆𝑟𝑐𝑖𝑡−3

∆𝑟𝑟𝑡−3

∆𝑟𝑒𝑟𝑡−3

∆ip𝑡−3

∆𝑠𝑝𝑟𝑡−3]
 
 
 
 

+

[
 
 
 
 
+0.033 +0.315 −0.008 −0.954 +0.061
−0.031 −0.068 −0.003 +0.008 +0.001
−0.073
−0.002
−0.221

+0.220
+0.018
−0.075

−0.209 +1.109 −0.032
−0.009 +0.202 −0.004
−0.083 −1.403 −0.092]

 
 
 
 

[
 
 
 
 
∆𝑟𝑐𝑖𝑡−4

∆𝑟𝑟𝑡−4

∆𝑟𝑒𝑟𝑡−4

∆ip𝑡−4

∆𝑠𝑝𝑟𝑡−4]
 
 
 
 

+

[
 
 
 
 
𝑢1𝑡

𝑢2𝑡

𝑢3𝑡

𝑢4𝑡

𝑢5𝑡]
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The estimates of parsimonious dynamic error correction models from the above 

matrix form (Table 5.6) are reported in the following equations:  

Equation (5.2): 

∆𝑟𝑐𝑖𝑡 = −𝟎. 𝟎𝟐𝟓 𝑬𝑪𝑻𝒕−𝒌 + 𝟎. 𝟓𝟏𝟒∆𝒓𝒄𝒊−𝟏 − 0.046∆𝑟𝑐𝑖−2 + 0.103∆𝑟𝑐𝑖−3 +

0.033∆𝑟𝑐𝑖−4 + 𝟎. 𝟕𝟔𝟓∆𝒓𝒓−𝟏 + 0.210∆𝑟𝑟−2 + 𝟎. 𝟓𝟏𝟔∆𝒓𝒓−𝟑 + 0.315∆𝑟𝑟−4 +

0.092∆𝑟𝑒𝑟−1 + 0.083∆𝑟𝑒𝑟−2 + 0.200∆𝑟𝑒𝑟−3 − 0.008∆𝑟𝑒𝑟−4 −

1.144∆𝑖𝑝−1 − 0.345∆𝑖𝑝−2 + 1.651∆𝑖𝑝−3 − 0.954∆𝑖𝑝−4 − 0.013∆𝑠𝑝𝑟−1 −

0.021∆𝑠𝑝𝑟−2 + 0.042∆𝑠𝑝𝑟−3 + 0.061∆𝑠𝑝𝑟−4 + 𝑢1𝑡 --------- (5.2)  

Equation (5.3): 

∆𝑟𝑟𝑡 = −𝟎. 𝟎𝟏𝟎 𝑬𝑪𝑻𝒕−𝒌 − 0.024∆𝑟𝑐𝑖−1 + 𝟎. 𝟎𝟓𝟗∆𝒓𝒄𝒊−𝟐 + 0.036∆𝑟𝑐𝑖−3 −

0.031∆𝑟𝑐𝑖−4 − 0.019∆𝑟𝑟−1 + 0.115∆𝑟𝑟−2 − 0.130∆𝑟𝑟−3 − 0.068∆𝑟𝑟−4 +

0.031∆𝑟𝑒𝑟−1 + 𝟎. 𝟎𝟗𝟖∆𝒓𝒆𝒓−𝟐 − 0.066∆𝑟𝑒𝑟−3 − 0.003∆𝑟𝑒𝑟−4 −

0.085∆𝑖𝑝−1 + 0.083∆𝑖𝑝−2 + 0.322∆𝑖𝑝−3 + 0.008∆𝑖𝑝−4 − 𝟎. 𝟎𝟒𝟐∆𝒔𝒑𝒓−𝟏 −

𝟎. 𝟎𝟑𝟎∆𝒔𝒑𝒓−𝟐 − 0.001∆𝑠𝑝𝑟−3 + 0.001∆𝑠𝑝𝑟−4 + 𝑢2𝑡 ----------------------

---------------------------------- (5.3) 

Equation (5.4): 

∆𝑟𝑒𝑟𝑡 = −𝟎. 𝟎𝟐𝟗 𝑬𝑪𝑻𝒕−𝒌 − 𝟎. 𝟐𝟔𝟗∆𝒓𝒄𝒊−𝟏 + 0.088∆𝑟𝑐𝑖−2 − 0.030∆𝑟𝑐𝑖−3 −

0.073∆𝑟𝑐𝑖−4 − 𝟎. 𝟑𝟖𝟒∆𝒓𝒓−𝟏 + 0.043∆𝑟𝑟−2 + 0.216∆𝑟𝑟−3 + 0.220∆𝑟𝑟−4 +

0.043∆𝑟𝑒𝑟−1 − 0.130∆𝑟𝑒𝑟−2 + 0.025∆𝑟𝑒𝑟−3 − 𝟎. 𝟐𝟎𝟗∆𝒓𝒆𝒓−𝟒 +

𝟐. 𝟎𝟕𝟗∆𝒊𝒑−𝟏 − 𝟏. 𝟓𝟖𝟒∆𝒊𝒑−𝟐 − 0.967∆𝑖𝑝−3 − 𝟏. 𝟏𝟎𝟗∆𝒊𝒑−𝟒 −

0.008∆𝑠𝑝𝑟−1 − 0.006∆𝑠𝑝𝑟−2 − 0.020∆𝑠𝑝𝑟−3 − 0.032∆𝑠𝑝𝑟−4 + 𝑢3𝑡       ------

--------------------------------------------------  (5.4) 
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Equation (5.5): 

∆𝑟𝑖𝑝𝑡 = −𝟎. 𝟎𝟎𝟑 𝑬𝑪𝑻𝒕−𝒌 − 0.000∆𝑟𝑐𝑖−1 − 0.011∆𝑟𝑐𝑖−2 − 0.003∆𝑟𝑐𝑖−3 −

0.002∆𝑟𝑐𝑖−4 + 0.022∆𝑟𝑟−1 + 0.029∆𝑟𝑟−2 − 𝟎. 𝟎𝟔𝟗∆𝒓𝒓−𝟑 + 0.018∆𝑟𝑟−4 +

0.002∆𝑟𝑒𝑟−1 − 𝟎. 𝟎𝟐𝟐∆𝒓𝒆𝒓−𝟐 + 0.003∆𝑟𝑒𝑟−3 − 0.009∆𝑟𝑒𝑟−4 +

𝟎. 𝟖𝟗𝟏∆𝒊𝒑−𝟏 − 0.106∆𝑖𝑝−2 − 𝟎. 𝟑𝟐𝟑∆𝒊𝒑−𝟑 + 𝟎. 𝟐𝟎𝟐∆𝒊𝒑−𝟒 +

0.002∆𝑠𝑝𝑟−1 − 0.001∆𝑠𝑝𝑟−2 − 0.004∆𝑠𝑝𝑟−3 − 0.004∆𝑠𝑝𝑟−4 + 𝑢4𝑡    --------

------- (5.5) 

Equation (5.6): 

∆𝑠𝑝𝑟𝑡 = −𝟎. 𝟎𝟕𝟐 𝑬𝑪𝑻𝒕−𝒌 − 0.202∆𝑟𝑐𝑖−1 + 0.209∆𝑟𝑐𝑖−2 − 0.012∆𝑟𝑐𝑖−3 −

0.221∆𝑟𝑐𝑖−4 − 0.486∆𝑟𝑟−1 + 0.433∆𝑟𝑟−2 + 0.064∆𝑟𝑟−3 − 0.075∆𝑟𝑟−4 +

0.111∆𝑟𝑒𝑟−1 + 𝟎. 𝟓𝟑𝟐∆𝒓𝒆𝒓−𝟐 − 0.360∆𝑟𝑒𝑟−3 − 0.083∆𝑟𝑒𝑟−4 −

1.737∆𝑖𝑝−1 − 1.250∆𝑖𝑝−2 + 1.549∆𝑖𝑝−3 − 1.403∆𝑟𝑖𝑝−4 − 𝟎. 𝟐𝟏𝟒∆𝒔𝒑𝒓−𝟏 −

0.117∆𝑠𝑝𝑟−2 + 0.017∆𝑠𝑝𝑟−3 − 0.092∆𝑠𝑝𝑟−4 + 𝑢5𝑡       --------------------------

--------------------------- (5.6) 

The above five equations are the VEC equations of our commodity price 

system. Among all these equations, the sign of the error correction terms or the 

sign of 𝛼𝑠 are the expected negative (-) sign for all VEC equations (5.2), (5.3), 

(5.4), (5.5) and (5.6). Moreover, equation (5.2) is statistically significant with t 

= -1.783 and p = 0.0750. Equation (5.3) is significant with t = -2.053 and p = 

0.0403. Equation (5.4) is statistically significant with t = -2.736 and p = 0.0063. 

Equation (5.5) is significant with t = -2.218 and p = 0.0268. Finally, equation 

(5.6) is statistically significant with t = -2.491 and p = 0.0129. These error terms 

measure the speed of adjustments in the 𝑟𝑐𝑖 to the equilibrium level after 
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following a shock in the system. Thus, the model shows that all the variables 

helped to restore the divergence from the long-run equilibrium in the Australian 

commodity price model. 

It is clear from the previous econometric model discussion that the VEC 

has cointegration relations built into the specification so that it restricts the long-

run behaviour of the endogenous variables to converge to their cointegrating 

relationships while allowing for short-run adjustment dynamics. The 

cointegration term is known as the error correction term since the deviation from 

long-run equilibrium is corrected gradually via a series of partial short-run 

adjustments. The first coefficients on the right hand side of equations (5.2), 

(5.3), (5.4), (5.5) and (5.6) are the error correction terms. In long-run 

equilibrium, these terms are zero. However, if rci, rr, rer, ip and spr deviate 

from the long-run equilibrium, the error correction terms would become non-

zero and each variable adjusts to partially restore the equilibrium relation. The 

first coefficient of each equation measured the speed of adjustment of that 

particular endogenous variable towards the equilibrium. The summary of the 

significant VEC equations including some diagnostic checks is shown in Table 

(5.7).  
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Table 5.7 Significant Vector Error Correction Equations 

Equations  Eq. (5.2) Eq. (5.3) Eq. (5.4) Eq. (5.5) Eq. (5.6) 

Endogenous 

Variables 
∆𝑟𝑐𝑖 ∆𝑟𝑟 ∆𝑟𝑒𝑟 ∆𝑖𝑝 ∆𝑠𝑝𝑟 

 Error 

Correction  

−𝟎. 𝟎𝟐𝟓
[−1.783]

 
−0.010

[−2.053]
 

−0.029
[−2.736]

 
−0.003
[−2.218]

 
−0.072
[−2.492]

 

      

∆𝐫𝐜𝐢−𝟏 +𝟎. 𝟓𝟏𝟒
[5.474]

 
- −0.269

[−3.674]
 

- - 

∆𝐫𝐜𝐢−𝟐 - +0.059
[1.601]

 
- - - 

∆𝐫𝐫−𝟏 +0.765
[3.382]

 
- −0.384

[−2.185]
 

- - 

∆𝐫𝐫−𝟑 - - - −0.069
[−3.471]

 
- 

∆𝐫𝐞𝐫−𝟐 - +0.098
[1.932]

 
- −0.022

[−1.892]
 

+0.532
[1.839]

 

∆𝐫𝐞𝐫−𝟒 - - −0.209
[−1.938]

 
- - 

∆𝐢𝐩−𝟏 - - +2.079
[2.783]

 
+0.891
[10.896]

 
- 

∆𝐢𝐩−𝟐 - - −1.584
[−1.681]

 
- - 

∆𝐢𝐩−𝟑 - - - −0.323
[−3.357]

 
- 

∆𝐢𝐩−𝟒 - - +1.109
[1.705]

 
+0.202
[2.843]

 
- 

∆𝐬𝐩𝐫−𝟏 - −0.042
[−2.604]

 
- - −0.214

[−2.337]
 

R-squared 0.4679 0.1941 0.3189 0.6332 0.2162 

Adj. R-

squared 

0.3853 0.0690 0.2131 0.5762 0.0945 

F-statistic 5.66 1.55 3.02 11.12 1.78 

Log 

likelihood 

416.34 603.01 463.32 876.98 277.00 

Akaike 

AIC 

-4.17 -6.17 -4.68 -9.10 -2.68 

Schwarz 

SC 

-3.73 -5.72 -4.23 -8.65 -2.24 

Note: t statistics in [ ]. 

From Table 5.7 the expected signs of all the error terms of our model are 

negative and the coefficients are statistically significant. Equation (5.2) shows 

that if there is a shock in the system, the actual 𝑟𝑐𝑖 would adjust to its 
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equilibrium level at approximately the 2.5 per cent rate in every month. This is 

confirmed with t = -1.783 and p = 0.0750. This 2.5 per cent per month is the 

adjustment speed to disequilibrium in the long run. All the error correction terms 

show that the shocks in any of the variables would converge them towards the 

long-run equilibrium significantly.  

Table 5.7 represents the summary of Equation (5.2), (5.3), (5.4), (5.5) and 

(5.6) and shows statistical results based on the VEC model having endogenous 

variables (rci, rr, rer, ip and spr) with lag specification ‘1 4’. The regression 

function of the VECM of equation (5.2) has an estimated cointegrating equation 

(𝑟𝑐𝑖−1 − 9.29𝑟𝑟−1 − 0.019𝑟𝑒𝑟−1 − 3.303𝑖𝑝−1 + 0.773𝑠𝑝𝑟−1 +

 0.1916𝑑𝑢𝑚𝑚𝑦−1), and the shock in real commodity prices with one month 

lag has significant positive impact in the short run in this model. This is true for 

the real interest rate with one month’s lag as well. However, we cannot delete 

the insignificant variables from the error correction model. Agung (2009) stated 

that even though some of the variables in the VECM have an insignificant effect 

on all of the endogenous variables, those insignificant variables cannot be 

deleted since the VECM should have all these variables to measure the 

appropriate short-run dynamics. Therefore, we need to retain all the variables in 

every VEC equation even though they have insignificant effects on the 

endogenous variables of the system.  

We have checked the stability of our VECM with the assistance of an AR 

Roots table (Table 8.8) and a graph of the AR Roots of a characteristic 

polynomial (Figure 5.5).  
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Table 5.8 AR Roots Table 

Roots of Characteristic Polynomial 

Endogenous variables: RCI RR RER IP SPR DUMMY  

Lag specification: 1 4 
  
     Root Modulus 
  
   1.000000  1.000000 

 1.000000  1.000000 

 1.000000  1.000000 

 1.000000 - 7.49e-16i  1.000000 

 1.000000 + 7.49e-16i  1.000000 

 0.812992 + 0.227721i  0.844282 

 0.812992 - 0.227721i  0.844282 

 0.812908  0.812908 

 0.417416 + 0.559753i  0.698254 

 0.417416 - 0.559753i  0.698254 

 0.281900 + 0.626783i  0.687258 

 0.281900 - 0.626783i  0.687258 

-0.414965 - 0.542554i  0.683052 

-0.414965 + 0.542554i  0.683052 

-0.650435  0.650435 

 0.509541 + 0.385548i  0.638967 

 0.509541 - 0.385548i  0.638967 

-0.498543 - 0.377639i  0.625425 

-0.498543 + 0.377639i  0.625425 

 0.298471 - 0.511319i  0.592057 

 0.298471 + 0.511319i  0.592057 

-0.026638 - 0.574386i  0.575004 

-0.026638 + 0.574386i  0.575004 

-0.364116 - 0.436129i  0.568145 

-0.364116 + 0.436129i  0.568145 

-0.529697 - 0.175791i  0.558106 

-0.529697 + 0.175791i  0.558106 

 0.270910 + 0.327363i  0.424922 

 0.270910 - 0.327363i  0.424922 

 0.355431  0.355431 
  
   VEC specification imposes 5 unit root(s). 

 

Table 5.8 shows 12 pairs of complex roots and 6 real roots. The first pair 

of complex roots 1.000000 - 7.49e-16i and 1.000000 + 7.49e-16i has an equal 

modulus of 1.000000. In the same way, the second pair to twelfth pair of 

complex roots have an equal modulus for each pair. Among the other six real 

roots, three of them have the equal modulus of 1.000000. Thus, with these 12 

pairs of complex roots and the other 6 real roots, our VECM showed that no 
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roots lie outside the unit circle. Actually, all inverse roots smaller than 1 

indicates that our model is stable. Therefore, it satisfies the stability condition 

of our model with the lag-length of 4. 

 This result can also be seen in Figure 5.5,which uses a complex 

coordinate system. 
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Figure 5.5 Graph of the AR Roots of the VEC Model  

Figure 5.5 confirms the stability of the VECM by showing the short-run 

dynamics of the commodity price model. The graph shows both the real as well 

as complex roots within the unit circle, and thus confirms the stability of the 

VECM. 

According to Agung (2009), we can also utilise the system equation to 

conduct Wald coefficient tests to measure multivariate hypothesis of the 

cointegration equation influence on endogenous variables of the system. This 

process cannot be achieved using the VECM. However, this special Wald test 
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can be performed to compare the VECM results with the null hypothesis of 

𝐻0: 𝛼11 =  𝛼21 = 𝛼31 = 𝛼41 = 𝛼51 = 𝛼61 = 0. The results are given in the 

following table (Table 5.9): 

Table 5.9 Wald Test of the System Equation 

    
    Test Statistic Value df Probability 
    
    Chi-square  55.00893  6  0.0000 
    
        

Null Hypothesis: 𝛼11 = 𝛼21 = 𝛼31 = 𝛼41 = 𝛼51 =
𝛼61 = 0 

Null Hypothesis Summary:  
    
    Normalized Restriction (= 0) Value Std. Err. 
    
    𝛼11 -0.025  0.0128 

𝛼21 -0.010  0.0047 

𝛼31 -0.029  0.0099 

𝛼41 -0.003  0.0011 

𝛼51 -0.072  0.0269 

𝛼61 +0.011  0.0307 
    
    

Restrictions are linear in coefficients. 

 

Thus, a multivariate hypothesis of the cointegration equation effect can be 

tested on all endogenous variables by imposing the restriction on the adjustment 

coefficients to compare the VECM results. This null hypothesis is rejected 

based on the chi-squared statistic of 55.0089 with df = 6 and a p-value 0.0000. 

Therefore, it can be concluded that the cointegrating equation (𝑟𝑐𝑖−1 −

9.29𝑟𝑟−1 − 0.019𝑟𝑒𝑟−1 − 3.30𝑖𝑝−1 + 0.773𝑠𝑝𝑟−1 + 0.191𝑑𝑢𝑚𝑚𝑦−1) has a 

significant effect on (∆𝑟𝑐𝑖𝑡, ∆𝑟𝑟𝑡, ∆𝑟𝑒𝑟𝑡, ∆𝑖𝑝𝑡, ∆𝑠𝑝𝑟𝑡). 

The above discussion suggests that the commodity price model constitutes 

the true cointegrating relationship in the first cointegrating vector. Our 
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conclusion is supported by the plot in Figure 5.6 showing the first vector in the 

cointegrating space, which appears to be stationary. 
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Figure 5.6 Cointegration Graph of Commodity Price Model 

 

5.2.5 Granger Causality 

A causality test examines whether the lags of one variable enter into the 

equation for another variable. To explain the causality simply, Gujarati (2009) 

stated that since the future cannot predict the past, if variable z (Granger) causes 

variable y, then changes in z should precede changes in y. Therefore, in a 

regression of y on other variables, including its own past values, if we include 

past or lagged values of z and it significantly improves the prediction of y, then 

we can say that z (Granger) causes y. A similar definition applies if y (Granger) 

causes z. 

Enders (2008) clarified Granger causality with a two-equation model: 



 
 

Page 198 of 295 
 
 

[
𝑦𝑡

𝑧𝑡
] =  [

𝑏10 − 𝑏12𝑏20

𝑏20
] + [

𝛾11 − 𝑏12𝛾21

𝛾21

𝛾12 − 𝑏12𝛾22

𝛾22
] [

𝑦𝑡−1

𝑧𝑡−1
] +

 [
𝜖𝑦𝑡 − 𝑏12𝜖𝑧𝑡

𝜖𝑧𝑡
] ----------------------------------------------------------- (5.7) 

Estimating the system using OLS yields the theoretical parameter estimates: 

𝑦𝑡 = 𝑎10 + 𝑎11𝑦𝑡−1 + 𝑎12𝑧𝑡−1 + 𝑒1𝑡 

𝑧𝑡 = 𝑎20 + 𝑎21𝑦𝑡−1 + 𝑎22𝑧𝑡−1 + 𝑒2𝑡 

where, 

𝑎10 = 𝑏10 − 𝑏12𝑏20  

𝑎11 = 𝛾11 − 𝑏12𝛾21 

𝑎12 = 𝛾12 − 𝑏12𝛾22 

𝑎20 = 𝑏20 

𝑎21 = 𝛾21 

𝑎22 = 𝛾22 

 

In the case of Equation (5.7), it is possible to test the hypothesis that 𝑎21 =

0 with a t-test. In that model with p lags, [𝑦𝑡] does not Granger cause [𝑧𝑡] if and 

only if all the coefficients of 𝐴21 (𝐿) are equal to zero. Thus, if [𝑦𝑡] does not 

improve the forecasting performance of [𝑧𝑡], then [𝑦𝑡] does not Granger cause 

[𝑧𝑡]. The direct way to determine Granger causality is to use a standard F-test 

to test the restriction:  

𝑎21(1) =  𝑎21 (2) =  𝑎21 (3) =  ⋯ = 0 
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In the n variable case in which 𝐴𝑖𝑗(𝐿) represents the coefficients of lagged 

values of variable j on variable i, variable j does not Granger cause variable i if 

all coefficients of the polynomial 𝐴𝑖𝑗(𝐿) can be set equal to zero.  

However, according to Granger (1988) if the variables are non-stationary 

and cointegrated, the adequate method to examine the causal relations is the 

VECM. Therefore, the condition for exogeneity can be checked. Enders (2008) 

stated that Granger causality is a weaker condition than the condition for 

exogeneity. A necessary condition for the exogeneity of [𝑧𝑡] is for current and 

past values of [𝑦𝑡] to not affect [𝑧𝑡]. In our case, we utilised a block exogeneity 

test, which is a multivariate generalisation form of the Granger causality test 

and can actually be called a ‘block causality’ test. In any event, the issue was to 

determine whether lags of one variable, say, 𝑤𝑡, Granger cause any other of the 

variables in the system. In the three variables case (𝑤𝑡, 𝑦𝑡 and 𝑧𝑡), the test is 

whether lags of 𝑤𝑡 Granger cause either 𝑦𝑡 or 𝑧𝑡. In essence, the block 

exogeneity restricts all lags of 𝑤𝑡 in the 𝑦𝑡 and 𝑧𝑡 equations to be equal to zero. 

This cross-equation restriction is properly tested utilising the likelihood ratio 

test given by: 

(𝑇 − 𝑐)(𝑙𝑜𝑔|∑𝑟|  − 𝑙𝑜𝑔|∑𝑢|)  ---------------------------- (5.8) 

where, 

T = number of usable observations, 

c = maximum number of regressors contained in the longest equation.  

∑𝑟 and ∑𝑢 = variance/covariance matrices of the unrestricted and restricted 

system, respectively. 
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Therefore, the process is to estimate the 𝑦𝑡 and 𝑧𝑡 equations utilising p 

lagged values of (𝑦𝑡), (𝑧𝑡) and (𝑤𝑡) and calculate ∑𝑢. Then, the two equations 

can be re-estimated excluding the lagged values of (𝑤𝑡) and ∑𝑟calculated. Next, 

the likelihood ratio statistics could be determined using Equation (5.8). 

This likelihood ratio statistic has a 𝜒2 distribution with degrees of freedom 

equal to 2p, since p lagged values of (𝑤𝑡) are excluded from each equation. 

Hence, c = 3p + 1 since the two unrestricted 𝑦𝑡 and 𝑧𝑡 equations contain p lags 

of (𝑦𝑡), (𝑧𝑡), and (𝑤𝑡) plus a constant.  

5.2.5.1 VEC Granger Causality/Block Exogeneity Results 

After considering the issues in the previous section, we conducted VEC 

Granger causality tests during the present study to determine the relationship 

between Australian commodity prices and the other considered macroeconomic 

variables. The present study has one cointegrating vector in the model; 

therefore, a VAR-based Granger causality would be misleading (Enders, 2008; 

C. W. Granger, 1988; Parsva & Lean, 2011). Thus, the sources of causality 

could be identified from the significance test of the coefficients of independent 

variables in the VECM. We divided our results for both short-run (Table 5.10) 

and long-run (Table 5.11) causality. The null hypothesis was that the lagged 

explanatory variables of the model and also their joint significance do not 

Granger cause the dependent variable. 

 Regarding the causality of the short run, we tested the nullity of the 

parameters associated with independent variables in each equation of VECM 

(Equations 5.2, 5.3, 5.4, 5.5 and 5.6) using the 𝜒2 – Wald statistics. Gujarati 

(2009) showed that the direction of causality might depend critically on the 
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number of lagged terms included; therefore, we conducted the tests for different 

lagged terms as undertaken by Brahmasrene, Huang, and Sissoko (2014).  

Table 5.10 Short-run Granger Causality Tests 

Sources of Causation → Dependent 

Variable 

Number of 

Lags 

Chi-sq 

∆𝑟𝑟 →  ∆𝑟𝑐𝑖 4 months 8.033*** 

∆𝑟𝑟 →  ∆𝑟𝑐𝑖 5 months 12.267* 

∆𝑟𝑟 →  ∆𝑟𝑐𝑖 6 months 11.774*** 

∆𝑟𝑐𝑖 →  ∆𝑟𝑟 1 month 5.875* 

∆𝑟𝑐𝑖 →  ∆𝑟𝑟 4 months 10.044* 

∆𝑟𝑐𝑖 →  ∆𝑟𝑟 5 months 10.473*** 

∆𝑟𝑒𝑟 →  ∆𝑟𝑐𝑖 1 month 2.997*** 

∆𝑟𝑐𝑖 →  ∆𝑟𝑒𝑟 2 months 5.452*** 

∆𝑟𝑐𝑖 →  ∆𝑟𝑒𝑟 3 months 10.088* 

∆𝑟𝑐𝑖 →  ∆𝑟𝑒𝑟 4 months 8.027*** 

∆𝑟𝑐𝑖 →  ∆𝑖𝑝 2 months 4.488*** 

∆𝑟𝑐𝑖 →  ∆𝑖𝑝 3 months 7.359*** 

∆𝑟𝑐𝑖 →  ∆𝑖𝑝 10 months 16.036*** 

∆𝑟𝑐𝑖 →  ∆𝑖𝑝 11 months 19.641* 

∆𝑠𝑝𝑟 →  ∆𝑟𝑐𝑖 2 months 5.911** 

∆𝑠𝑝𝑟 →  ∆𝑟𝑐𝑖 3 months 7.137*** 

∆𝑠𝑝𝑟 →  ∆𝑟𝑐𝑖 7 months 16.060* 

Notes: → Implies Granger cause, e.g.  

∆𝑠𝑝𝑟 →  ∆𝑟𝑐𝑖 implies stock price Granger causes commodity price index. *, ** and 

*** denotes statistical significance at the 1 per cent, 5 per cent and 10 per cent levels, 

respectively. 

Table 5.10 helps to analyse the causal relationships between rci and 

other variables of interest of the commodity price model. Based on the Granger 
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(1969) approach, Granger’s concept of causality does not imply a cause-effect 

relationship, but rather is based only on ‘predictability’ or ‘forecastability’. 

Therefore, the short-run causality tests from the VECM equation (5.2) shows 

that the current and past information on interest rate helps improve the forecasts 

of commodity prices in four to six months. Only the four and sixth month lags 

had a statistical significance level of 10 per cent, while the fifth lag had a 1 per 

cent significance level. The null hypothesis was rejected in these months. 

Therefore, according to the data, interest rate Granger caused commodity price 

index in the short run. This finding supports the study of Frankel (2006).  

Table 5.10 also shows that the Australian trade weighted real exchange 

rate’s current and past information helps improve the forecasts of commodity 

prices immediately (one month) and this lag has a statistical significance level 

of 10 per cent with 𝜒2 = 2.997. Thus, the null hypothesis of the Granger 

causality tests is rejected for this VECM equation with a significant error 

correction term. The author also observed that commodity price index Granger 

caused the real exchange rate in between two and four-month lags. However, 

the error correction term of the VECM equation with real exchange rate as the 

dependent variable (Equation 5.4) was also significant. Our findings are 

consistent with Simpson and Evans (2004a). This result is also consistent with 

Bashar and Kabir (2013) who conducted their research on Australian quarterly 

data for over 30 years. They showed a two-way Granger causality between 

exchange rate and commodity prices. However, our result shows stronger 

causality from commodity prices to real exchange rates in the short run than the 

other way around. 



 
 

Page 203 of 295 
 
 

The VECM short-run Granger causality tests also showed that the 

current and past information on S&P/ASX 200 resources index improved the 

forecast ability of commodity prices in two to three months as well as in seven 

months’ time. The seven-month lag had a statistical significance level of 1 per 

cent with 𝜒2 = 16.060. However, the null hypothesis was rejected in two 

months at 5 per cent and in three months at the 10 per cent level of significance. 

Thus, the result showed that real stock price index Granger caused commodity 

price index in the short run. Our findings are consistent with Rossi (2005, 2012).  

Table 5.10 also represents unidirectional causality from commodity 

price to ip in two, three, ten and eleven months. In all these four cases the null 

hypotheses were rejected with significant statistics. This is consistent with the 

outcomes of Labys and Maizels (1993). In the present study, ip is the dependent 

variable of the VECM Equation (5.5), which has the significant error correction 

term.  

The VECM Granger causality for the long run is reported in Table 5.11. 

The causality in the long run can be tested by the significance of the speed of 

adjustment. This study utilised the t-statistics of the coefficients of the error 

correction term, which indicated whether there were long-run causal effects. In 

Table 5.11 only the long-run Granger causality for Equation (5.2) are shown, 

which also has the significant error correction term with appropriate sign and 

shows the main objective of our research, i.e. to identify the impacts of other 

macroeconomic variables on Australian commodity prices. 
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Table 5.11 Long-run Granger Causality Tests 

Sources of Causation → Dependent 

Variable 

Number of 

Lags 

t-statistics  

𝐸𝐶𝑇 ↛  ∆𝑟𝑐𝑖 1 month 4.057
(0.5412)

 

𝐸𝐶𝑇 ↛  ∆𝑟𝑐𝑖 2 months 14.99
(0.1321)

 

𝐸𝐶𝑇 →  ∆𝑟𝑐𝑖 3 months 22.408
(0.0975)

 

𝐸𝐶𝑇 ↛  ∆𝑟𝑐𝑖 4 months 27.8203
(0.1137)

 

𝐸𝐶𝑇 →  ∆𝑟𝑐𝑖 5 months 39.9825
(0.0370)

 

𝐸𝐶𝑇 →  ∆𝑟𝑐𝑖 6 months 44.0355
(0.0473)

 

𝐸𝐶𝑇 →  ∆𝑟𝑐𝑖 7 months 68.2139
(0.0007)

 

𝐸𝐶𝑇 →  ∆𝑟𝑐𝑖 8 months 77.6911
(0.0003)

 

𝐸𝐶𝑇 →  ∆𝑟𝑐𝑖 9 months 82.1915
(0.0006)

 

𝐸𝐶𝑇 →  ∆𝑟𝑐𝑖 10 months 84.0004
(0.0018)

 

𝐸𝐶𝑇 →  ∆𝑟𝑐𝑖 11 months 82.7956
(0.0091)

 

𝐸𝐶𝑇 →  ∆𝑟𝑐𝑖 12 months 86.8572
(0.0133)

 

Notes: ↛ implies does not Granger cause and → implies Granger cause. 

Parentheses show the probabilities of the relevant t-statistics.  

Table 5.11 shows the results for the causality tests for VECM equation 

(5.2) for different lag lengths. The long-run causality test results show that error 

correction term does not Granger causes commodity price during the first and 

second months. However, the results explain that current and past information 
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of the adjustment speed of the cointegrating vector of our long-run model helps 

improve forecasts of commodity prices in three to twelve months, except during 

the fourth month that has the statistical significance level close to 10 per cent. 

Thus, we can conclude that the elasticity of the cointegration vector Granger 

caused commodity price index in the long run.  

5.3 The Dynamic Behaviour of the Vector Error 

Correction Model 

The dynamic behaviour of the VECM was analysed using the IRF and 

variance decomposition. 

5.3.1 Impulse Response Functions (IRFs) 

IRFs actually show the effects of shocks on the adjustment path of the 

variables. For that reason, this process can be utilised to analyse the dynamic 

relations between the endogenous variables of a VAR(p) process. Impulse 

response analysis in the framework of VAR models were pioneered by Sims 

(1980, 1981). These impulse responses are sometimes called forecast error 

impulse responses because the innovations are the 1-step ahead forecast errors 

( Lutkepohl, 2005).  

However, the econometric process may contain I(1) variables and r 

cointegrating relations, where 0 < 𝑟 < 𝐾. This is exactly the case in our study 

and, therefore, the process can be written as a VECM: 

𝛤0𝛥𝑦𝑡 =  𝛼�́�𝑦𝑡−1 + 𝛤1𝛥𝑦𝑡−1 + ⋯+ 𝛤𝑝−1𝛥𝑦𝑡−𝑝+1 + 𝑢𝑡………… (5.9) 

where, Γ𝑗  (𝑗 = 0, 1, … , 𝑝 − 1) are the short-run parameter matrices, 𝛼 is the 

(𝐾 × 𝑟) loading matrix and 𝛽 is a (𝐾 × 𝑟) matrix containing r linearly 
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independent cointegration relations. The above VECM form Equation (5.9) of 

the model and shows the instantaneous and intertemporal relations between the 

variables. According to Benkwitz and Lutkepohl (2001), the exact form of these 

relations among the variables is usually difficult to see directly from the 

coefficients, especially if they are only identifying restrictions on the short-term 

parameters Γ𝑗 (𝑗 = 0, 1, … , 𝑝 − 1). Therefore, the researchers compute IRFs so 

that the analysis can represent the marginal responses if the endogenous 

variables of the system to an impulse in one of the endogenous variables. These 

may be considered as restricted forecasts of the endogenous variables given that 

they have been zero up to time 0 when an impulse in one of the variables 

occurred. Various kinds of impulse responses are used to understand the models 

and it depends on the kind of impulse striking the system. The important 

property of these impulse responses is that they are nonlinear functions of the 

parameters of the model (5.9): 

𝜙𝑖𝑗,ℎ = 𝜙𝑖𝑗,ℎ (𝐴0, 𝐴1, … , 𝐴𝑝) =  𝜙𝑖𝑗,ℎ (𝛼, 𝛽, 𝛤0, 𝛤1, … , 𝛤𝑝−1) ---- (5.10) 

where, 𝜙𝑖𝑗,ℎ represents the response of variable i to an impulse in variable j, h 

periods previously. 

 Usually the coefficients of the VECM in equation (5.9) are estimated by 

maximum likelihood or feasible GLS. Estimators of the impulse responses are 

then obtained as: 

�̂�𝑖𝑗,ℎ = 𝜙𝑖𝑗,ℎ (�̂�, �̂�, �̂�0, �̂�1, … , �̂�𝑝−1) -------     (5.11) 

where, �̂�, �̂�, Γ̂0, Γ̂1, … , Γ̂𝑝−1 are the estimated VECM parameter matrices. Under 

general assumptions, the resulting impulse responses have asymptotic normal 

distributions and confidence intervals (CIs) can be constructed from these. In 
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practice, bootstrap methods are often utilised for constructing CIs and in the 

present study we applied bootstrap methods. Bootstrap approaches sometimes 

lead to more consistent small sample inference than CIs founded on standard 

asymptotic theory (Benkwitz & Lutkepohl, 2001).  

 A series of bootstrap datasets were produced for our study and the IRF 

statistic was calculated for all sets of variables. The following algorithm 

proposed by Benkwitz and Lutkepohl (2001) was applied: 

1. Estimate the parameters of the VECM. The parameters of the models of 

our study were estimated in the previous section of this chapter. 

2. Generate bootstrap residuals 𝑢1
∗  , … . . , 𝑢𝑡

∗ by randomly drawing with 

replacement from the set of estimated and re-centred residuals, (�̂�1 −

 �̅�. , … , �̂�𝑇 − �̅�.), where �̂�𝑡 = Γ̂0Δy𝑡 − �̂��̂�,𝑦𝑡−1 − Γ̂1Δy𝑡−1 − ⋯−

 Γ̂𝑝−1Δy𝑡−𝑝+1, and �̅�. = 𝑇−1  ∑ �̂�𝑡.  

3. After the bootstrap residuals were created, they were utilised to produce 

a bootstrap dataset by including them in the data generating process. 

This process consists of the components; eigenvectors, variables in 

levels, coefficients, regressors (first differences of the time series and 

deterministic terms) and bootstrap residuals. Thus, set (𝑦−𝑝+1
∗  , … , 𝑦0

∗) =

(𝑦−𝑝+1 , … , 𝑦0) and construct bootstrap time series recursively using the 

levels representation of basic VAR model: 𝑦𝑡
∗ = �̂�0

−1 (�̂�1𝑦𝑡−1
∗ + ⋯+

 �̂�𝑝𝑦𝑡−𝑝
∗ + 𝑢𝑡

∗ ) , 𝑡 = 1,… , 𝑇.  

4. Re-estimate the parameters Γ0, Γ1, … , Γ𝑝−1, 𝛼 , 𝛽 from the generated data 

and there are two alternative ways to do so. The first possibility is to use 

the same estimation method in each bootstrap replication that was 
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utilised in estimating the VECM coefficients from the original data. 

Alternatively, one may argue that the 𝛽 matrix is estimated super-

consistently from the original data and therefore is treated as known and 

fixed in the bootstrap replications. 

5. Calculate a bootstrap version of the statistic of interest. The purpose of 

the bootstrapping was to see the certainty we can attach to the impulse 

response analysis conducted. The CI bands were an appropriate tool for 

measuring certainty of the analysis in this position. The most commonly 

applied method in setting up CIs for impulse responses in practice 

proceeds by using 𝛾 2⁄ −and (1 − 𝛾 2⁄ )-quantiles. 

Hall (1992) presented several modifications of the above process in the 

bootstrap literature in the following way: let 𝑡𝛾∕2
∗  and 𝑡(1−𝛾 2⁄ )

∗  be the 

𝛾 2⁄  and (1 − 𝛾 2⁄ ) quantiles of ℒ (�̂�𝑇
∗ −

 �̂�𝑇  |𝑦−𝑝+1, … , 𝑦0, … , 𝑦𝑇  ;  𝑥1, … , 𝑥𝑇), respectively. According to the 

usual bootstrap analogy, ℒ (�̂�𝑇 −  𝜙 )  ≈  ℒ (�̂�𝑇
∗ −

 �̂�𝑇  |𝑦−𝑝+1, … , 𝑦0, … , 𝑦𝑇  ;  𝑥1, … , 𝑥𝑇), one obtains the interval: 

𝐶𝐼𝐻 = [ �̂�𝑇 − 𝑡(1−𝛾 2⁄ )
∗ , �̂�𝑇 − 𝑡𝛾∕2

∗  . Here, we use the symbols 

𝜙 , �̂�𝑇 𝑎𝑛𝑑 �̂�𝑇
∗  to denote a general impulse response coefficient, its 

estimator implied by the estimators of the model coefficients and the 

corresponding bootstrap estimator, respectively. The subscript T 

indicates the sample size.  

The 𝐶𝐼𝐻 labelled in the last stage is described as the ‘percentile interval’ 

by Hall (1992) and Hall’s percentile method is asymptotically correct (Benkwitz 

& Lutkepohl, 2001). In our study, we applied this bootstrap method and for 
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reliable CIs the number of bootstrap replications has to be large, approximately 

a few thousand. In our study, the number of bootstrap replications was set to 

1,500 similar to Akram (2009), although Akram (2009) suggested that it does 

not matter if one uses fewer replications.  

5.3.2 Robustness of the Dynamic Results of VECM and Ordering of 

the Variables 

The estimation results of IRFs and variance decomposition are sensitive to 

different orderings of the variables of the model ( Lutkepohl, 2005; Sims, 1981). 

Therefore, Sims (1981) and Brooks (2002) suggested investigating the 

sensitivity of the results to the ordering of the variables. 

Brooks (2002) stated that impulse responses refer to a unit shock to the 

errors of one vector autoregressive equation alone. This means in the system 

that the error terms of all other equations are held constant. However, the fact 

is that the error terms are likely to be correlated across equations of the system 

to some degree. Therefore, assuming that the error terms are entirely 

independent would lead to a distortion of the model dynamics. In fact, the errors 

would have a common element that cannot be linked with a single variable 

alone. 

According to Brooks (2002), the standard solution to this problem is to 

create orthogonalised impulse responses, which we have done for the present 

study. In the case of a bivariate vector autoregressive system, the entire mutual 

element of the errors is attributed somewhat randomly to the first variable in the 

VAR. For the multivariate case, the calculations are more difficult but the 

explanation is similar. Such a restriction in effect implies an ‘ordering’ of 
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variables, i.e. the equation for 𝑦1𝑡 would be estimated first and then that of𝑦2𝑡, 

which is similar to a recursive or triangular system.  

A specific ordering is therefore assumed to be essential to calculate the 

impulse responses and variance decompositions, although the constraint 

underlying the ordering utilised might not be supported by the data. Again, 

ordering of all the variables should be supported by financial theories (Brooks, 

2002). Therefore, to ensure the robustness of the dynamic results of the model, 

researchers follow the trend of the literature in selecting the orderings of the 

variables of the model.  

To identify the shocks, the author ordered the variables in current model 

following the relevant literature and thereby the corresponding shocks were 

(𝑖𝑝, 𝑟𝑟, 𝑟𝑒𝑟, 𝑠𝑝𝑟, 𝑟𝑐𝑖)′. This implies: 

𝐵 𝑚𝑎𝑡𝑟𝑖𝑥 =  

[
 
 
 
 
∗ 0
∗ ∗
∗ ∗

0 0 0
0 0 0
∗ 0 0

∗ ∗
∗ ∗

∗ ∗ 0
∗ ∗ ∗]

 
 
 
 

 

[
 
 
 
 
�̅�𝑖𝑝

�̅�𝑟𝑟

�̅�𝑟𝑒𝑟

�̅�𝑠𝑝𝑟

�̅�𝑟𝑐𝑖 ]
 
 
 
 

 

where, 𝐵 is a lower diagonal matrix consistent with the Cholesky 

decomposition. The ‘*’ entries in the matrix represent unrestricted parameter 

values. The zeros suggest that the associated fundamental shock did not 

contemporaneously affect the corresponding endogenous variable. Specifically, 

the first row in matrix B implies that 𝑖𝑝 might respond contemporaneously to 

only its own shocks, while the other four shocks do not have a contemporaneous 

effect on 𝑖𝑝. The second row suggests that the 𝑟𝑟 might respond 

contemporaneously to both shocks to 𝑖𝑝 and shocks directly to its own, while 
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the third row implies that the 𝑟𝑒𝑟 may respond contemporaneously to shocks to 

𝑖𝑝 and 𝑟𝑟, in addition to shocks directly to 𝑟𝑒𝑟. Finally, the 𝐵 matrix confirms 

our assumption that real commodity prices in Australia respond 

contemporaneously to all of the shocks. 

 The ordering of ip and hence of the shocks to ip followed by the rr, rer 

and then by the spr is more consistent with previous studies, e.g. Akram (2009), 

Eichenbaum and Evans (1995), Favero (2001) and Klotz, Lin, and Hsu (2014) 

and the references therein. In our study, the main focus was on the response of 

commodity prices to other macroeconomic variables. Therefore, we deviated 

from of the majority of previous studies and placed Australian real commodity 

prices after all other variables by following Akram (2014).  

Several researchers have given importance to variables ‘ordering’ after 

analysing the correlation among the residuals of the variables. Borozan (2011) 

showed that if the error terms of the VEC equations were not correlated, 

employing different orderings would not change the results of IRFs as well as 

variance decompositions. In our study, we have checked the serial correlation 

of the residuals of the VECM and found ‘no serial correlation’ among the 

residuals of VEC equations. When the residuals were almost uncorrelated, the 

ordering of the variables would make little difference (Lutkepohl, 2005). 

However, we also followed the trend of existing literature for ordering the 

variables before computing IRFs and variance decompositions. Thus, the results 

of the IRFs and variance decompositions represent the true dynamic behaviour 

of our model. 
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The non-orthogonalised general IRFs show the cumulative effect. For our 

analysis we utilised orthogonalised IRFs, which measure the isolated effect 

from a shock in one variable to another.  

5.3.3 Impulse Response Results of Australian Commodity Prices 

The explanation of the VECM coefficients in the earlier segment of this 

chapter does not offer much understanding to the interrelation and association 

of the variables in the model. There were numerous coefficients in each 

regression and several of them were insignificant. Therefore, IRFs were 

investigated to learn more about how the Australian commodity prices 

responded to other macroeconomic variable changes in a shock environment. 

This computation was useful for this research in assessing how shocks to 

economic variables reverberate through our specific model.  

To report statistical significance, the author drew confidence bands around 

the impulse response function. If zero lies outside the confidence band, then it 

is statistically distinguishable from zero (R. H. Murphy, 2015). We analysed 

impulse responses based on the VECM and present 95 per cent CIs obtained by 

bootstrapping suggested by Hall (1992) together with the impulse responses to 

different shocks. 

In the present study, to analyse the IRFs we constructed 95 per cent Hall 

percentile CIs and conducted orthogonal impulse responses analysis. To obtain 

the orthogonal impulse response the Cholesky decomposition of the covariance 

matrix of the residuals was applied.  
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Figure 5.7 Responses of Real Commodity Price (rci) to Real 

Commodity Price (rci) 

In Figure 5.7, the immediate reaction to a commodity price shock is shown 

as an increase in rci, which increases sharply up to the first month. Then, it starts 

to rise at a lower rate and continuing to its peak during the third month. Thus, a 

one standard deviation shock to commodity prices causes commodity prices to 

peak at approximately 3 months and then start to fall gradually.  

Table 5.12 Significant VECM Orthogonal Impulse Responses: 

Responses of rci to rci 

TIME ESTIMATE CONFIDENCE INTERVAL (CI)* 

00 Month 0.0209 [ 0.0198, 0.0257] 

03 Month 0.0346 [ 0.0274, 0.0489] 

 06 Month 0.0331  [ 0.0204, 0.0467] 

09 Month 0.0259 [ 0.0103, 0.0417] 

12 Month 0.0215 [ 0.0051, 0.0383] 

15 Month 0.0200 [ 0.0020, 0.0384] 

18 Month     0.0208 [ 0.0030, 0.0389] 
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21 Month 0.0218 [ 0.0051, 0.0390] 

24 Month 0.0224 [ 0.0059, 0.0388] 

Note: * This is the 95 per cent Hall percentile CI (B = 1,500; h = 24) 

Eventually a continuous decrease in commodity price is observed for at least 

a year and half before increasing a small amount (Table 5.12). In Figure 5.7 we 

see that around the IRF, the confidence interval bands followed the same 

direction, which means that the IRF is relatively reliable. The effect of the shock 

on commodity price is statistically significant.  

 

Figure 5.8 Responses of Real Commodity Price (rci) to Real Interest 

Rate (rr) 

Figure 5.8 shows the responses of rci because of an impulse in rr. The 

graph shows that a one standard deviation shock to rr causes the rci to increase 

by a small amount and then decrease at a slower rate up to the fourth month and 

then reduces at a sharp rate before it becomes almost constant after one year of 

the initial shock. The responses of rci from the impulse of rr is always negative 

and the effects are statistically significant at the 5 per cent level from the 
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medium term at approximately sixth months after the initial shock. This can also 

be seen in Table 5.13. 

 

TIME ESTIMATE CONFIDENCE INTERVAL (CI)* 

00 Month -0.0028   [ -0.0063, 0.0001] 

03 Month -0.0022   [ -0.0127, 0.0091] 

06 Month -0.0156    [ -0.0339, -0.0002] 

09 Month -0.0317 [ -0.0583, -0.0152] 

12 Month -0.0402 [ -0.0722, -0.0188] 

15 Month -0.0409 [ -0.0749, -0.0154] 

18 Month     -0.0384 [ -0.0715, -0.0093] 

21 Month -0.0362 [ -0.0672, -0.0054] 

24 Month -0.0354 [ -0.0653, -0.0042] 

Note: * This is 95 per cent Hall percentile CI (B = 1,500; h = 24) 

Table 5.13 Significant VECM Orthogonal Impulse Responses: 

Responses of rci to rr  

Figure 5.8 also shows that the CIs widen out from the beginning, which 

indicates that the shock has a permanent negative effect on rci. This negative 

impact on rci becomes significant at approximately the sixth month mark when 

the CI upper band crosses the zero line. This result is consistent with the long-

run relationship among rci and rr that is shown in the previous segment of this 

chapter. It is also consistent with the economic theories that suggest a negative 

relationship between the commodity price and interest rate. 
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Figure 5.9 Responses of Real Commodity Price (rci) to Real 

Exchange Rate (rer) 

Figure 5.9 displays the responses of the rci in Australia from an impulse 

in the real trade weighted exchange rate. From the graph, a one standard 

deviation shock to rer decreases the Australian rci at the beginning and then 

overshoots. However, the overall responses of the rci to the shock of rer is 

insignificant.  

Table 5.14 Significant VECM Orthogonal Impulse Responses: 

Responses of rci to rer 

TIME ESTIMATE CONFIDENCE INTERVAL (CI)* 

00 Month -0.0154   [ -0.0193, -0.0126] 

03 Month -0.0104    [ -0.0216, -0.0015] 

06 Month -0.0017    [ -0.0158, 0.0109] 

09 Month 0.0034 [ -0.0107, 0.0199] 

12 Month 0.0069 [ -0.0107, 0.0248] 

15 Month 0.0076 [ -0.0110, 0.0263] 

18 Month      0.0071 [ -0.0131, 0.0268] 
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21 Month 0.0064 [ -0.0148, 0.0253] 

24 Month 0.0061 [ -0.0157, 0.0242] 

Note: * This is 95 per cent Hall percentile CI (B = 1,500; h = 24) 

Table 5.14 also shows that the impulse in the rer keeps the rci as a 

negative for two quarters and after that the rci increases to the positive region. 

However, Figure 5.9 shows that the response of the rci remains insignificant.  

 

Figure 5.10 Responses of Real Commodity Price (rci) to Industrial 

Production (ip) 

Figure 5.10 shows the response of rci from a shock in real economic 

variable—the ip. The graph shows that a one standard deviation shock to ip 

decreased the rci from the very beginning and then dropped sharply until the 

second month. After that, the rci remained almost steady before beginning to 

fall sharply again from approximately the sixth month. The effect of this shock 

becomes almost constant in the negative region after almost a year of the initial 

shock in ip.  
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Table 5.15 also shows that after one year the rci becomes almost 

stagnant of the initial shock in economic activity variable within Australia. 

Thus, the shock of ip on rci remains negative at all time in the short, medium 

and long run. This impact also becomes statically significant at the 5 per cent 

level from the first month of the initial shock in ip. The long-run nature of this 

relationship is consistent with the long-run relationship results of the present 

study, which is shown as the cointegrating equation of our rci model in the 

earlier section of this chapter. 

Table 5.15 Significant VECM Orthogonal Impulse Responses: 

Responses of rci to ip 

TIME ESTIMATE CONFIDENCE INTERVAL (CI)* 

00 Month -0.0022   [ -0.0063, 0.0015] 

03 Month -0.0095    [ -0.0190, 0.0007] 

06 Month -0.0157    [ -0.0320, -0.0047] 

09 Month -0.0217 [ -0.0408, -0.0085] 

12 Month -0.0264 [ -0.0488, -0.0119] 

15 Month -0.0293   [ -0.0530, -0.0127] 

18 Month     -0.0298 [ -0.0547, -0.0133] 

21 Month -0.0295 [ -0.0538, -0.0115] 

24 Month -0.0290 [ -0.0527, -0.0099] 

Note: * This is the 95 per cent Hall percentile CI (B = 1,500; h = 24) 

This type of long-run negative relationship between ip and rci can be 

described based on findings by Ghura (1990). If a sudden increase in industrial 

output causes unexpected economic growth, then an ambiguous effect on 

commodity price can be expected. This completely depends on how investors 
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respond to this ‘good news’, which can be viewed in two ways and depends on 

the stage of the economic cycle. 

First, news of a strengthening of economic activity might increase 

investors’ confidence about future growth in the economy. In such a case, 

investors will increase their demand for short-run investments causing short-

term nominal and hence real interest rates to rise, assuming inflation 

expectations do not change. Therefore, the commodity prices would be expected 

to fall. 

Second, investors might view the strengthening of economic activity as 

a result of a sudden increase in industrial production as a sign of an 

‘overheating’ economy. If traders assume that the central bank will respond by 

contracting money supply, real rates should go up. In this case, investors will 

amend their portfolio by selling commodity contracts, stocks and foreign 

currencies and by retaining more money. Hence, commodity prices would be 

expected to fall. Thus, our findings of the relationship between ip and rci are 

consistent with the existing literature (J. Frankel, 1986; J. Frankel, 2014; 

Hamilton & Wu, 2014). 
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Figure 5.11 Responses of Real Commodity Price (rci) to Real 

Resource Stock Price (spr) 

Figure 5.11 shows that the immediate reaction to spr is an increase in 

rci. Because of the shock, the rci increases in the first month and then decreases 

in the next month. After that the rci shows the overshooting response and a rapid 

growth rate in rci is visible up to a year after the initial shock in stock price. 

This effect on rci remains statistically significant at 5 per cent. Thus, a standard 

deviation shock to the spr increases the rci and the shock remains positive even 

in the long run. This positive relationship is consistent with the long-run 

relationship results of our model, which is shown in the earlier section of this 

chapter. Table 5.16 shows the same relationship between spr and rci.  

Table 5.16 Significant VECM Orthogonal Impulse Responses: 

Responses of rci to spr 

TIME ESTIMATE CONFIDENCE INTERVAL (CI)* 

00 Month 0.0051   [ 0.0025, 0.0089] 

03 Month 0.0090    [ -0.0004, 0.0186] 

06 Month 0.0198    [ 0.0074, 0.0348] 

09 Month 0.0268 [ 0.0123, 0.0460] 

12 Month 0.0304 [ 0.0162, 0.0545] 

15 Month 0.0307   [ 0.0154, 0.0566] 

18 Month     0.0297 [ 0.0129, 0.0554] 

21 Month 0.0289 [ 0.0110, 0.0535] 

24 Month 0.0285 [ 0.0107, 0.0526] 

Note: * This is the 95 per cent Hall percentile CI (B = 1,500; h = 24) 
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 Our results about the relationship between stock price and commodity 

price supports the findings of Rossi (2012), which showed that stock prices can 

predict future commodity prices in commodity exporting countries such as 

Australia.  

5.3.4 Forecast Error Variance Decomposition 

Variance decompositions offer a dissimilar method for examining the 

dynamic behaviour of our commodity price model. They provide the 

information on the proportion of movements in dependent variables that are due 

to their ‘own’ shocks versus shocks to the other variables. A shock to the 𝑖th 

variable will directly affect that variable; however, it will also be transmitted to 

all the other variables in the system via the dynamic structure of the VAR. 

Variance decompositions define how much of the s-step-ahead forecast error 

variance of a given variable is clarified by innovations to each explanatory 

variable for s = 1, 2, .... It is generally observed that own series shocks clarify 

the majority of the forecast error variance of the series in a VAR model. To 

some degree, impulse responses and variance decompositions suggest very 

related information (Brooks, 2002). 

However, forecast error variance decompositions (FEVD) provide different 

properties of the model compared to VECM and Granger causality. FEVD 

provides the dynamic properties of the system during the post-sample period 

(Shahbaz, Lean, & Shabbir, 2010).  

To define FEVD, Lutkepohl (2005) stated that the innovations that actually 

drive the system could be identified with a FEVD tool for any VAR. Suppose a 

recursive identification scheme is available so that the following moving 
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average representation with orthogonal white noise innovations may be 

considered: 

𝑦𝑡 =  𝜇 + ∑ 𝛩𝑖
∞
𝑖=0  𝜔𝑡−𝑖 ………………………………………… (5.12) 

with ∑𝜔 = 𝐼𝐾 , the error of the optimal ℎ-step forecast is: 

𝑦𝑡+ℎ − 𝑦𝑡(ℎ) =  ∑ 𝛷𝑖 
ℎ−1
𝑖=0 𝑢𝑡+ℎ−𝑖 = ∑ 𝛷𝑖

ℎ−1
𝑖=0  𝑃 𝑃−1 𝑢𝑡+ℎ−𝑖 =

 ∑ 𝛩𝑖
ℎ−1
𝑖=0  𝜔𝑡+ℎ−𝑖 ………………………………………………  (5.13) 

Denoting the 𝑚𝑛-th element of Θ𝑖 by 휃𝑚𝑛,𝑖 as before, the ℎ-step forecast error 

of the 𝑗-th component of 𝑦𝑡 is: 

𝑦𝑗,𝑡+ℎ − 𝑦𝑗,𝑡(ℎ) =  ∑ (휃𝑗1,𝑖 
ℎ−1
𝑖=0 𝜔1,𝑡+ℎ−𝑖 + ⋯+ 휃𝑗,𝐾,𝑖𝜔𝐾,𝑡+ℎ−𝑖) =

 ∑ (휃𝑗𝐾,0 
𝐾
𝐾=1 𝜔𝐾,𝑡+ℎ + ⋯+ 휃𝑗,𝐾,ℎ−1𝜔𝐾,𝑡+1)……………………… (5.14) 

Thus, the forecast error of the 𝑗-th component potentially consists of all the 

innovations 𝜔1𝑡, … , 𝜔𝐾𝑡. Of course, some of the 휃𝑚𝑛,𝑖 may be zero so that some 

components may not appear in Equation (5.14). Because the 𝜔𝐾,𝑡’s are 

uncorrelated and have unit variances, the mean squared error (MSE) of 𝑦𝑗,𝑡(ℎ) 

is: 

𝐸 (𝑦𝑗,𝑡+ℎ − 𝑦𝑗,𝑡 (ℎ))2 = ∑ (휃𝑗𝑘,0
2𝑘

𝑘=1 + ⋯+ 휃𝑗𝑘,ℎ−1
2 ) ………………. (5.15) 

Therefore, 

휃𝑗𝑘,0
2 + 휃𝑗𝑘,1

2 + ⋯+ 휃𝑗𝑘,ℎ−1
2 = ∑ (𝑒𝑗

′ℎ−1
𝑖=0  𝛩𝑖 𝑒𝑘)

2 ………………… (5.16) 

is sometimes interpreted as the contribution of innovations in variable 𝑘 to the 

forecast error variance or MSE of the ℎ-step forecast of the variable 𝑗. Here, 𝑒𝑘 

is the 𝑘-th column of 𝐼𝐾. Dividing equation (4.51) by: 

𝑀𝑆𝐸[𝑦𝑗,𝑡(ℎ)] =  ∑ ∑ 휃𝑗𝑘,𝑖
2

𝐾

𝑘=1

ℎ−1

𝑖=0

 

gives 
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𝜔𝑗𝑘,ℎ = ∑ (𝑒𝑗
′ ℎ−1

𝑖=0 𝛩𝑖 𝑒𝑘)
2 ∕ 𝑀𝑆𝐸[𝑦𝑗,𝑡(ℎ)] ……………………. (5.17) 

which is the proportion of the ℎ-step forecast error variance of variable 𝑗, 

accounted for by 𝜔𝑘𝑡 innovations. If 𝜔𝑘𝑡 can be associated with variable k, 𝜔𝑗𝑘,ℎ 

represents the proportion of the ℎ-step forecast error variance accounted for by 

innovations in variable 𝑘. Thereby, the forecast error variance is decomposed 

into components accounted for by innovations in the different variables of the 

system. From Equation (5.17), the ℎ-step forecast MSE matrix is seen to be: 

∑𝑦 (ℎ) = 𝑀𝑆𝐸[𝑦𝑡  (ℎ)] = ∑ 𝛷𝑖
ℎ−1
𝑖=0  ∑𝑢 𝛷𝑖

′ ……………………… (5.18) 

The diagonal elements of this matrix are the MSEs of the 𝑦𝑗𝑡 variables, which 

may be applied in Equation (5.18). 

 Lutkepohl (2005) also discussed that the Granger causality and FEVD 

are quite different concepts. Moreover, the forecast error variance components 

are conditional on the system under consideration. They may change if the 

system is expanded by adding further variables or if variables are deleted from 

the system. In addition, measurement errors, seasonal adjustment and the use of 

aggregates may contaminate FEVD.  

5.3.5 Results of VECM Forecast Error Variance Decomposition 

The variables involved in our study were 𝑟𝑐𝑖, 𝑟𝑟, 𝑟𝑒𝑟, 𝑖𝑝 and 𝑠𝑝𝑟 in 

Australia. Because rci was in the centre of our interest, we analysed the VECM 

FEVD of rci in Australia, which is reported in Table 5.17 below. 
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Table 5.17 VECM Forecast Error Variance Decomposition (FEVD) 

of Real Commodity Price (rci) 

 Proportions of forecast error in rci accounted for by: 

Forecast 

Horizon 

(1) ip (2) rr (3) rer (4) spr (5) rci 

1 0.01 0.01 0.33 0.04 0.61 

3 0.03 0.00 0.25 0.04 0.67 

6 0.05 0.01 0.13 0.09 0.71 

9 0.09 0.10 0.07 0.15 0.58 

12 0.12 0.21 0.05 0.19 0.43 

15 0.15 0.28 0.04 0.20 0.33 

18 0.17 0.32 0.03 0.21 0.27 

21 0.18 0.33 0.03 0.22 0.25 

24 0.19 0.33 0.03 0.22 0.23 

 

 The reported numbers in Table 5.17 indicate the percentage of the 

forecast error in each variable that can be attributed to innovations in other 

variables at 24 different horizons from 1 to 24 months ahead. Therefore, these 

numbers show the percentage of the forecast error from short run to long run. 

 The above table, under column (5) shows that during the first month, 61 

per cent of the variability in rci changes is explained by its own innovations. 

Most of the forecast error variance of rci at the beginning is accounted for by 

own innovations. Even after 9 months, 58 per cent of the variability in rci 

changes is described by its own innovation. This finding supports the fact that 

rci in the current period is closely related to its future pricing decisions in the 
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short to medium run. However, after two years approximately a quarter of the 

variability in rci changes are described by its own innovation. 

The results of FEVD in column (1) of Table 5.17 shows that only 1 per 

cent of the variability in rci changes is explained by ip in Australia during the 

very first month and the impact increases at a very slow rate over time. Even 

after one year, only 12 per cent of the variability in rci change can be explained 

by economic activity of Australia. However, in the long run, ip has a significant 

impact on rci and after two years almost one fifth of the rci variability can be 

explained by ip.  

 Indicated under column (2), rci are not affected by the shock in the rr at 

the very beginning. Even after half a year only 1 per cent of the variability in 

rci changes can be explained by innovations in rr, with this increasing 

dramatically to more than 20 per cent by the end of the first year. After two 

years, during the long-run period, approximately one third of the rci changes 

can be explained by the shocks in rr. Thus, the result confirms that rci are 

affected by rr in the medium to long run. 

 In column (3) of Table5.17, we see that shocks in the rer affect the rci 

significantly during the first quarter, with the impact being 33 per cent in the 

first month. However, it drops sharply in the medium term and approximately 

5 per cent of the variability in rci changes can be explained by the innovation in 

rer during the 12 month period. It becomes only 3 per cent after 2 years. 

Therefore, FEVD results confirm that rci are affected by rer marginally in the 

long run and significantly in the short run. 
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 Table 5.17 also shows that approximately 22 per cent of the variability 

in rci changes can be explained by innovation of spr in the long run. However, 

any changes in the rci in the first month can be explained marginally by 

innovation in stock prices (only 4 per cent). However, at 1 year during the  

medium-run period, 19 per cent of rci variations are due to stock price changes. 

Therefore, in the medium-run and  long-run, spr shocks have significant impact 

on rci changes and it impacts the rci marginally in the short run.  

 

 Figure 5.12 Proportions of Forecast Error in Real 

Commodity Price 

Figure 5.12 represents the percentage of the forecast error in rci that can 

be attributed to innovations in other macroeconomic variables at 24 different 

horizons.  



 
 

Page 227 of 295 
 
 

5.4 Concluding Remarks 

This chapter analysed the commodity price model to show the outcomes of 

Australian commodity price dynamics. The whole empirical findings were 

presented in several sub-sections. The first sub-section showed the stationarity 

tests of the variables of our commodity price model. The present study 

employed ADF, DFGLS, KPSS and modified ADF tests with a breakpoint. 

These tests revealed all the variables of our model as first difference stationary 

𝐼(1), except for the rr, which is a level stationary 𝐼(0) series. 

This chapter then employed the Johansen (1988, 1991) cointegration 

procedure to determine whether there was a long-run equilibrium relationship 

between the commodity price and other macroeconomic variables of our model. 

The results show the expected sign of all the variables according to the 

literature. However, rr, ip and spr were significant in our model. The results 

reveal that the rr, rer and ip in Australia have an adverse effect on the rci. 

However, the effect of the rer on rci in the long run is not significant. On the 

other hand, the spr showed a significant favourable effect on the rci in the long 

run. 

The variables of our model are cointegrated in the long run; therefore, 

there exists an error correction mechanism, which is shown in the following 

section of this chapter. This VEC mechanism combines the long-run 

equilibrium with short-run dynamics to reach the equilibrium situation. The 

signs of the error correction terms of our model have the expected negative (-) 

sign with statistical significance. Thus, the model showed that all the variables 
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helped restore the divergence from the long-run equilibrium in the commodity 

price model of Australia. 

The next section of this chapter presented the VEC Granger causality test 

results. We divided the results for both short and long run. The results showed 

that the Australian interest rate Granger caused rci in the short run and the same 

was true for the opposite direction. However, the Australian trade weighted 

RER current and past information helped improve the forecasts of commodity 

prices immediately and the opposite was true between two to four months lags. 

Moreover, the current and past information on S&P/ASX 200 resources index 

helped improve the forecast ability of rci mostly in the short run. Another 

unidirectional causality has been found from rci to ip in the short to medium 

term. 

The VECM Granger causality for the long run was also reported in this 

section, which was tested by the significance of the speed of adjustment. This 

result in our study explained that current and past information of the adjustment 

speed of the cointegrating vector of our long-run model helped improve 

forecasts of commodity prices over 3 to 12 months. Thus, we can conclude that 

the elasticity of the cointegration vector Granger caused rci in the long run. 

The next section of this chapter explained the dynamic behaviour of the 

VECM of our study via IRFs and FEVD. The IRFs actually showed the effects 

of shocks on the adjustment path of the variables of our model. The orthogonal 

IRF showed a one standard deviation shock to commodity price causes 

commodity price to peak immediately and to stay in the positive territory 

significantly. The significant long-run negative response of rci from a shock in 
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ip was also observed from IRFs. The opposite significant response was seen 

from the shock of the Australian spr. However, the responses of rci from the 

shock of rr  was always negative and effects were statistically significant at the 

5 per cent level from the medium term at around sixth months after the initial 

shock. This effect of monetary shock on Australian commodity price is 

consistent with Frankel’s (1986, 2010) overshooting model of commodity price 

and also consistent with seminal empirical work of Akram (2009). 

The last section of this chapter presented the FEVD of the model, which 

provides information on the proportion of movements in dependent variables 

that are due to their ‘own’ shocks versus shocks to the other variables. The first 

finding supported the fact that the rci in the current period is closely related to 

its future pricing decisions in the short to medium run. Australian ip can explain 

very little of the variability of the rci changes in the short run. However, in the 

long run ip can describe almost a quarter of the inconsistency in rci. Similarly, 

the rr as well as spr did not have much impact on commodity prices in the short 

run. In the medium to long run, both these variables could explain the rci 

changes significantly. Thus, the rer affects the rci marginally in the long run, 

but significantly during the first quarter. 

Thus, this chapter showed the analytical framework utilised to evaluate 

the commodity price dynamics of Australia, which is consistent with Frankel’s 

(1986, 2010) overshooting model of commodity price and it presents the 

interaction between commodity price as well as other major Australian 

macroeconomic variables.  
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Chapter 6 RESPONSES OF 

MACROVARIABLES TO COMMODITY 

PRICES SHOCK 

6.1 Introduction 

The shocks on various Australian macroeconomic variables and their 

effects on commodity prices are analysed in the last section of the previous 

chapter. However, analysis of the shocks the other way around would give the 

complete picture of the Australian economy and its response from the shock of 

volatile commodity prices. 

This research utilised orthogonalised IRFs to analyse the responses of 

Australian macroeconomic variables in case of a shock in Australian 

commodity prices. These particular IRFs measure the isolated effect from a 

shock in one variable to another in this commodity price model. 

6.2 Reasons for Finding the Responses of Macroeconomic 

Variables 

The short-run dynamic model of Australian commodity prices in the 

previous chapter has several coefficients in each regression and many of them 

were insignificant. Thus, the model does not offer much understanding to how 

the variables in the model interconnected and their relations. Therefore, the IRFs 

of this chapter could help to learn more about how the Australian 

macroeconomic variables respond to commodity price volatility in a shock 

environment and enable us to compare the responses of commodity prices. 
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6.3 Impulse Responses of Australian Macroeconomic 

Variables 

The analysis of this chapter starts with the impulse responses based on 

the VECM ofthe commodity price in the previous chapter. We have maintained 

the same ordering of the variables as the estimation results of IRFs and variance 

decomposition are sensitive to different orderings of the variables of the model 

(Lutkepohl, 2005; C. A. Sims, 1981).  

This study applied 95 per cent CIs achieved by bootstrapping together 

with the impulse responses to diverse shocks of the Australian macroeconomic 

variables. We employed the bootstrap method suggested by Hall (1992) and the 

number of bootstrap replications was set to 1,500 to maintain consistency with 

other empirical literature of the same type. However, as mentioned previously, 

Akram (2009) suggested that it does not matter greatly if fewer bootstrap 

replications are applied.  

The existing theories regarding the relationship between real interest 

rates and commodity prices suggest a negative relationship. However, the 

influence is generally from monetary policy to commodity prices. The literature 

from a viewpoint based on reverse causality is rare. Frankel (2006) discussed 

the possible influence of commodity prices on monetary policy when 

determining what price index to utilise for the nominal anchor. The results of 

the responses of commodity prices from other macroeconomic variables also 

support the relevant economic theories including the evidence of the support for 

an overshooting feature of Australian commodity prices. 
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 Impulse Variable ----- > Response Variable 

ip -> ip 

 
ip -> rr 

 
ip -> rer 

 
ip -> spr 

 
ip -> rci 

 

 

Figure 6.1 VECM Orthogonal Impulse Responses to One Standard 

Error Shocks to Industrial Production (ip).  

Dashed lines: 95 per cent confidence intervals. 
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Figure 6.1 shows the responses of different macroeconomic variables in 

Australia caused by an exogenous increase in Australian economic activity. The 

shock from ip represented by ip to ip is positive and significant throughout every 

time horizon. This is consistent with the existing literature (e.g. Akram 2009). 

The one standard deviation shock from ip to rr is initially negative, but 

mixed in the future. However, the overall impact is statistically insignificant. 

Moreover, the shock from ip sharply appreciates the rer at the beginning and 

then depreciates in the medium term before gradual appreciation. However, the 

impact is briefly significant only in the short run, although the 95 per cent 

confidence interval curves were close to the significant level in the long run. 

The response of Australian spr remains statistically significant until the 

third month of the initial shock on ip. The spr decreases at a very slow rate and 

then increases a small amount. After that, the spr decreases sharply before it 

becomes almost constant after the eighth month of the initial shock. It remains 

statistically significant for almost a quarter of the time even in the medium-run.  

 However, the most significant result can be observed in the case of  the 

rci of Australia. The shocks on ip decreases the rci from the beginning and it is 

statistically significant from the very first month of the initial shock. It decreases 

the rci sharply during the first two months and then remains almost constant for 

another two months before declining sharply again. Thus, the response of rci 

because of the shocks in ip remain statistically significant from the short to long 

run. 
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 Impulse Variable ----- > Response Variable 

rr -> ip 

 
rr -> rr 

 
rr -> rer 

 
rr -> spr 

 
rr -> rci 

 

 

Figure 6.2 VECM Orthogonal Impulse Responses to One Standard 

Error Shocks to Real Interest Rates (rr).  

Dashed lines: 95 per cent confidence intervals. 
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Figure 6.2 shows that a shock to rr depresses economic activity, which 

is similar to the findings of Akram (2009). The ip remained non-responsive to 

rr shocks at the beginning, but dropped sharply and in statistically significant 

way until the second quarter and then began rising slowly. The response 

remained statistically significant for almost a year. 

The shock on the rr to its own remained statistically significant for the 

first eight months. However, a one standard deviation shock to rr depreciates 

the rer for approximately two months of the initial shock and then it remains 

almost constant for the same period before appreciating gradually. The 

responses remained statistically significant for greater than two quarters of the 

initial shock. 

The shock to rr decreased Australian spr for the very first quarter. Then, 

it remained almost constant until the eighth month before a gradual increase. 

The responses remained statistically significant for greater than three quarters 

of the initial shock. 

An exogenous increase in rr affected the rci negatively, which supports 

Frankel’s (1986, 2010) overshooting model of commodity price and was also 

consistent with the seminal work of Akram (2009). The initial shock in the rr 

lifted the rci a small amount before starting to decrease throughout the whole 

time horizon and the response remained statistically significant from the second 

quarter onward.  
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 Impulse Variable ----- > Response Variable 

rer -> ip 

 
rer -> rr 

 
rer -> rer 

 

rer -> spr 

 
rer -> rci 

 
 

Figure 6.3 VECM Orthogonal Impulse Responses to One Standard 

Error Shocks to Real Exchange Rate (rer).   

Dashed lines: 95 per cent confidence intervals. 
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Figure 6.3 shows the shock from rer appreciation briefly increased ip in 

the short run and the response remained marginally significant only in the very 

first month of the initial shock. However, for the most part it remained 

statistically insignificant. This short-lived significance of the shock is consistent 

with Akram (2009).  

The impulse of rer to rr is mixed. It remained brief and increased 

immediately after the initial shock before coming down until the first quarter. It 

then overshoots again after the fourth month. However, mostly the response 

remained statistically insignificant. On the other hand, the responses of rer from 

its own shocks remained statistically significant for the whole forecast horizon.  

The appreciation of rer increased the spr sharply within the first two 

months of the initial shock. Then, the spr stumbled a little bit before becoming 

almost constant from the second quarter onwards. The response of real 

resources stock price due to the shock of real exchange raterer  remained 

statistically significant for the entire forecast perspective.  

An appreciation of rer reduced the rci immediately after the shock and 

then it increased gradually. It remained statistically significant until the first 

quarter from the initial shock to the rer. Thus, this result indicated a link from 

the rer to commodity prices, which was statistically significant in the short run. 

This supports the results of Groenewold and Paterson (2013) on the Australian 

commodity currency. They showed that the link from the exchange rate to 

commodity prices is stronger and more consistent than that in the opposite 

direction. 
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Figure 6.4 shows the responses of various macroeconomic variables 

because of the shock from the Australian spr. An exogenous increase in spr 

leads to increased economic activity for more than a year and increased the rer 

briefly just after the first month of the initial shock before dying out within an 

additional quarter. However, both of these responses were statistically 

insignificant. 

A one standard deviation shock from the spr to rr reduced it sharply 

during the very first quarter from the initial shock. Then, the rr started rising 

rapidly until the eighth month and the response was statistically significant for 

approximately a quarter from the primary shock. 

Finally, the impulse from spr affected the rci most significantly. The 

shock increased the rci from the beginning and during the first quarter it 

stumbled a little bit before gradual increase until one year and then the response 

became almost constant. This supports the results of Sarkar et al. (2015) who 

showed that the Australian spr were positively correlated to the rci, especially 

the iron ore prices.  

 

 Impulse Variable ----- > Response Variable 

spr -> ip 
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spr -> rr 

 
spr -> rer 

 

spr -> spr 

 
spr -> rci 

 

 

Figure 6.4 VECM Orthogonal Impulse Responses to One Standard 

Error Shocks to Real Resources Stock Price Index (spr).  

Dashed lines: 95 per cent confidence intervals. 

 

 

 Impulse Variable ----- > Response Variable 
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rci -> ip 

 
rci -> rr 

 
rci -> rer 

 
rci -> spr 

 
rci -> rci 

 

 

Figure 6.5 VECM Orthogonal Impulse Responses to One Standard 

Error Shocks to Real Commodity Prices (rci).  

Dashed lines: 95 per cent confidence intervals. 
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Figure 6.5 shows an exogenous increase in rci can affect various 

macroeconomic variables. This particular shock depressed ip from the very first 

month of the initial shock and it reduced the economic activity very sharply 

until the third quarter. This negative response remained statistically significant 

from the beginning of the second quarter to greater than a year. It also remained 

marginally significant even in the long run. This outcome is similar to Hamilton 

(1983) and the important empirical work of Akram (2009). 

 A one standard deviation shock in the rci showed immediate negative 

response from rr and it continued to increase until the fourth month before 

decreasing again. The response of the rr remained statistically significant just 

after the second quarter of the initial shock in commodity prices. This result is 

consistent with Akram (2009) as well as the study on the Australian economy 

by Jaaskela and Smith (2011). Akram (2009) showed this characteristic as being 

normal for many OECD countries. Thus, it is still a argumentative matter in the 

literature whether monetary policy authorities under inflation targeting regimes 

such as in Australia react to commodity prices (Chadha, Sarno, & Valente, 

2004; Clarida, Gali, & Gertler, 1998). 

 The shocks of rci on rer show one of the most interesting results. The 

initial shock depreciated the rer sharply at the beginning, which slowed down a 

small amount for approximately one quarter. Then, the rer depreciated again 

until approximately the second quarter before starting to increase gradually. 

However, the response of the rer remained statistically significant for the whole 

forecasting period. This result is similar to Akram (2009) who explained the 

possible reason for this outcome was because of the fall in rer in the economy. 
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He also suggested the influence of the terms of trade on the rer might explain 

the depreciation of it due to rci shock. We also saw a downward trend of 

Australian rr for our sample period, which could be one of the possible 

explanations of having depreciation in the rer. This result is similar to the 

outcomes from the Australian economy study by Jaaskela and Smith (2011). 

 The above result in the response of the rer because of the shock in rci 

can also be explained by the traded-nontraded productivity differentials as 

suggested by S. Edwards (1989). The same explanation was provided recently 

by Dumrongrittikul (2012) to explain the puzzle of the rer of China. According 

to that study, this effect is possible if productivity growth has positive supply 

effects that more than offset demand effects (income effects), which in turn 

exceed supply in nontraded goods. This excess supply of nontraded goods in 

the economy will push the price down and will cause depreciation in the rer. 

This process also appears true in the case of the Australian economy. 

Figure 6.5 also shows the shock of rci on the spr. It shows negative 

responses from the beginning, which become statistically significant just after 

the fourth month and remained significant until the nine month. After that 

period, the decrease in spr remained marginally significant throughout the 

whole long-run period. 

6.4 Forecast Error Variance Decomposition of Australian 

Macroeconomic Variables 

In this sub-section, this study explores influences of diverse structural 

shocks to variations in the modelled variables. This section shows FEVD of 
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different macroeconomic variables over diverse forecasting horizons, which are 

shown in months in the Tables 6.1, 6.2, 6.3, 6.4 and 6.5 as well as in Figures 

6.6, 6.7, 6.8, 6.9 and 6.10. 

 

Table 6.1 Forecast Error Variance Decomposition of Real 

Commodity Price (rci) 

Forecast Horizon ip rr rer spr rci 

1 0.01 0.01 0.33 0.04 0.61 

3 0.03 0 0.25 0.04 0.67 

6 0.05 0.01 0.13 0.09 0.71 

9 0.09 0.1 0.07 0.15 0.58 

12 0.12 0.21 0.05 0.19 0.43 

15 0.15 0.28 0.04 0.2 0.33 

18 0.17 0.32 0.03 0.21 0.27 

21 0.18 0.33 0.03 0.22 0.25 

24 0.19 0.33 0.03 0.22 0.23 

 

Table 6.1 and Figure 6.6 show that rr, spr and ip account for an 

increasing share of rci fluctuations over the forecast horizon. The share 

attributable to rr shocks increases to approximately 33 per cent while the share 

attributable to spr and ip increases to 22 per cent and 19 per cent, respectively, 

in the long run. In the short run, a major share of rci fluctuations is accounted 

for by rci shocks, which could be seen as an indication of the low explanatory 

power of the other shocks in the short run. However, rer shocks explain 33 per 

cent of the variation in the rci in the short run and, in the long run, it has very 

negligible influence on the variation of rci. This result supports the claim made 

by Chen et al. (2010) and Rossi (2012) that exchange rates are a better prediction 

of commodity prices than equity markets are. 
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Figure 6.6 FEVD of Real Commodity Price (rci) 

 

Table 6.2 and Figure 6.7 show that the rer accounts for an increasing 

share of spr fluctuations over the forecast horizon. The rer can explain about a 

quarter of the variation in the spr in the long run. The combined long-run shocks 

of rci, rr and ip are almost the same as the rer shock for explaining the 

fluctuation in Spr. 

Table 6.2 Forecast Error Variance Decomposition of Real 

Resources Stock Price Index (spr) 

Forecast Horizon ip rr rer spr rci 

1 0.04 0.01 0.08 0.87 0 

3 0.05 0.07 0.22 0.67 0 

6 0.05 0.13 0.24 0.57 0.02 

9 0.06 0.15 0.24 0.52 0.04 

12 0.07 0.15 0.24 0.51 0.04 

15 0.07 0.15 0.24 0.5 0.04 

18 0.07 0.14 0.24 0.5 0.04 

21 0.07 0.14 0.24 0.5 0.04 
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24 0.07 0.13 0.24 0.5 0.04 

 

 

 

Figure 6.7 FEVD of Real Resources Stock Price Index (spr) 

In the short run, the rer has very little influence; however, from the 

medium term onward it has almost constant predictability power about the 

variation in spr. 

Table 6.3 Forecast Error Variance Decomposition of Real 

Exchange Rate (rer) 

Forecast Horizon ip rr rer spr rci 

1 0 0.02 0.98 0 0 

3 0.03 0.09 0.85 0 0.04 

6 0.02 0.11 0.78 0.01 0.08 

9 0.02 0.11 0.75 0 0.11 

12 0.03 0.1 0.74 0 0.13 

15 0.04 0.09 0.73 0 0.13 

18 0.05 0.08 0.73 0.01 0.13 

21 0.06 0.07 0.73 0.01 0.13 

24 0.07 0.07 0.72 0.01 0.14 
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Figure 6.8 For FEVD of Real Exchange Rate (rer) 

Table 6.3 and Figure 6.8show that the shocks in the rci can explain only 

about 15 per cent of the fluctuations in the rer in the long run. However, in the 

very first quarter after the shock, rr had more predicting power than rci for 

explaining the fluctuations in rer. The spr has almost zero explaining capability 

in case of a fluctuation in rer. Therefore, fluctuations in the rer are mostly due 

to shocks of its own and the rr. The other shocks do not support rer variations, 

particularly in the short run. This is consistent with the exchange rate disconnect 

puzzle and the empirical evidence suggesting that, apart from own shocks, rer 

mostly move in reaction to interest rate fluctuations (Alquist & Chinn, 2008).  
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Table 6.4 Forecast Error Variance Decomposition of Real Interest 

Rate (rr) 

Forecast Horizon ip rr rer spr rci 

1 0 1 0 0 0 

3 0 0.94 0.02 0.05 0 

6 0.01 0.92 0.01 0.05 0 

9 0.02 0.89 0.03 0.05 0.02 

12 0.02 0.83 0.05 0.04 0.06 

15 0.02 0.77 0.07 0.04 0.1 

18 0.01 0.73 0.09 0.04 0.13 

21 0.01 0.7 0.1 0.04 0.15 

24 0.01 0.68 0.11 0.03 0.16 

 

Table 6.4 and Figure 6.9 show that rci can explain the majority of the 

variation in rr in the long run. The rer has slightly less predicting power in 

explaining the variation in the rr. None of the variables has any significant 

influence in the short run. However, the spr has almost constant explaining 

power of the variation in rr 

 

Figure 6.9 FEVD of Real Interest Rate (rr) 
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Table 6.5 Forecast Error Variance Decomposition of Industrial 

Production (ip) 

Forecast Horizon ip rr rer spr rci 

1 1 0 0 0 0 

3 0.99 0 0 0 0 

6 0.93 0.04 0 0 0.02 

9 0.87 0.08 0 0 0.05 

12 0.84 0.09 0 0 0.06 

15 0.84 0.09 0 0 0.06 

18 0.85 0.08 0 0 0.06 

21 0.86 0.08 0 0 0.06 

24 0.86 0.07 0 0 0.06 

 

Table 6.5 and Figure 6.10 show that rr and rci account for a very small 

share of ip fluctuations over the forecast horizon. In the long run, both the rr 

and rci can explain only 7 per cent and 6 per cent fluctuations in ip, respectively.  

 

Figure 6.10 FEVD of Industrial Production (ip) 
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Interestingly, the spr and rer do not have any explaining power of the 

variation in ip. 

6.5 Concluding Remarks 

This chapter utilised orthogonalised IRFs to analyse the responses of 

Australian macroeconomic variables in case of a shock in Australian 

commodity prices. The dynamic interactions among these variables are very 

important for policy makers in such a commodity dependent economy. This 

chapter presented 95 per cent CIs obtained by bootstrapping together with the 

impulse responses to different shocks. FEVD results revealed the dynamic 

explanation ability of one variable in case of a variation in another variable in 

all time horizons.  
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Chapter 7 CONCLUSIONS, POLICY 

RECOMMENDATIONS AND LIMITATIONS 

7.1 Introduction 

This chapter concludes the investigation of a simple model to analyse 

the interaction among commodity price fluctuations and various relevant 

macroeconomic variables in open economies with particular reference to 

Australia, one of the major commodity exporters in the Asian region. Australia 

has experienced unprecedented swings in commodity prices during the twenty-

first century. Hence, explanations behind these soaring commodity prices as 

well as investigating the reasons for falling commodity prices have become vital 

for policy makers. Therefore, the objectives of the present study was to 

investigate the empirical relationship between rci, rr and rer as well as ip and 

spr  

The present study employed the Johansen (1988, 1991) cointegration 

and VECM approach first, followed by the Granger causality along with 

impulse responses and variance decomposition techniques to evaluate 

Australian commodity price dynamics. The econometric models of the present 

study utilised seasonally adjusted monthly time series data from January 2000 

to December 2015 for five Australian macroeconomic variables. These 

variables were rci, rr, rer, ip and spr. Econometric tests revealed that 1 October 

2008 was the breakpoint in the time series for most of the variables of the 

commodity price model in the present study, which can be justified by the 
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influence of the GFC on the Australian economy. The present study employed 

a dummy variable in the model to include this structural break, which was 

shown to be highly significant. 

The necessary adjustments of the considered variables in this 

commodity price model were guided by the literature, especially to construct 

the rci and Australian rr. Extra caution was taken as suggested by Richards and 

Rosewall (2010) who indicated that the introduction of the New Tax System 

increased the Australian CPI between June 2000 and September 2001. The 

impact on the September quarter in 2000 was the worst. Therefore, Richards 

and Rosewall (2010) suggested to view this fluctuation cautiously as a brief 

instability in the CPI. These swings may not essentially reflect changes to the 

fundamental inflationary trend. For that reason, the present study applied 

deflated monthly commodity price index as well as monthly interest rates by 

average annual inflation for only 2000 and 2001. Thereafter, the present study 

followed the usual process of calculating the rci and rr of Australia. This 

important modification assists the present study to capture more accurate 

interactions among relevant macroeconomic variables and the Australian rci. 

7.2 Summary of the Findings of the Study 

An empirical analysis was conducted to shed light on the recent 

fluctuations in Australian commodity prices. In the long run, the analysis 

showed a significant negative relationship between rr and rci. This result 

supports Frankel’s (1986, 2006) view, which is resounded in Akram (2009) that 

the negative relationship arises if commodity prices are considered to be flexible 

asset prices traded in efficient markets. Impulse response results of the present 
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study did not show any immediate responses to commodity prices because of 

an increase in rr. However, it did show a significant negative response of 

commodity prices after six months of the initial shock. Thus, the real 

commodity prices in Australia display delayed response to rr shocks and it 

displays no evidence of overshooting behaviour in Australia. This result is 

almost similar to the results of the relationship of commodity prices and rr by 

Akram (2009). However, the results of the present study show the importance 

of interest rate information to predict commodity prices in the long run. In two 

years’ time, approximately one third of the commodity price changes will be 

explained by the shocks in rr.  

The results of the present study for the shocks from the opposite 

direction showed support from various empirical studies such as Akram (2009) 

and Jaaskela and Smith (2011). These studies demonstrated significant negative 

response of rr after having shocks from Australian commodity prices in the 

medium term. Akram (2009) showed this characteristics as beingnormal for 

many OECD countries. Thus, it is still a matter of debate in the literature 

whether monetary policy authorities under inflation targeting regimes such as  

Australia react to commodity prices (Chadha et al., 2004; Clarida et al., 1998). 

The results of the present study also show immediate decrease in 

Australian commodity prices and thereafter increases at a higher rate 

significantly in response to the rer shock, which is consistent with Frankel’s 

(1986) overshooting model of commodity prices. This finding raises the 

question as to whether rer shocks are a significant factor of Australian 

macroeconomic instability as commodity export plays an important role in its 
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economy. The present study revealed the answer to this query as being no, 

especially in the long run. This can be observed from the variance 

decomposition results of the present study, which showed no significant 

contribution of rer shocks to the variance of other macroeconomic variables in 

the long run. Thus, the present study confirms that rer are not a long-run source 

of shocks. This result supports the findings of Manalo, Perera, and Rees (2014) 

for Australia.  

The interaction of these two variables from opposite directions shows 

more interesting results in the present study. The separate commodity-related 

driver of exchange rates result of the present study demonstrates that the 

Australian rer movements are not purely random, which supports the findings 

of Kohlscheen, Avalos, and Schrimpf (2017) for Australia. VEC-based Granger 

causality tests of the present study indicates strong support of causality from 

commodity prices to rer in the short run. It shows that Australian commodity 

prices help improve forecasting rer in two to four months. This finding supports 

the study undertaken by Bashar and Kabir (2013); however, their study found 

two-way Granger causality between exchange rate and commodity prices.  

Impulse response results in this same regard showed the most curious 

results. The shocks from Australian commodity prices showed immediate 

significant depreciation in rer and the index remain depreciated significantly at 

all horizons, which shows the opposite result to many previous studies 

(Connolly & Orsmond, 2011; Minifie et al., 2013; Plumb et al., 2013; Sheehan 

& Gregory, 2013). However, this finding matches the theoretical explanation 

provided by Dumrongrittikul (2012) to explain the puzzle that while China 
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experiences unprecedented export expansion, there is not a tendency for its rer 

to appreciate. This explanation is actually based on the S. Edwards (1989) rer 

model, which predicts that productivity growth in traded sectors compared to 

nontraded sectors will push the rer to depreciate. According to Dumrongrittikul 

(2012), this is possible if productivity growth has positive supply effects that 

more than offset demand effects (income effects), which in turn exceed supply 

in nontraded goods. This excess supply of nontraded goods in the economy will 

push the price down and will cause depreciation in rer. This interesting feature 

of the Australian economy may have helped it to remain safe from the Dutch 

disease effects during the commodity boom period. Moreover, to the best of the 

knowledge of the author, there is no other study on the Australian economy that 

found this interesting feature, and thus this might have significant policy 

implications in a commodity export dependent open economy.  

The results of the present study also show that the shock to industrial 

production has negative effects on Australian commodity prices and these 

effects remain significant in all time horizons. In the long run, Australian 

industrial production represents almost one-fifth variation in its rci. Thus, this 

relationship can play a vital role in policy recommendation. It is also consistent 

with the long-run relationship shown in our study utilising Johansen (1988, 

1991) cointegration. This result supports the theoretical explanation given by 

Ghura (1990) and the empirical findings of Akram (2009), Bloch et al. (2012) 

and Hamilton (1983).  

The results of the present study also show the commodity price 

fluctuation predictive ability of the resources stock prices. It shows that the 
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shock in resources stock price has significant positive response of Australian 

commodity price. This positive response is significant in all time horizons, 

which is also shown by the cointegration relationship in the present study. This 

result is consistent with Rossi (2012) who showed that stock prices can predict 

future commodity prices in commodity exporting countries such as Australia. 

7.3 Policy Implications and Recommendations 

The fluctuation in commodity prices during recent times has conveyed 

new momentum to ample discussion between academics and policy makers on 

large swings in commodity prices and their causes. The present study attempted 

to investigate the dynamic interactions between commodity prices and other 

fundamental macroeconomic variables in Australia. 

Results endorse the consequence of the real interest rate for commodity 

prices and are stable with the view that monetary easing may lead to higher 

commodity prices in the medium to long term. Hence, to the extent that prices 

are important for stabilisation policies as suggested by Byrne (2013), monetary 

policy should therefore be aware of its influence on commonalities in 

commodity prices. Moreover, as the present study showed the evidence of 

having short to medium run causal link from interest rate to commodity price, 

our policy makers need to be aware of Frankel’s (2006) view. The author 

suggested that the case of high interest rates decrease inventory demand, and 

thus reduce the demand for storable commodities or increase the supply, which 

depresses the commodity price. Akram (2009) suggested that policy makers 

consider another indirect channel, exchange rate, to observe the effect of interest 

rate on commodity prices. According to uncovered interest parity, the exchange 
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rate deviation depends on the interest rate differential between an economy and 

its international standard. Thus, the interest rate influences the exchange rate 

and the exchange rate in turn has an effect on the price of commodities. 

The author of the present study can echo the concern of some 

implications for Australian monetary policy makers suggested by Frankel 

(2008) as the results showed evidence in support of his model. As he advocates, 

commodity prices should be on the list of Australian monetary conditions 

indicators because real commodity prices mirror monetary ease, in particularly 

real interest rates. No one can directly see expected inflation, which means that 

no one can ever be certain what the real interest rate means. Thus, it is 

advantageous to have further information, including data on real commodity 

prices, which are thought to reveal real interest rates.  

Australia has adopted an inflation targeting feature in monetary policy 

regimes. Frankel (2008) stated that targeting CPI was the usual choice of the 

central banks of these types of countries. The author of the present study 

proposes to change the target to an index of export prices for monetary policy 

of commodity exporters such as Australia. 

On the exchange rate and commodity price issue, the present study 

observed a strong effect from the commodity prices to its real exchange rates 

but little effect in the opposite direction. Because the present study showed 

significant influences of Australian commodity prices on its real exchange rate 

for all time horizons, policy makers should provide attention to the factors that 

can influence the movements of the real exchange rate along with the 

commodity price. However, the present study suggests the depreciating 
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influence of commodity prices on real exchange rates. Therefore, policy makers 

should take a closer look to the factors of traded-nontraded productivity 

differentials as suggested by S. Edwards (1989). Appropriate productivity 

differential policies after considering this particular relationship would help 

Australia tackle the economy from the Dutch disease effect during the boom or 

increase its ability to sell those goods in which it is internationally competitive 

during the bust. 

The real economic activity and resources stock prices represent almost 

half of the commodity price volatility in the long run; therefore, Australian 

policy makers should allocate more importance to measuring the impacts of 

these variables. Policies related to influencing investors’ confidence is very 

important to manipulate industrial productions effect on commodity prices as 

suggested by Ghura (1990). Policymakers should emphasis measuring the 

influence of commodity prices on aggregate price level to induce people’s 

confidence and they should consider the policies suggested by Bloch et al. 

(2006b; 2012). 

All policy suggestions given above belong to the macroeconomic field. 

The other segment of the policy suggestions can be related to structural 

measures that should try to deal with the declining trend in commodity prices. 

Increasing diversification in commodity exports in Australia should be 

considered to protect the economy in hostile situation. Enhancing production 

chains for each raw material via an industrialisation process would help to 

reduce price volatility as suggested by Bastourre et al. (2007). Other fronts of 

policy should be postured in building and developing infrastructure. Moreover, 
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coordination between producer countries could be another best alternative to 

stabilise markets. 

7.4 Limitations and Areas for Further Research 

The present study has been predominantly structured on linear VAR 

models. Using nonlinear VAR models can investigate the interactions among 

Australian commodity prices and macroeconomic variables as shown in 

Kyrtsou (2008).  

The technological change in an economy should have an important 

impact on a commodity exporter’s total supply, and thus a significant impact on 

world prices for an export dominant country such as Australia. It may be 

worthwhile to model the commodity price after considering this important 

variable.  

It is regularly debated that the breakdown of numerous vital 

international commodity agreements has added significantly to the weakness in 

commodity prices (Reinhart & Borensztein, 1994). Therefore, it is sensible to 

attempt to consider these types of breakdown of treaties or new trade 

agreements when modelling Australian commodity prices. 

The present study has found that the commodity price volatility 

significantly affected the Australian rer. In addition, it might be possible that 

there are other rer determinants such as government consumption, terms of 

trade, openness of the economy, net foreign assets and rr differentials that 

influence short-run as well as long-run rer movements in Australia. Therefore, 

further research could be undertaken after considering all these variables along 
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with productivity growth of Australian tradable and non-tradable sectors to 

obtain the true movement path of the rer in all time horizons.  

Although the present study reveals that Australian rer is not a long-run 

source of macroeconomic instability, this particular finding needs to be 

scrutinised from various angles to provide sufficient information to policy 

makers for them to understand commodity price volatility. Further research 

should be undertaken to determine the effects of rer at an industry level to 

discover its shocks on manufacturing and other business services sectors to 

understand the overall commodity price dynamics. 

The present study has ignored the role of the terms of trade in the 

commodity price model. Clements and Fry (2008) suggested that the role of the 

terms of trade is probably an important element in the story linking the 

endogenous determination of both exchange rates and commodity prices. Future 

research should explore this issue further. 

The present study has also ignored the role of inventories on commodity 

prices. Further research should be undertaken by considering all commodities 

as storable and non-storable as well as stressing the role of flows versus stocks. 

A cautious empirical treatment of this concern is important.  

7.5 Concluding Remarks 

Based on results from the present study, various fundamental 

macroeconomic variables show expected long-run relationships with Australian 

commodity price. Johansen’s (1988, 1991) cointegration technique was applied 

first to test the proposed commodity price model. After considering significant 
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structural break at the peak of the GFC, the dynamic interactions between 

commodity prices and other macroeconomic variables show mixed evidence of 

their relations expected by Frankel’s (1986; 2006) overshooting model. The 

model in the present study also showed that if all these variables deviate from 

their long-run equilibrium because of shocks, then they congregate to 

equilibrium level significantly. The VECM shows their significant speed of 

convergence to its equilibrium. VECM Granger causality is considered for this 

study willingly to avoid misleading results from a VAR-based Granger causality 

(Enders, 2008; C. W. Granger, 1988; Parsva & Lean, 2011). This shows the 

commodity price predictability power of interest rate as expected by Frankel 

(2006). Similar negative relationships among these two variables because of the 

shock in interest rate was discovered in our VECM orthogonal impulse response 

result. 

The commodity price model in the present study does not show 

significant long-run relationships between Australian commodity prices and 

rer. Akram (2009) explained in his empirical analysis that to control certain 

macroeconomic variables such as interest rates and economic activity can help 

determine the true connection between commodity price and real exchange rate; 

therefore, the present study conducted analysis of IRFs. It revealed significant 

depreciating effects on the rer because of shocks in commodity prices in all time 

horizons. This finding suggests policy makers give more attention to 

productivity differential of tradable and non-tradable sector of Australia as 

recommended by S. Edwards (1989).  
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FEVD results of the present study showed that rr, ip and spr explained 

two-thirds of the volatility of Australian commodity price in the long run. The 

impact of the rr is the strongest among these variables. Thus, Australian policy 

makers should consider the interaction of these variables before suggesting 

appropriate monetary policy for Australia. 
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APPENDIX: SUPPLEMENTARY TABLES 

AND BASIC DATA 

Appendix 01: 

Changes in Index of Commodity Price Weights and Commodity Exports (All 

items index; per cent) 

 

Source: Robinson and Wang (2013). 



 
 

Page 263 of 295 
 
 

Appendix 02: 

Sources of the Price Measures Utilised in the Commodity Price Index 

 

Source: Robinson and Wang (2013) 
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