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1 Introduction 

1.1 Hypertension and the Brain 
High blood pressure, or hypertension, is the single most important risk factor for stroke, 

dementia and other cardio- and cerebrovascular diseases worldwide (Forouzanfar et al., 

2016; Lim et al., 2012). In globally aging populations, the detrimental effects of high blood 

pressure and related illness impose a huge financial and socio-political burden on societies 

that will become continuously difficult to bear in the future. While the damaging effects of 

high blood pressure on the human organism are well known (Forouzanfar et al., 2017), the 

primary causes of chronic blood pressure elevations and the levels at which adverse blood 

pressure effects manifest, are still unclear. For the rising number of people with 

hypertension, effective treatment options are available to lower blood pressure levels and 

slow down disease progression. However, the global burden of high blood pressure can 

only be substantially reduced by suspending primary blood pressure elevations and 

preventing the development of chronically high blood pressure in the first place (Olsen et 

al., 2016). In this respect, the relationship between high blood pressure and the brain is of 

particular interest, as will be outlined in the course of this thesis.   

The brain is an established target for the adverse effects of hypertension, which reflects in 

the high prevalence of brain damage and dementia in hypertensive patients (Iadecola et 

al., 2016; Rapsomaniki et al., 2014). In middle and older ages, hypertension has been 

shown to impair cerebral blood flow, perfusion and autoregulation (Beason-Held, 

Moghekar, Zonderman, Kraut, & Resnick, 2007; Hajjar, Zhao, Alsop, & Novak, 2010; 

Iadecola et al., 2016; Jennings et al., 2005; Muller, Van Der Graaf, Visseren, Mali, & 

Geerlings, 2012) and to result in irreversible white matter lesions and gray matter atrophy, 

which can be assessed with magnetic resonance imaging (Iadecola et al., 2016; Jagust et 

al., 2008; Tzourio, Laurent, & Debette, 2014). Some studies imply a continuous effect of 

blood pressure on adverse brain outcomes – irrespective of any cut-off threshold – 

however, evidence for this hypothesis is still sparse (Forouzanfar et al., 2017; 

Rapsomaniki et al., 2014). 

Other knowledge gaps yet to be closed revolve around the mechanisms which initiate 

primary elevations of blood pressure and precede the manifestation of hypertension. In 

this respect, the central nervous system has a pivotal role as the primary initiator of blood 

pressure regulation on the one hand and the link between bodily signals and mental 

processes on the other hand (Benarroch, 1993; Critchley & Harrison, 2013). This is due to 

the fact that additionally to homeostatic blood pressure control, several subcortical and 

cortical centers determine when and how an organism reacts to internal and external 
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demands (Critchley & Harrison, 2013). Interactions between psychological, neural, and 

somatic processes can be observed in particularly challenging situations, such as 

psychosocial stress in humans, which demand for example enhanced peripheral blood 

pressure reactivity (Lang, Davis, & Öhman, 2000). Or in cardiovascular responses to 

experimental stressors which are also risk factors for subsequent cardiovascular disease 

(Esler, 2017; Matthews et al., 2004). Importantly, some brain regions that are involved in 

the regulation of stress and emotions are also involved in blood pressure control (i.e. 

neuro-vegetative) (Critchley & Harrison, 2013; Gianaros & Sheu, 2009). Under 

physiological conditions, blood pressure fluctuations prompt cerebrovascular mechanisms 

that instantly adapt to maintain constant cerebral blood flow (e.g. rising systemic blood 

pressure leading to arteriolar constriction, also known as cerebral autoregulation). When 

sustained in the long-term, these initially adaptive mechanisms, however, will lead to 

progressive morphological changes in the arteries, such as arteriolar hyalinosis, increased 

intima-media-thickness and atherosclerosis, that will eventually cause neural tissue 

damage, visible as cortical atrophy and white matter lesions (Gorelick et al., 2011; 

Iadecola, 2013; Iadecola et al., 2016; Tzourio et al., 2014). It has been suggested that 

damage to regions of neuro-vegetative integration may impair their function, which would 

facilitate mind-brain-body dysregulation and thus cause vascular pathophysiology over 

time (Jennings & Zanstra, 2009). 

In this thesis, I examined the interrelation of blood pressure and the brain within a neuro-

vegetative approach. I will present empirical studies which ground on a big database that 

provides detailed assessments of brain-body dynamics in relation to individual 

psychological profiles during aging. In a joint data collection effort, my colleagues and I 

acquired this database to establish a framework in which research hypotheses on mind-

brain-body interactions can be tested (studies 1 and 2). Using these data in combination 

with other large datasets, I conducted the core study of my experimental work: an image-

based meta-analysis study on the relationship between sub-hypertensive blood pressure 

and brain structure in young adults – a critical population which has been neglected in 

previous research on vascular brain burden (study 3). In addition, we investigated (i) how 

parasympathetic regulation of the heart relates to brain structure and function during aging 

(study 4), and (ii) how acute psychosocial stress affects brain connectivity (study 5). To 

delineate the neural signatures of vascular regulation to emotional distress, we also 

conducted a mechanistic study with simultaneous acquisition of brain activity and blood 

pressure, with the aim to contribute to the understanding of blood pressure control and its 

putative trajectory via dysregulation to essential hypertension (study 6). 
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1.2 Hypertension 

1.2.1 Epidemiology 

1.2.1.1 Impact of hypertension and high blood pressure on global health 

Arterial hypertension is highly prevalent and the leading single risk factor for death and 

disability worldwide (Forouzanfar et al., 2016; Lim et al., 2012). In 2015, the global 

prevalence of hypertension was around 22%, affecting 1.13 billion adults (NCD Risk Factor 

Collaboration (NCD-RisC), 2016). This number is expected to increase with growth and 

aging of the world population (Forouzanfar et al., 2016; Olsen et al., 2016). In 2015, high 

systolic blood pressure accounted for 10.7 million deaths worldwide, in addition to 211.8 

million disability-adjusted life-years (Forouzanfar et al., 2016). Between 1990-2015, the 

leading risks for global disability-adjusted life-years shifted from 1) childhood 

undernutrition, 2) unsafe water, 3) high blood pressure, to 1) high blood pressure, 2) 

smoking, 3) high fasting plasma glucose, emphasizing the increasing importance of 

vascular, metabolic and behavioral risk factors for global health (Forouzanfar et al., 2016). 

1.2.1.2 Impact of hypertension and high blood pressure in Germany 

Similar to the global trends, hypertension strongly impacts public health also in Germany, 

where every third adult can be considered hypertensive (Neuhauser, Adler, Rosario, 

Diederichs, & Ellert, 2015). In people aged 65 years and older, prevalence of hypertension 

is as high as 70% (Neuhauser et al., 2015). Diseases of the circulatory system are among 

the largest contributors to German health costs, adding up to 46436 million € or 13.7% of 

total health costs in 2015 (Statistisches Bundesamt (Destatis), 2018). This includes 10102 

million € of direct costs spent on management of hypertension alone(Statistisches 

Bundesamt (Destatis), 2018). In addition, substantial indirect costs accumulate from 

secondary diseases that can be attributed to hypertension, including ischemic heart 

disease (6788 million €) and cerebrovascular disease (9917 million €) (Statistisches 

Bundesamt (Destatis), 2018). Adequate management of hypertension is thus a national 

and global challenge in face of demographic changes that will have dramatic societal and 

financial consequences, if not successfully managed. 

1.2.2 Classification of blood pressure 
The classification of blood pressure into categories is an important tool for diagnosis and 

treatment of hypertension. However, there are no standardized guidelines for the 

classification and management of high blood pressure around the world. Even within 

Western societies, there is no accepted consensus that is valid for all countries. 

Management practices are under continuous discussion and research is being carried out 
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to provide new evidence for their updates. In the following, I will summarize the current 

guidelines for Germany, Europe and the United States of America. 

1.2.2.1 Definition of hypertension in Germany 

In Germany, evaluation of blood pressure levels follows the European guidelines for the 

management of arterial hypertension (Mancia et al., 2013; Williams et al., 2018). The 

current diagnostic thresholds for blood pressure classification are listed in Table 1 and 

define hypertension as “blood pressure higher than 140/90 mmHg”. There was an update 

on the guidelines in 2018, but the diagnostic categories remained unchanged (see section 

Definition of hypertension in the United States). 

Table 1 - Definitions and classification of office blood pressure levels (mmHg) according to the European guidelines for 
the management of arterial hypertension (Mancia et al., 2013; Williams et al., 2018)  

Category Systolic (mmHg)  Diastolic (mmHg) 

Optimal <120 and  <80 

Normal 120-129 and/or 80-84 

High normal 130-139 and/or 85-89 

Grade I hypertension 140-159 and/or 90-99 

Grade II hypertension 160-179 and/or 100-109 

Grade III hypertension ≥180 and/or ≥110 

Isolated systolic hypertension ≥140 and <90 

 

1.2.2.2 Definition of hypertension in the United States 

In 2017, the American College of Cardiology and the American Heart Association updated 

their guidelines and changed the blood pressure categories vigorously (Whelton et al., 

2017). The previous category of pre-hypertension was renamed to stage I hypertension 

(systolic blood pressure [SBP] 130-139 mmHg or diastolic blood pressure [DBP] 80-89 

mmHg). In response to the updated classification system, the prevalence of US adults with 

hypertension increased from 32% to 46%, which led to continued discussions about their 

implications for hypertension management and healthcare systems until today. The 

rigorous update was motivated by the illuminating results of the randomized clinical 

Systolic Blood Pressure Intervention Trial (SPRINT) (SPRINT Research Group, 2015). 

The study compared intensive blood pressure treatment to an SBP goal below 120 mmHg 

with conventional therapy that targeted blood pressure levels below 140 mmHg in over 

9000 participants aged 50 years and older. The results showed that mortality of 
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cardiovascular events decreased by 27% in the intensive treatment group, which led to 

premature termination of the trial, allowing all participants access to the favorable intensive 

therapy (SPRINT Research Group, 2015). Follow-up analyses investigated the risk of 

dementia in SPRINT participants 5 years after termination of the trial. While the results are 

not as clear as for cardiovascular events, there was a small effect for a lower risk of 

incident dementia or mild cognitive impairment in the intensive treatment group 

(Williamson et al., 2019).  

One year after the publication of this new classification system, the European Society of 

Cardiology and the European Society of Hypertension updated the European guidelines 

for the management of hypertension, but refrained from aligning the definition of blood 

pressure categories to the new US guidelines (Williams et al., 2018). Nevertheless, they 

also advocate for lowering to blood pressure values <130/80 mmHg in most patients to 

reduce cardio- and cerebrovascular disease (CVD) and mortality risks, which is consistent 

with the therapeutic targets in the 2017 US guidelines (Volpe, Gallo, Battistoni, & Tocci, 

2019). 

1.2.3 Etiology and pathogenesis 
High blood pressure is defined as either primary or secondary hypertension based on the 

underlying etiological factors (Williams et al., 2018). 

1.2.3.1 Etiology of secondary hypertension 

Causes involved in secondary hypertension are identifiable and most commonly due to 

renal and endocrine diseases. Hypertension is also highly prevalent in patients with (other) 

cardiovascular risk factors, such as diabetes mellitus, chronic kidney disease, and obesity. 

Other conditions such as pregnancy, as well as obstructive sleep apnea can also initiate 

the chronic elevation of peripheral blood pressure. 

1.2.3.2 Pathogenesis of essential hypertension 

The etiological factors of initial blood pressure elevations in primary or essential 

hypertension are unclear; however, decades of research suggest that the presence of a 

unique undiscovered underlying cause is unlikely. Instead, the pathogenesis of essential 

hypertension may involve multifactorial risk factors that are either fixed or modifiable 

(Carretero & Oparil, 2000; Williams et al., 2018). Most hypertensive patients also have 

other cardiovascular risk factors which include genetic factors (e.g. family history of 

essential hypertension), unhealthy lifestyle and sympathetic hyperactivity (Carretero & 

Oparil, 2000). Modifiable risk factors that are common among adults with hypertension 

include smoking, dyslipidemia, glucose intolerance, overweight or obesity, low physical 

activity, and unhealthy diet, which is characterized by high intake of salt and alcohol and 
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low intake of potassium (Carretero & Oparil, 2000; Forouzanfar et al., 2016; Whelton et 

al., 2017; Williams et al., 2018). Epidemiological studies investigated the influences of 

psychosocial factors in the pathogenesis of essential hypertension and associated 

loneliness, occupational stress (incl. unemployment), and poor sleep quality with 

increased incidence of hypertension (Cuffee, Ogedegbe, Williams, Ogedegbe, & 

Schoenthaler, 2014; Steptoe & Kivimäki, 2013). Chronic stress has long been suggested 

to play a causal role in essential hypertension and CVD, but strong evidence from 

population-based studies remains to be established (Steptoe & Kivimäki, 2013). 

Mechanistic studies, however, provide evidence that chronic stress is indeed implicated in 

essential hypertension via sympathetic pathways (Esler et al., 2008). The role of stress in 

the development of high blood pressure will be reviewed in detail below (section Blood 

pressure and stress).  

In sum, the pathogenic relationship between hypertension and other CVD risk factors 

presumably involves complex interactions of genetic, biological, behavioral, social and 

environmental markers which can be conceptualized in a mind-brain-body framework, as 

will be outlined in the following sections. 

1.2.4 Regulation and pathophysiology 
Blood pressure is determined by the product of cardiac output and total peripheral 

resistance. Hence, blood pressure elevations either result from increased pump activity of 

the heart, from increased resistance in blood vessels or from their combination (Klinke & 

Silbernagl, 1996; Vaitl, 2001). Cardiac output and total peripheral resistance thus reflect 

the primary physiological mechanisms underlying any hypertension. Nonetheless, blood 

pressure regulation is complex and involves processes that operate on different time 

scales to keep blood pressure constant. As described below, in the short-term, these 

processes mainly influence heart activity and vessel diameter (Klinke & Silbernagl, 1996; 

Vaitl, 2001). In the longer-term, the regulation operates on the blood volume (Klinke & 

Silbernagl, 1996; Vaitl, 2001). Imbalances in both short and long regulation processes may 

have implications for the development of hypertension and cardiovascular disease (Rau & 

Elbert, 2001; Vaitl, 2001). 

1.2.4.1 Medium-to long-term regulation 

Over longer time scales, homeostatic blood pressure regulation mainly influences the fluid 

balance in the circulatory system. When blood pressure levels and consequently renal 

blood flow decrease, the renin-angiotensin-aldosterone system (RAAS) begins to 

counteract: The kidneys secrete the enzyme renin which converts the peptide hormone 

angiotensinogen to angiotensin I. The angiotensin-converting enzyme (ACE) 
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subsequently converts angiotensin I to elevate plasma concentrations of the potent 

vasoconstrictor angiotensin II. Angiotensin II directly causes blood vessels to narrow, 

thereby increasing blood pressure. Sympathetic activity enhances the release of renin, 

which additionally contributes to this mechanism. Angiotensin II also stimulates the release 

of the steroid hormone aldosterone from the adrenal cortex. Both angiotensin II and 

aldosterone influence the reabsorption of sodium and excretion of potassium in the 

kidneys, which indirectly influences water retention and decreases water excretion, 

resulting in increased blood volume and thus blood pressure. Dysregulation of the RAAS 

may secondarily contribute to the development and progression of cardiovascular disease, 

such as hypertension. The RAAS is of particular clinical relevance due to its target function 

of many antihypertensive drugs that pharmacologically influence its components, such as 

ACE-inhibitors, angiotensin-receptor-blockers or aldosterone antagonists. 

1.2.4.2 Short-term regulation 

In the short-term range, a feedback loop, the baroreflex, serves to maintain homeostasis 

and keep blood pressure constant. It has parasympathetic and sympathetic components 

that operate with every cardiac cycle, which describes the evolution of a heartbeat from its 

generation to the next beat. The cardiac cycle consists primarily of two distinct, 

mechanically defined phases: During systole, the myocardium contracts to eventually eject 

blood from the ventricles into the circulatory system. During diastole, in turn, the 

myocardium relaxes, and the ventricles fill with blood again. The frequency of the cardiac 

cycle, the heart rate, differs inter-individually and it adapts – both rapidly and in a long-

term manner – to internal and external demands. With every systole and consecutive 

arterial pressure changes, specific stretch- and pressure-sensitive receptors within the 

walls of major arteries, so-called arterial baroreceptors, signal the pressure’s amplitude 

and temporal dynamics to nuclei of the lower brainstem and primary cortical regions for 

neuro-vegetative integration (see section Neuroanatomy of central blood pressure 

control). If baroreceptor signaling indicates pressure increases, the baroreflex operates 

twofold: On the one hand, it reduces cardiac output by decelerating the heart rate and on 

the other hand, it leads to dilation of blood vessels which reduces arterial resistance. Both 

mechanisms result in a rapid decrease of blood pressure to counteract sudden elevations. 

Baroreceptors can lose their sensitivity, due to for example atherosclerotic processes, 

which impairs the blood pressure regulating function of the baroreflex. It has been 

suggested that baroreceptor insensitivity could be a pathogenically important mechanism 

leading to long-lasting blood pressure elevations in hypertension (Dworkin et al., 1994; 

Rau & Elbert, 2001). 
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1.2.4.3 Neuroanatomy of central blood pressure control 

As described above, major aspects of blood pressure regulation are provided by renal 

function. Nevertheless, parasympathetic and sympathetic activity that is elemental for 

homeostatic and allostatic blood pressure regulation is directed by central nervous system 

control networks (Critchley & Harrison, 2013). They are formed by several brain regions 

located in the brainstem, in the subcortex and in the neocortex, as specified in the following 

section. 

With every heartbeat, arterial baroreceptors signal the arterial pressure’s amplitude and 

temporal dynamics to nuclei of the lower brainstem. Most notably, the vagus nerve and 

the glossopharyngeal nerve convey baroreceptor signals to the nucleus tractus solitarius 

in the medulla oblongata. These afferents are part of a feedback loop (baroreflex), which 

has parasympathetic and sympathetic components. Visceral information further ascends 

via other brainstem nuclei and the mesencephalic periaqueductal grey to amygdala and 

thalamus, where signals are relayed to anterior cingulate cortex and insula as the primary 

cortical regions for neuro-vegetative integration. In turn, these higher-level brain structures 

modulate homeostasis and adapt autonomic activity to environmental demands via 

efferent pathways to brainstem nuclei. Neuroimaging studies have identified these regions 

in a network that is not only implicated in the regulation of blood pressure or other 

autonomic functions, but also in the regulation of affect, cognition and stress (Babo-

Rebelo, Wolpert, Adam, Hasboun, & Tallon-Baudry, 2016; Gould van Praag et al., 2017; 

Sakaki et al., 2016). This Central Autonomic Network (CAN) supports visceromotor and 

neuroendocrine responses that are critical for goal-directed behavior, adaptability, and 

health (Benarroch, 1993; Hagemann, Waldstein, & Thayer, 2003). In response to 

psychological upheaval, the CAN, which receives multiple inputs, initiates behavioral, 

endocrine and autonomic reactions, such as activation of the hypothalamic-pituitary-

adrenal axis. Lesions or seizures in the CAN result in diffuse autonomic manifestations, 

including myocardial infarction and cardiac arrythmias even in the absence of CVD 

(Benarroch, 1993). It has further been suggested that complex neurochemical aspects of 

the CAN have diagnostic and therapeutic implications for various medical conditions, 

including panic disorders, obesity and hypertension (Benarroch, 1993). More details on 

implications of the CAN in essential hypertension will follow below (section 1.4.3 Brain 

correlates of blood pressure reactivity to psychological stressors). 
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1.3 Hypertension-Related Brain Injury 

1.3.1 Symptomatic cardio- and cerebrovascular disease 
Manifestation of hypertension dramatically increases the risk of premature death and 

concomitant symptomatic disease, such as stroke, vascular dementia and other CVD 

(Iadecola et al., 2016). In 2015, elevated SBP of at least 110 mmHg was the leading global 

contributor to mortality and disability burden (Forouzanfar et al., 2017). In middle-aged and 

older participants, each increment of 20 mmHg for SBP or 10 DBP mmHg has been 

estimated to double the rate of dying from stroke or ischemic heart disease, starting as 

low as 115/75 mmHg (Prospective Studies Collaboration, 2002). The largest number of 

worldwide SBP-associated deaths per year were caused by ischemic heart disease (4.9 

million), hemorrhagic stroke (2.0 million) and ischemic stroke (1.5 million) (Forouzanfar et 

al., 2017). Elevated blood pressure is related to the incidence of several clinical 

manifestations in major organs, including heart disease (e.g. heart failure, myocardial 

infarction, angina, atrial fibrillation, sudden death), peripheral artery disease (e.g. 

atherosclerosis), chronic renal disease, stroke (e.g. ischemic stroke, transient ischemic 

attack, macro- and microscopic cerebral infarcts, hemorrhagic stroke, subarachnoid and 

intracerebral hemorrhage), as well as dementia (e.g. vascular dementia, mixed pathology 

dementia, mild cognitive impairment) (Forouzanfar et al., 2017; Iadecola et al., 2016; 

Prospective Studies Collaboration, 2002; Rapsomaniki et al., 2014; Veglio et al., 2009). 

Yet, global age-adjusted rates of stroke, coronary heart disease, and mortality have 

declined in the last decades (but note the strong divergence between higher and lower 

income countries, Forouzanfar et al., 2017; Krishnamurthi et al., 2013; Roth et al., 2017). 

Major contributors to these trends are improved blood pressure control and primary 

prevention through risk factor reduction. However, these trends seem to level off  in 

younger generations, suggesting that control of blood pressure is still inadequate, that age-

specific effects in primary prevention require more scrutiny and that the increase of other 

lifestyle-related risk factors, such as metabolic risk factors, could negate the benefits of 

hypertension management (Carretero & Oparil, 2000; Koton et al., 2019; Prospective 

Studies Collaboration, 2002). 

1.3.2 Cognitive decline 
Most of the above-mentioned hypertension-associated diseases do not occur in isolation 

and often share the same risk factors with their underlying pathophysiology. For example, 

larger lesion volumes and a greater number of macroscopic cerebral infarcts are 

associated with an increased likelihood of dementia (Gorelick et al., 2011). These 

interactions are important to consider in the evaluation of CVD risk factors. Aging is 

another major factor in the development of vascular diseases that is difficult to disentangle 
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from vascular pathogenesis in advanced stages. Consequently, the impact of hypertension 

on the brain strongly depends on when blood pressure is measured in life. This has been 

best observed in the association between hypertension and cognitive function: High blood 

pressure in middle age is a risk factor for dementia later in life, but this association cannot 

be found robustly when the blood pressure measurement is taken at older ages (see 

below). Below, I will outline the evidence of vascular influence on dementia and cognitive 

(dys-) function across the lifespan.  

Blood pressure effects on cognition across the lifespan have mainly been investigated in 

cross-sectional and longitudinal study designs within and across three age groups 

(Gąsecki, Kwarciany, Nyka, & Narkiewicz, 2013; Iadecola et al., 2016): middle-age (40-64 

years), old age (65-84 years) and oldest old (≥85 years). Few studies also investigated the 

relationship between blood pressure and cognitive function in young adults (<40 years). 

1.3.2.1 Midlife blood pressure 

Most consistent relationships have been found between cognitive decline and high blood 

pressure or hypertension in middle-age. Midlife hypertension, in particular, is a predictor 

for cognitive decline in late-life and has been associated with risk of dementia, including 

late-onset Alzheimer’s disease (AD, Iadecola et al., 2016; Norton, Matthews, Barnes, 

Yaffe, & Brayne, 2014; Power et al., 2016). Even in the absence of fully developed 

dementia, many middle-aged hypertensive individuals develop cognitive problems later in 

life, including deficits in attention, memory and abstract reasoning (for review see 

Waldstein, Manuck, Ryan, & Muldoon, 1991). Clinical longitudinal studies investigated the 

effects of high blood pressure or hypertension on cognitive function with consistent 

findings that higher blood pressure relates to lower cognitive scores, on global measures 

of cognition (M. F. Elias, Wolf, D’Agostino, Cobb, & White, 1993; P. K. Elias, Elias, 

Robbins, & Budge, 2004; Launer, 1995), as well as specific cognitive domains, such as 

(verbal) memory (Chen, Henderson, Stolwyk, Dennerstein, & Szoeke, 2015; M. F. Elias et 

al., 1993; P. K. Elias et al., 2004; Yaffe et al., 2014), processing speed (Chen et al., 2015; 

Yaffe et al., 2014), and executive functions and attention (M. F. Elias et al., 1993; P. K. 

Elias et al., 2004; Yaffe et al., 2014). 

1.3.2.2 Late-life blood pressure 

Most cross-sectional studies on the associations between hypertension and cognition 

have been conducted in old aged participants, where a high prevalence of hypertension 

can be expected. Those studies, however, have provided mixed results, showing that the 

relationship between hypertension or high blood pressure and cognition can have 

negative, positive, u-shaped or no associations (Iadecola et al., 2016). Longitudinal study 
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designs in this age group did not show a clearer picture, possibly due to the diffuse 

pathologies that present themselves in late life. Iadecola et al.’s (2016) review on this topic 

concludes that methodological aspects, such as differences in study design, cognitive 

domains assessed, adjustment for confounds (e.g. medication), and sex differences, could 

explain the inconsistency of results. Notably, risk factors for vascular cognitive impairment 

are the same as for stroke and likely also for AD (Gorelick et al., 2011). Neuropathology 

in later life is thus often a mixture of AD and microvascular brain damage resulting in 

heterogenous and complex patterns of cognitive impairment that may warrant closer 

examination (Gorelick et al., 2011; Iadecola et al., 2016).  

1.3.2.3 Oldest old blood pressure 

Interestingly, cross-sectional and longitudinal studies in the oldest old have found that 

higher blood pressure relates to better cognitive abilities in this age group (Harrison et al., 

2015; Qiu, Winblad, & Fratiglioni, 2009). Not many large-scale longitudinal studies 

investigated the oldest old, however, those that exist showed that SBP/DBP≥130/85 

predicts better global cognitive abilities in follow-up times between 3-5 years (Harrison et 

al., 2015). This paradoxical effect might be explained by survival bias, according to which 

people who were exposed to higher blood pressure earlier in their lives would not be 

included in those studies of oldest old due to premature disease, disability or death. 

Another explanation for these effects could be that the onset of dementia and other 

debilitating diseases is often accompanied by decreases in blood pressure (Harrison et 

al., 2015; Qiu et al., 2009). 

1.3.2.4 Early life blood pressure 

The pioneering study for effects of vascular risk factors in younger ages, is the Coronary 

Artery Risk Development in Young Adults (CARDIA) study. Recent results of a sample 

with a mean age of 25 years at baseline showed that higher SBP over a 25-years-follow-

up was associated with worse cognitive performance in the domains of verbal memory, 

processing speed and executive function (Yaffe et al., 2014). Other results from the same 

study, however, showed that higher SBP reactivity at baseline was associated with better 

cognitive performance in middle-age (Yano et al., 2016). The association between early 

life blood pressure and cognition in midlife thus warrants more research to draw substantial 

conclusions. Blood pressure reactivity, on the other hand, has been suggested as a risk 

factor in the development of hypertension which will be outlined below (section Blood 

pressure reactivity and psychological stressors). 

In general terms, it can be concluded that the risk of blood pressure-related cognitive 

deficits increases with aging, but evidence for this mainly stems from studies following 
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middle-aged hypertensives to late life. Neuropsychological tests emphasized executive 

functions and memory as the cognitive domains which show greatest impairments related 

to hypertension. Interactions with exposure effects of vascular pathogenesis and 

pathophysiology must be considered. Finally, to assess the full scope of their impact, blood 

pressure should be assessed several decades before onset of cognitive decline or 

symptomatic brain injury.  

1.3.3 Asymptomatic cardio- and cerebrovascular disease 
Importantly, even in the absence of symptomatic disease, elevated blood pressure is 

associated with often undetected asymptomatic neural changes well before overt clinical 

symptoms occur. These signs of silent cerebrovascular disease are highly prevalent in 

older people. It has been estimated that for one symptomatic stroke, there are 

approximately 10 silent brain infarcts (Leary & Saver, 2003). In older populations without 

apparent stroke, 1 in 5 adults presents with silent brain infarctions (Gupta et al., 2016). 

Hypertension and other vascular risk factors impact the incidence and progression of 

asymptomatic CVD as well as symptomatic stroke and dementia severely (Gupta et al., 

2016; Iadecola et al., 2016; Rapsomaniki et al., 2014). Deleterious effects of hypertension 

mainly target the cerebral (and peripheral) vasculature, where blood pressure elevations 

promote vascular stiffening, endothelial failure, and dysfunction of the blood-brain barrier, 

among other mechanisms that lead to insidious vascular brain damage (Iadecola et al., 

2016; Laurent & Boutouyrie, 2015; Sierra, Coca, & Schiffrin, 2011). Elevated blood 

pressure causes stress on vessel walls which induces adaptive structural and functional 

changes to protect the vessels and contribute to changes in cerebral blood flow (CBF), 

including: (1) vascular hypertrophic remodeling of the smooth muscle cells reducing the 

vessel lumen, (2) the deposition of fibrous proteins in the vessel walls, (3) increases of 

vascular stiffness, and (4) microvascular rarefaction (i.e. loss of microvessels). In 

advanced stages, these processes deteriorate vascular muscle contractility, impair 

cerebrovascular function and disturb cerebral autoregulation. Ultimately, these processes 

lead to hypoperfusion, disruption of the blood-brain-barrier, ischemic and hemorrhagic 

stroke and white and gray matter injury. The majority of silent CVD represents 

manifestations of cerebral small vessel disease, arising from pathology in the perforating 

cerebral arterioles and capillaries in the cerebral white and deep gray matter (Pantoni, 

2010). Small and large vessel disease result in progression of arteriosclerosis and 

atherosclerosis, which impair CBF and promote thrombogenesis. Other pathological 

alterations include endothelium-dependent mechanisms, which are critical in regulating 

microvascular flow, may play a role in the effects of hypertension on reducing CBF, 

promoting atherosclerosis and amyloid beta accumulation. Hypertension can also 
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attenuate the local increase in CBF induced by neural activity (i.e. neurovascular coupling). 

The resulting mismatch between energy demands and blood flow delivery likely 

contributes to the cognitive decline in hypertension (Iadecola, 2013). Chronic blood 

pressure elevations thus induce adaptive changes to reduce stress on cerebral vessels 

and protect them from damaging arterial pressure fluctuations. Over time, these structural 

changes in addition to impaired vascular regulatory processes, lead to reductions in CBF 

that can eventually expose sensitive subcortical white matter regions to insufficient 

perfusion. Critical factors that are involved in these alterations are angiotensin II-

dependent vascular oxidative stress, endothelial cell and blood-brain-barrier alterations 

(especially in small vessel disease), as well as exacerbated amyloid beta accumulation 

(Iadecola, 2013). The latter suggests an interactive effect of hypertension and AD 

pathology, which is to some extent corroborated by neurohistological evidence relating 

raised midlife blood pressure  with lower post-mortem brain weight, increased numbers of 

hippocampal neurofibrillary tangles, and higher numbers of hippocampal and cortical 

neuritic plaques (Petrovitch et al., 2000). 

1.3.3.1 Neuroimaging markers 

The development of magnetic resonance imaging (MRI) has had a significant impact on 

the study of covert brain injury in humans. Neuroimaging features of asymptomatic 

structural brain damage include acute lacunar or small subcortical infarcts or 

hemorrhages, lacunes, white matter hyperintensities, visible perivascular spaces 

(Virchow-Robin spaces), microbleeds, microinfarcts, and brain atrophy, that can be 

evaluated in-vivo with structural MRI (Muller et al., 2014; Smith et al., 2017; Wardlaw, 

Smith, & Dichgans, 2013). In addition, advanced neuroimaging methods can reveal other 

forms of asymptomatic CVD that are not visible to the naked eye. These include altered 

white matter integrity and disrupted axonal connections, increased brain water content, 

altered myelination, and focal thinning of the cortical gray matter (Wardlaw et al., 2013). 

While these features do not present with overt clinical symptoms, they have an important 

role in the progression of CVD and the pathogenesis of cognitive decline and functional 

loss in the elderly. With hypertension being the primary risk factor for vascular brain 

damage, a multitude of neuroimaging studies investigated the pathophysiological 

relationship between elevated blood pressure and subtle brain injury. Key evidence from 

this field of research will be outlined below.  

1.3.3.1.1 Cerebral white matter 

The most common manifestations of cerebral small vessel disease and brain aging in 

structural MRI are detectable in the white matter. On T2/FLAIR sequences, the affected 

regions present themselves with increased signal intensity and are hence commonly 
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known as white matter hyperintensities (WMH). WMH are highly prevalent in the general 

population, especially in advanced age. In individuals older than 80 years, the prevalence 

of some degree of WMH is more than 90% (Debette & Markus, 2010), but already middle-

aged people (55-64 years) have been shown to present WMH with a prevalence of up to 

66% (Smith et al., 2017). There is a well-established relation between WMH and future 

risk of symptomatic CVD, as well as with hypertension. Greater WMH burden is associated 

with a 2- to 3-fold increased risk of stroke and dementia (Debette & Markus, 2010). High 

blood pressure is the most important modifiable risk factor for development of WMH and 

relates both to increased incidence and progression of WMH (Debette et al., 2011; Muller 

et al., 2014; Verhaaren et al., 2013). Clinical trials have shown that WMH progression can 

be reduced with antihypertensive treatment (see section Impact of blood pressure lowering 

therapy on the brain). Other neuroimaging markers measured by diffusion-weighted 

imaging, such as fractional anisotropy or mean diffusivity, have been applied to detect 

even more subtle alterations in white matter microstructure. Both measures have been 

associated with high blood pressure (Maillard et al., 2012; Salat et al., 2012) and arterial 

stiffness (Maillard et al., 2016). Maillard et al. (2012) showed that higher SBP was linearly 

associated with decreased fractional anisotropy and increased mean diffusivity in regions 

including the anterior corpus callosum, the inferior fronto-occipital fasciculi, and the 

connection fibers between the thalamus and the superior frontal gyrus in young and 

middle-aged individuals between 19 and 63 years (median age = 39 years). WMH are also 

associated with cognitive decline, sensorimotor dysfunction, depression and global 

functional decline. They can thus be considered a nonspecific marker of brain aging. 

Depending on the spatial location of WMH, however, specific behavioral outcomes can be 

predicted (Lampe et al., 2017). 

1.3.3.1.2 Cerebral gray matter 

Cerebral atrophy is associated with both aging and hypertension. Neuroimaging correlates 

of atrophy include reduced volumes of global and regional gray matter, as well as thickness 

of the cortex. Many early studies investigated how hypertension relates to total brain 

volumes, including total intracranial volume, as well as total volumes of white matter, gray 

matter and cerebrospinal fluid (Beauchet et al., 2013; Firbank et al., 2007; Gąsecki et al., 

2013). Other studies aimed to identify spatial specificity of hypertension effects by applying 

region-of-interest analyses or voxel/vertex-based analyses. These studies observed 

regional cortical thinning and regional brain volume reductions primarily in the medial 

temporal and frontal lobes of middle-aged and older people with vascular risk factors 

(Beauchet et al., 2013; den Heijer et al., 2005; Gianaros, Greer, Ryan, & Jennings, 2006; 

Hajjar et al., 2010; Leritz et al., 2011; Power et al., 2016; Raz et al., 2005; Raz, Rodrigue, 
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Kennedy, & Acker, 2007). A recent meta-analysis found that hippocampal volumes, in 

particular, were consistently associated with hypertension (Beauchet et al., 2013; Bender, 

Daugherty, & Raz, 2013). Frontal and medial temporal regions have been proposed to be 

especially sensitive to effects of pulsation, hypoperfusion and ischemia, which often result 

from the consequences of increasing peripheral pressure (Beauchet et al., 2013; Iadecola 

et al., 2016). 

1.3.3.1.3 Cerebral blood flow 

In addition to above mentioned structural changes of vascular origin, some functional 

neuroimaging studies revealed alterations of CBF in hypertension. Compared to age-

matched controls, hypertensives show a decrease in total resting CBF (Beason-Held et 

al., 2007; Muller et al., 2012). Regional investigations comparing hypertensives with 

controls, found decreases of resting CBF in subcortical, medial cortical, and limited frontal 

and temporal areas (Beason-Held et al., 2007). In a continuous arterial spin labeling study 

with a breathing challenge, Hajjar et al. (2010) found that higher mean systolic blood 

pressure and hypertension were associated with lower cerebral vasoreactivity in frontal, 

temporal and parietal lobes. In quantitative positron emission tomography (PET) during 

cognitive demand (working memory task compared to a sensorimotor control task), 

hypertensives showed a pattern of dampened amplitudes of CBF responses that also 

spread over greater areas as in normotensives (Jennings et al., 2005). Dampened resting 

CBF responses were found specifically in posterior parietal areas and thalamic areas. 

Interestingly, increases in hippocampal blood f low activation were observed in 

hypertensives who performed well in the task. A similar increase was found in frontal brain 

areas, suggesting that compensatory activation of additional brain areas may be 

supportive to maintain certain levels of memory performance in hypertension. Jennings 

(2003) suggested that peripheral blood pressure elevations cause autoregulatory 

adjustment of CBF, as well as structural cerebrovascular alterations, such as remodeling 

and rarefaction, which subsequently impair vasodilation to support active brain regions 

during cognitive demand. In early stages, this would induce compensatory blood flow 

adjustments to preserve functional performance levels. Some mixed results in line with 

this hypothesis, corroborate that blood pressure of pre-hypertensive middle-aged 

participants relates to cognitive performance and to CBF alterations similar to those 

observed in manifest hypertension (Jennings, Heim, et al., 2017; Jennings, Muldoon, et 

al., 2017; Launer et al., 2015). 

1.3.4 Impact of blood pressure lowering therapy on the brain 
Lowering blood pressure, by lifestyle or pharmacological interventions, has been 

significantly related to reduced occurrences of stroke, heart failure, coronary events, and 
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death making it a primary intervention target to decrease cardiovascular risk (Whelton et 

al., 2017; Williams et al., 2018). However, it remains to be clarified whether the damaging 

effects of hypertension on the brain are reversible or improvable with antihypertensive 

therapy. If essential hypertension is solely dependent on vascular pathophysiology, 

treatment that reduces blood pressure levels and ameliorates vascular function should 

also improve CBF and cognitive function, and halt brain structural changes. 

Several clinical trials over the last 30 years have failed to provide direct conclusive 

evidence about antihypertensive therapy to protect cognition (Williams et al., 2018). Only 

three of these trials included neuroimaging sub-samples to investigate the effect of blood 

pressure on MRI markers associated with hypertension (mainly WMH) and found mixed 

results (Dufouil et al., 2005; Weber et al., 2012; Williamson et al., 2014). The PRoFESS 

trial found no differences between treatment group (Weber et al., 2012). PROGRESS 

found significant slowing of WMH volume progression between treatment groups (Dufouil 

et al., 2005). And the ACCORD sub-study MIND concluded that total brain volume 

declined more with intensive vs. standard treatment (Williamson et al., 2014). Recent 

results of SPRINT-MIND, the MRI sub-study of the SPRINT trial, showed that WMH 

volume increases over 4 years of follow-up were significantly smaller in the intensive 

treatment group (increase of 0.92 cm3 compared to 1.45 cm3, mean group difference of 

0.54 cm3). However, total brain volume (sum of gray and white matter volumes) decreased 

more in the intensive treatment group (decrease of -30.6 cm3 compared to -26.9 cm3, mean 

group difference of -3.7 cm3) (Kjeldsen, Narkiewicz, Burnier, & Oparil, 2018). Williamson 

et al. (2019) just published results from 5 years follow-up of this trial that show a small 

effect for lower risk of incident dementia or mild cognitive impairment in the intensive 

treatment arm.  

The primary aim of these clinical studies was to test for any beneficial effect of blood 

pressure lowering therapy on cognition and the brain. Some epidemiological studies, 

however, investigated whether any potentially pathological brain correlates differentiate 

treated from untreated or poorly controlled hypertensives. For example, participants from 

the Rotterdam Study with uncontrolled untreated hypertension had significantly more 

WMH progression within 3.5 years than participants with treated hypertension, whose 

blood pressure levels remained in the hypertensive range (difference [95% confidence 

interval], 0.12 [0.00; 0.23] mL/y) (Verhaaren et al., 2013). In a small intervention study of 

previously unmedicated hypertensive patients with a follow-up after one year, Jennings et 

al. (2012) found significant reductions in regional gray matter volume in mid-temporal 

areas, entorhinal cortex and thalamus over the follow-up period despite successful 

lowering of blood pressure of approximately 22 mmHg systolic and 18 mmHg diastolic. 
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Some studies also investigated the effects of antihypertensive treatment on cerebral 

perfusion. In the SMART-MR study, untreated hypertension, poorly controlled 

hypertension, and high blood pressure levels were associated with a decline in 

parenchymal CBF (i.e. total CBF per 100 ml brain parenchymal volume) relative to 

normotensive controls (Muller et al., 2012). The largest declines were found for poorly 

controlled and untreated hypertension. Analyses by class of antihypertensive medication 

showed that all hypertensive patients declined in parenchymal CBF, independent of the 

drug category they were using or if they took any antihypertensives at all. An exception 

was that the change in parenchymal CBF did not significantly differ from zero in 

hypertensives using angiotensin receptor blockers. Whether this is due to a specific 

pharmacological effect of angiotensin (Nagata, Kawabe, & Ikeda, 2010; Zhang, Witkowski, 

Fu, Claassen, & Levine, 2007) or potentially due to low power (N=42) needs to be tested 

in future studies. A sub-study of the Baltimore Longitudinal Study of Aging with PET data 

from 14 treated hypertensives and 14 healthy controls, found that hypertensives, relative 

to controls, showed greater linear decline of regional CBF over seven years in areas of the 

prefrontal, anterior cingulate, occipitotemporal, and posterior occipital cortex (Beason-

Held et al., 2007). Over time, healthy controls also showed linear CBF increases in motor, 

superior temporal and hippocampal regions which were not observed to the same extent 

in hypertensives. The authors interpret this finding as a lack in the hypertensive group to 

preserve brain function.  

Taken together, results from clinical trials to test for beneficial effects of antihypertensive 

treatment on the brain and cognition are conflicting. Successful lowering of blood pressure 

decelerates but does not entirely halt or reverse the progression of WMH or silent brain 

injury, such as dysfunctional cerebral perfusion. Notably, there is no evidence, yet, that 

hypertension treatment attenuates the progression of gray matter changes (Jennings et 

al., 2012; Kjeldsen et al., 2018). If successful antihypertensive therapy does not reduce 

the progression of brain injury, this may be due to already present irreversible vascular 

damage (i.e., atherosclerosis) or other factors that are not entirely dependent on blood 

pressure levels. Both possibilities may be involved in the initiation of the adverse effects 

of essential hypertension. 

1.3.5 Interim summary 
In sum, mid- and late-life hypertension is related to sub-clinical functional (Beason-Held et 

al., 2007; Hajjar et al., 2010; Jennings et al., 2005; Muller et al., 2012) and structural 

cerebrovascular changes (Debette et al., 2011; den Heijer et al., 2005; Hajjar et al., 2010; 

Launer et al., 2015; Leritz et al., 2011; Maillard et al., 2012; Muller et al., 2014; Power et 

al., 2016; Raz et al., 2005). Specifically, these include signs of brain damage such as 
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global brain atrophy (Firbank et al., 2007; Power et al., 2016), white matter injury (Maillard 

et al., 2012; Muller et al., 2014; Verhaaren et al., 2013) and gray matter reductions 

(Gianaros et al., 2006; Leritz et al., 2011; Maillard et al., 2012). Especially hippocampal 

and frontal regions seem to be sensitive areas where gray matter reductions have been 

repeatedly shown (Beauchet et al., 2013; Bender et al., 2013; Power et al., 2016; Raz et 

al., 2007). It is important to note that structural and functional neuroimaging correlates of 

hypertension have been investigated primarily in middle-aged and older individuals with 

manifest hypertension and often under the influence of blood pressure lowering 

medication. With respect to the evidence pointing towards the presence of 

pathophysiological mechanisms even in the early stages of blood pressure elevations, 

interactions with age, high blood pressure exposure and treatment effects should be 

expected but are rarely accounted for. It is thus unclear how elevated blood pressure and 

other vascular risk factors in younger ages relate to brain health in later life. Furthermore, 

it has been assumed that vascular brain injury typically arises over years of manifest 

vascular disease, such as hypertension and atherosclerosis. This assumption has been 

challenged by increasing evidence showing that asymptomatic CVD is highly prevalent in 

the general aging population and increases the risk for stroke, dementia and cognitive 

decline far below recent thresholds which have been defined as “clinically relevant” for 

vascular disease. More research is needed to comprehend how trajectories of blood 

pressure and brain injury are intertwined with respect to their multi-etiological contexts. 

1.4 A Mind-Brain-Body Approach to Essential Hypertension 
We have seen that while consequences of hypertension on the brain and other organs are 

well documented, the primary causes of initial blood pressure elevations in essential 

hypertension remain elusive. Above, I also reviewed that current research suggests that 

pathogenesis of essential hypertension is multi-etiological and consists of biological, social 

and psychological interactions. Investigations of such mind-brain-body interactions are for 

example common in psychophysiological experiments or in research of psychological 

consequences of somatic illness, such as depressive symptoms after stroke or a cancer 

diagnosis (Linden, Vodermaier, MacKenzie, & Greig, 2012; Robinson & Jorge, 2016). How 

mental factors contribute to bodily diseases, however, has received comparably less 

scientific recognition. Stress and emotional processing are prominent mechanisms in 

which bodily signals shape behavior and thoughts and may have negative consequences 

on both mental and somatic health. In this vein, this section will be about evidence that 

shows how the brain is not only a target for adverse effects of hypertension, but also 

putatively a key figure in a mind-brain-body framework of the development of essential 

hypertension.  
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1.4.1 Blood pressure and stress 
The idea that stress leads to hypertension and heart disease is often encountered in 

common knowledge realms, but the scientific foundation in support of this claim has been 

inconclusive over many years of research. Stress is a difficult concept to define and to 

operationalize. In the interest of the research area at hand, many different definitions of 

stress have been proposed. Despite these challenges, a line of research has been 

conducted to date which suggests that cardiovascular disease and hypertension are, in 

fact, caused by chronic mental distress (Esler, 2017; Esler et al., 2008). Over several 

years, Esler and colleagues, among others, investigated (often invasively) the link between 

the sympathetic nervous system, mental stress (and affective disorders), and 

cardiovascular disease (Esler, 2017; Esler et al., 2008). The primary outcomes in these 

studies have been heart disease of sudden onset which typically follow acute emotional 

upheaval, such as cardiac arrythmias, myocardial infarction or Takotsubo myopathy (also 

known as “broken heart syndrome”). These studies also suggest adverse cardiovascular 

consequences in the presence of chronic psychological stress, such as affective disorders 

(i.e. depressive and anxiety disorders) which often co-occur with cardiovascular disease 

(Cohen, Edmondson, & Kronish, 2015; Hamer, Batty, Stamatakis, & Kivimaki, 2010). 

Neural mechanisms, particularly sympathetic activity, are critical in the linkage between 

stress responses of psychological symptoms and cardiovascular disease. Increased 

noradrenaline synthesis rate of brainstem neurons projecting to the hypothalamus and 

amygdala, the co-release of adrenaline in sympathetic nerves (which is not observed in 

healthy individuals) and persistent sympathetic nerve firing patterns in skeletal muscle 

vasculature are, among others, putative biomarkers of stress exposure, which are all 

present in patients with essential hypertension (Esler et al., 2008; Macefield, James, & 

Henderson, 2013). Acute and chronic psychological distress therefore induces signatures 

of enhanced sympathetic nervous outflow which are crucial in the development of coronary 

heart disease, atherosclerosis and essential hypertension. 

1.4.2 Blood pressure reactivity and psychological stressors 
Another predictor for subsequent cardiovascular disease has been found in cardiovascular 

reactivity to experimentally induced stressors. Psychophysiological studies most often 

assessed cardiovascular reactivity as a change in heart rate or blood pressure from a 

given baseline. To evoke cardiovascular responses in the laboratory, stressors are 

commonly operationalized by physiological (e.g. cold-pressor test, isometric exercise) or 

psychological (e.g. mental arithmetic, delivering free speeches on personal topics, effortful 

cognitive demand such as Stroop task) challenges (Krantz & Manuck, 1984; Rose et al., 

2004). Several studies found that stressor-evoked cardiovascular reactivity predicts 



20 
 

premature development of hypertension and other precursors of CVD, as well as 

accelerated progression of atherosclerosis (Chida & Steptoe, 2010; Krantz & Manuck, 

1984; Treiber et al., 2003). Especially stressor-evoked blood pressure reactivity has been 

associated with prospective CVD and cardiovascular events in clinical and epidemiological 

studies (Chida & Steptoe, 2010; Treiber et al., 2003). For example, in more than 4100 

young, normotensive adults from the longitudinal CARDIA study, enhanced blood pressure 

reactivity during the cold-pressor test and during cognitive tasks involving executive 

functions, predicted earlier onset of hypertension during a 13 years follow-up period 

(Matthews et al., 2004; but cf. Yano et al., 2016). Panaite et al. (2015) concluded from 

their meta-analytic comparison that in addition to reactivity, cardiovascular recovery might 

play an equally important role in the prediction of future CVD events. In sum, these studies 

suggest that certain patterns of blood pressure reactivity in normotension relate to the 

subsequent development of hypertension and other precursors of CVD and thus precede 

elevations in blood pressure levels. 

1.4.3 Brain correlates of blood pressure reactivity to psychological stressors 
Although there are plenty of studies linking adverse effects of blood pressure reactivity to 

cardiovascular events, only recently research aimed to understand ‘neuro-vegetative 

coupling’ or the neurobiological pathways that couple the central nervous system 

processing of acute stressors with the peripheral expression of cardiovascular reactions 

implicated in CVD risk (Gianaros & Sheu, 2009). Non-invasive investigations of neural 

activity and vascular responses in humans have been methodologically challenging in the 

past. Due to technical developments in the last 20 years, however, concurrent acquisition 

of peripheral physiological signals, like heart rate and blood pressure, and neuroimaging 

markers became possible (Gray et al., 2009). These methodological advances enabled 

studies to investigate how experimental stressors modulate behavioral, neural and 

autonomic activity simultaneously. One of the first brain imaging studies to relate blood 

pressure reactivity with neural activation used positron emission tomography to investigate 

whether changes in regional CBF correlated with blood pressure changes evoked by a 

frustrating mental arithmetic task and an isometric handgrip task, respectively (Critchley, 

Corfield, Chandler, Mathias, & Dolan, 2000). Results showed that increased stressor-

evoked mean arterial pressure correlated with increased resting CBF to the postcentral 

gyrus, anterior cingulate cortex, insula and cerebellum; and with decreased resting CBF 

primarily to prefrontal and medial temporal regions (Critchley et al., 2000). This study 

provided the first human neuroimaging evidence for the involvement of areas previously 

implicated in cognitive and emotional behaviors in the representation of peripheral 

autonomic states. 
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Until today, however, technical difficulties related to the MRI environment complicate the 

continuous, simultaneous acquisition of some autonomic markers during functional MRI. 

For example, the beat-to-beat acquisition of blood pressure has been difficult to achieve 

in the scanner environment and was circumvented by using intermittent blood pressure 

recordings immediately before and after experimental blocks in the first fMRI studies in 

this realm. These early studies were therefore limited to testing neuro-vegetative coupling 

associated with longer-lasting “stress periods” over several minutes. More recent 

techniques, however, on which we build in study 6 of this dissertation, allow for 

simultaneous recording of blood pressure during fMRI which matches neural activity 

following brief stimulation events more closely to blood pressure changes (in seconds 

range) (Gray et al., 2009; Okon-Singer et al., 2014). While pioneering these new methods 

to investigate neuro-vegetative coupling, these studies became especially relevant as they 

showed that individual differences of brain function and structure covary with stressor-

evoked blood pressure changes (Gianaros & Sheu, 2009; Okon-Singer et al., 2014). In a 

series of studies by Gianaros et al., non-hypertensive adults, performed a Stroop color-

word-interference task during fMRI with intermittent blood pressure acquisition (Gianaros 

et al., 2005; Gianaros, Jennings, Sheu, Derbyshire, & Matthews, 2007; Gianaros et al., 

2008). A meta-analytic summary of these studies showed that exaggerated blood pressure 

reactivity in response to the task correlated with increased activation in brain regions such 

as cingulate cortex, amygdala, insula, and prefrontal areas (Gianaros & Sheu, 2009). Even 

in young, non-hypertensive adults within their twenties, greater stressor-evoked blood 

pressure reactivity correlated with increased activation of and functional connectivity within 

cortico-limbic and CAN regions (Gianaros et al., 2008; Okon-Singer et al., 2014), as well 

as with reduced gray matter volume in the amygdala and medial frontal areas (Gianaros 

et al., 2008). Another recent study of 20-year-old women found that systolic blood pressure 

reactivity in response to a frustrating mental arithmetic task correlated with lower 

hippocampus volume in the following year (Trotman, Gianaros, Veldhuijzen van Zanten, 

Williams, & Ginty, 2018). In this study, other cardiovascular reactivity parameters also 

related to lower amygdala volume. 

What can be concluded from these studies is the outline of a higher-order functional 

network of cortico-limbic regions, including the cingulate/medial frontal cortex, insula and 

amygdala, which integrates the processing of psychological stressors with regulatory 

cardiovascular responses to mobilize hemodynamic and metabolic support for adaptive 

behaviors. Activity within this neuro-vegetative coupling network linearly relates to the 

expression of stressor-evoked blood pressure reactivity independent of hypertension. 

Neural activation patterns which relate to the initiation of vascular responses that 
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repeatedly exceed hemodynamic and metabolic demands, may serve as a mechanistic 

link between excessive stress-related cardiovascular reactivity and prospective 

hypertension and CVD. 
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2 Aims of the Thesis and Rationale for Experimental Work 
The rationale for the experimental work of this thesis grounds on the following 

assumptions. As outlined above, there is a substantial impact of high blood pressure on 

general health, cognition, brain structure and brain function. Some studies point to a 

continuous, linear relation between high blood pressure and adverse brain outcomes – 

irrespective of any cut-off threshold – which presents before overt clinical symptoms occur. 

However, evidence from neuroimaging studies which test continuous associations of blood 

pressure on brain structure and function independent of vascular disease or other 

confounding factors is sparse. In addition, maladaptive reactivity and regulation of blood 

pressure in younger age, prior to manifestation of hypertension, may determine the 

development and progression of cognitive decline and brain damage during aging. In this 

respect, a combination of neural, autonomic and psychological processes seems to 

interact and putatively underlies the factors driving initial blood pressure elevations and 

pathogenesis of essential hypertension. Thus, the motivation for this thesis was to 

approach the question of how blood pressure and other vascular risk factors relate to brain 

structure and function from a mind-brain-body perspective and by that contribute to the 

understanding of the complex interrelation between the brain, blood pressure control and 

hypertension. 

We approached this first by a large data collection effort to build a multimodal database, 

which we made available for public use, that provides a suitable framework for 

investigations of multifactorial mind-brain-body interactions in young and old age (studies 

1 and 2). This database is a key aspect of my experimental work and forms the core of the 

empirical studies of this thesis. Using this new database, the main study of my 

experimental work aimed to investigate if blood pressure relates to impaired brain structure 

in younger adults at sub-hypertensive levels (study 3). Two related studies from this 

database aimed to elucidate the relationship between intrinsic functional brain connectivity 

and other vascular risk factors (heart rate variability in study 4; acute psychosocial stress 

in study 5). The final study presented here aimed to understand neural control of blood 

pressure regulation and investigated which brain areas are involved in the cognitive 

modulation of blood pressure reactivity to negative emotions (study 6).  

Rationale of studies 1 & 2 (key work for data acquisition): 

The first studies included in this thesis are a data collection effort, that is openly available 

for researchers around the world, with the aim to provide a large database for in-depth 

investigations of mind-brain-body interactions. To achieve a holistic picture of healthy 

aging and the development of civilization diseases, it is vital to consider a multi-etiological 
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research approach. The MPI-Leipzig Mind-Brain-Body database (MPILMBB) was 

designed to provide such a framework by deeply phenotyping younger and older 

participants. Using multimodal state-of-the-art methods, comprehensive individual 

physiological and psychological profiles were assessed that allow a multitude of 

investigations to illuminate how mind, brain and body interact across the lifespan, which 

may inform clinical research. The database also provided a basis for the empirical studies 

of this thesis. 

Rationale of study 3 (main study using the database of studies 1 & 2): 

The third study was set out to determine the relevance of blood pressure for brain structural 

integrity of young adults without diagnosed hypertension. As introduced above, 

asymptomatic brain changes related to vascular risk factors, including high blood pressure, 

are visible in MRI long before symptomatic disease manifests. This suggests continuous 

detrimental effects of blood pressure on the brain. However, this was only investigated in 

middle and older age where participants have been exposed to vascular risk factors for 

years before assessment. Little is known about the effects of elevated blood pressure on 

brain structure in young adulthood where prevalence of vascular risk factors is typically 

low. We conducted a meta-analytic MRI study to investigate how sub-hypertensive blood 

pressure levels relate to gray matter volume of adults below 40 years of age.  

Rationale of study 4 & 5 (related studies using the database of studies 1 & 2): 

Studies 4 and 5 show different applications of the MPILMBB database in the field of mind-

brain-body investigations.  

Heart-brain interactions have critical implications for mental and physical health and have 

previously been shown to relate to structure and function in cortical midline and limbic 

areas. In study 4, we investigated how the relation between parasympathetic cardio-

regulation and brain structure and function varied across the human lifespan. Since heart 

rate variability decreases with age, we hypothesized that structural and functional neural 

correlates of heart rate variability are age dependent. Our study combined measures of 

resting heart rate variability, structural brain MRI and resting-state functional brain 

connectivity to test their interrelation and dependence on age in a large sample of healthy 

adults.  

Study 5 aimed to describe the neural correlates of acute psychosocial stress. While 

psychophysiological responses to acute stress have been shown in many previous 

studies, it is less well defined how the brain is directly implicated in stress reactivity. Using 

resting-state fMRI, we investigated how both stress reactivity and recovery (up to 90 min 
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after stress onset) are reflected in whole-brain functional connectivity changes and how 

these changes relate to other measures of stress in healthy young men. We hypothesized 

that immediate stress induces effects on whole-brain network topology. In addition, the 

study aimed to explore the association between neural stress reactivity and (i) subjective 

stress ratings, (ii) autonomic (i.e. heart rate variability) and (iii) endocrine (i.e. cortisol) 

stress measures, respectively. 

Rationale of study 6 (using the mind-brain-body approach to understand blood pressure 

control): 

Finally, considering that emotional processing is a substantial factor in the development of 

hypertension and cerebrovascular disease, this field of research offers good prospects for 

future investigations. Previous studies investigated neural activation and blood pressure 

reactivity in response to cognitive demand or physiological stress in young adults. 

However, the interplay of cognitive, neural and vascular factors in the context of emotional 

processing are less well defined. Thus, in study 6 we set out to investigate the neural 

correlates of blood pressure reactivity to negative emotions. Our aims were (i) to identify 

neural processes involved in blood pressure responses to emotional stimuli, and (ii) to 

elucidate how attention modulates these neural processes and the associated blood 

pressure response in young adults. We hypothesized that, in the low attentional load 

condition of a perceptual load task, negative pictures would deteriorate task performance, 

activate regions implicated in emotion processing (amygdala, anterior insula, orbitofrontal 

cortex, visual areas) and transiently decrease blood pressure (Dan-Glauser & Gross, 

2011; Minati et al., 2009). In the high load condition (reduced attention) these reactions 

were hypothesized to be attenuated. Finally, we expected activations related to enhanced 

perceptual load in frontoparietal and primary visual regions. 
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3 Experimental Work 

3.1 Studies 1 & 2: The MPI-Leipzig Mind-Brain-Body database 

Study 1: A Mind-Brain-Body Dataset of MRI, EEG, Cognition, Emotion, 

and Peripheral Physiology in Young and Old Adults. 

Babayan…Schaare et al., Scientific Data (2019) 

Study 2: A Functional Connectome Phenotyping Dataset Including 

Cognitive State and Personality Measures. Mendes…Schaare et al., 

Scientific Data (2019) 
The basis for the studies of this thesis is a large data acquisition effort to create a database 

which allows for testing mind-body-emotion interactions in a comprehensive manner. The 

database is built upon two complementary data acquisition protocols – on a partially 

overlapping cohort of participants – which vary in their study designs and methodological 

foci. The datasets have been peer-reviewed and published as data articles (Babayan et 

al., 2019; Mendes et al., 2019). Dataset 1, the “Leipzig Study for Mind-Body-Emotion 

Interactions” (LEMON), was designed to assess a wide range of neural, psychological and 

psychophysiological markers that allow to test mind-brain-body interactions in young and 

older adults (n=227) (Babayan et al., 2019). Dataset 2, the “Neuroanatomy and 

Connectivity protocol (N&C), focused on a detailed assessment of the functional 

connectome, by including one hour of resting-state fMRI, and cognitive and personality 

measures in adults between 20-75 years of age (n=194) (Mendes et al., 2019). Overall, 

109 participants completed both protocols. The protocols are described in detail elsewhere 

(Babayan et al., 2019; Mendes et al., 2019), however an overview of the procedures and 

measures included in the database is given below. 

3.1.1 Materials and methods 

3.1.1.1 Participants 

The total sample of the LEMON study included in total 227 younger (N=153, 25.1±3.1 

years, range 20–35 years, 45 female) and older (N=74, 67.6±4.7 years, range 59–77 

years, 37 female) German-speaking participants. The N&C protocol included 194 adults 

between 20-75 years of age (34±16 years, 94 female). Overall, 109 participants completed 

both studies. The studies were approved by the ethics committee at the medical faculty of 

Leipzig University (reference numbers 154/13-ff for LEMON, 097/15-ff for N&C). 

3.1.1.2 Study inclusion 

Study eligibility of prospective participants for both protocols was prescreened in a semi-

structured telephone interview. Individuals who did not meet any exclusion criteria, such 
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as history of cardiovascular disease, psychiatric illness, or neurological disease, were 

invited to an information event about the study procedures which was followed by a 

second, individual screening for study eligibility by a physician. 

3.1.1.3 Procedure 

LEMON 

Participants completed two assessment days which lasted around four hours each (Figure 

1). On the first assessment day, a cognitive test profile, MRI, blood pressure and 

anthropometric measurements and a blood sample were acquired. On the second 

assessment day, we acquired resting-state EEG and participants completed a 

psychological assessment including an emotion and personality test battery as well as a 

psychiatric interview. Participants were also invited for follow-up experiments, where 

additional behavioral and psychological measures were assessed depending on the 

experiments’ aims. 

 

Figure 1 – LEMON study. Overview of data acquisition 

N&C 

In the N&C study, participants completed five assessment days (Table 2). The first day 

consisted of the completion of a set of questionnaires at the Max Planck Institute for 

Human Cognitive and Brain Sciences (MPI CBS). The second day required the completion 

of a set of online questionnaires which the participants could do at home at their 
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convenience, On the third day, participants underwent neuroimaging at the Clinic for 

Cognitive Neurology at the University of Leipzig Medical Center and completed several 

experimental paradigms and another set of questionnaires. The fourth day included more 

online questionnaires that could be completed at home. On the fifth and final assessment 

day, a set of questionnaires and tasks was administered at the MPI CBS. Within each set, 

the order of questionnaires and tasks was randomized across participants. 

Table 2 - Neuroanatomy & Connectivity protocol. Overview of data acquisition 
Uni Clinic= Day Clinic for Cognitive Neurology, University of Leipzig. ACS=Attention Control Scale, AMAS=Abbreviated 
Math Anxiety Scale, ASR=Adult Self Report, AUT=Alternative Uses Task, BCQ=Body Consciousness Questionnaire, 
BDI=Beck Depression Inventar-II, BIS/BAS=Behavioral Inhibition and Approach System, BP=Boredom Proneness Scale, 
CAQ=Creative Achievement Questionnaire, CCPT=Conjunctive Continuous Performance Task, ESS=Epworth Sleepiness 
Scale, ETS=Emotional task switching; FBI=Facebook Intensity Scale, FFMQ=Five Facets of Mindfulness Questionnaire, 
Gold-MSI=Goldsmiths Musical Sophistication Index, HADS=Hospital Anxiety and Depression Scale, IAT=Internet 
Addiction Test, IMIS=Involuntary Musical Imagery Scale, MCQ-30=Metacognition Questionnaire, MGIQ=Multi-Gender 
Identity Questionnaire, MMI=Multimedia Multitasking Index, MPU=Mobile Phone Usage, NEO PI-R=NEO Personality 
Inventory-Revised, NYC-Q_postscan=New York Cognition Questionnaire after scan, Oddball=Adaptive Visual and 
Auditory Oddball Target Detection Task, PSSI=Personality Style and Disorder Inventory, RAT=Remote Associates Test, 
SCS=Brief Self-Control Scale, SD3=Short Dark Triad, S-D-MW=Spontaneous and Deliberate Mind-Wandering, SDS=Social 
Desirability Scale-17; SE=Self-Esteem Scale, Short-NYC-Q_inscan1-4=Short Version of the New York Cognition 
Questionnaire in scanner, Short-NYC-Q_postETS=Short Version of the New York Cognition Questionnaire after tasks, 
SYN=Synesthesia Color Picker Test, TCIA=Test of Creative Imagery Abilities, TPS=Tuckman Procrastination Scale, UPPS-
P=UPPS-P Impulsive Behavior Scale, VISQ=Varieties of Inner Speech Questionnaire. 

Day 1 (MPI CBS)  Day 2 (Home)  Day 3 (Uni Clinic)  Day 4 (Home)  Day 5 (MPI CBS)  
ASR  ACS  Scanning session  AMAS  BIS/BAS  

God-MSI  BDI    NEO PI-R  CAQ  

IAT  BP  FBI    MCQ-30  

IMIS  ESS  S-D=MW    BCQ  

MGIQ  HADS  Short-NYC-Q_inscan1-4    FFMQ  

SCS  MMI  Short-NYC-Q_postETS    RAT  

SD3  MPU  NYC-Q_postscan    SYN  

SE  PSSI  ETS    AUT  

TPS    CCPT    TCIA  

VISQ    Oddball      

UPPS-P          

SDS          

 

3.1.1.3.1 Psychological assessment 

LEMON 

The psychological assessment of the study included a wide range of psychological 

constructs which were measured with common psychometric instruments (details in 

Babayan et al., 2019). The cognitive test battery included six tests assessing verbal 

learning, memory capacity, alertness, interference, working memory, executive function, 

verbal crystallized intelligence, fluid intelligence, and verbal fluency. The emotion and 
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personality test battery assessed the following constructs in 21 questionnaires: big five 

personality factors, impulsivity, approach and inhibition behavior, emotion regulation, 

perceived social support, coping, optimism, pessimism, perceived chronic stress, eating 

behavior, emotional intelligence, trait anxiety, trait anger, alexithymia, mood, individual 

anticipation of time left to live, as well as content and form of self- generated thoughts. 

While these instruments mainly cover sub- or non-clinical manifestations of psychological 

constructs, we also assessed past and present psychiatric symptoms with the 

Standardized Clinical Interview for Diagnostic and Statistical Manual of Mental Disorders 

(DSM-IV) axis I disorders (SCID-I). Furthermore, we screened for depressive symptoms, 

borderline personality symptoms, and alcohol abuse. Substance abuse was also tested by 

an in-vitro urine drug test to exclude substance abuse at the time point of testing. 

N&C 

The psychological assessment in N&C was more extensive than the one in LEMON and 

included a broad set of 42 state and trait questionnaires and tasks which covered 

constructs of personality and habitual behaviors, mind-wandering and mindfulness, 

synesthesia, cognitive control and sustained attention, and creativity. An overview of all 

measures is given in Table 2. 

3.1.1.3.2 Physiological data 

LEMON 

The LEMON study acquired a large dataset of structural and resting-state (rs) functional 

MRI at the 3 Tesla MAGNETOM Verio scanner (Siemens, Erlangen, Germany) located at 

the Clinic for Cognitive Neurology at the University of Leipzig Medical Center. The imaging 

protocol lasted approximately 70 minutes and included the following scans in fixed order: 

1) gradient echo fieldmap scan for distortion correction in rs-fMRI, 2) a pair of spin echo 

images with reversed phase encoding direction for distortion correction in rs-fMRI, 3) a 15-

min rs-fMRI scan, 4) a second pair of spin echo images with reversed phase encoding 

direction, 5) quantitative and weighted T1 Magnetization-Prepared 2 Rapid Acquisition 

Gradient Echoes (MP2RAGE) images, 6) a T2-weighted image, 7) a Fluid-attenuated 

inversion recovery (FLAIR) scan, 8) a diffusion-weighted imaging (DWI) scan, 9) a pair of 

spin echo images with reversed phase encoding for distortion correction in DWI, 10) 

T2*/susceptibility-weighted imaging (SWI) scan. During the acquisition of rs-fMRI, 

continuous beat-to-beat blood pressure, electrocardiography (ECG), pulse, and 

respiration were recorded non-invasively with MR-compatible devices. We also recorded 

a 16-min rs-EEG with a 62-channel active electrode setup. The EEG session comprised a 

total of 16 interleaved eyes-closed and eyes-open blocks (8 each), each 60 s long. 

Additional measures included three seated resting blood pressure recordings, 



30 
 

anthropometry measures (including body weight and height to calculate BMI, as well as 

waist and hip measurements to calculate the waist-to-hip ratio), a hair sample and a 

peripheral blood sample with direct laboratory analysis of common blood markers. 

N&C 

The physiological assessment in N&C consisted of a session of MRI including a T1-

weighted structural scan, one hour of rs-fMRI separated in four scans, and scans for 

distortion correction. The scanning protocols were equivalent to the sequences of LEMON 

(see above). 

3.1.1.3.3 Data processing, sharing and security 

To protect participants’ identities and other sensitive information, data of both protocols 

were pseudonymized by allocating study IDs to all data. The public database was arranged 

in the BIDS format for standardized data management (Gorgolewski et al., 2016). Further 

pseudonymization was achieved by binning participants’ age at study entry into five-year 

bins (cutoff values for binning were 20.0, 25.0, 30.0 and so forth). Data were shared in raw 

and partly in preprocessed form for some measures, such as MRI, EEG, psychological 

assessment. We report most data from the psychological tests as aggregated scores, 

where applicable (i.e. sub-scale scores instead of raw item values). For MRI, rs-fMRI and 

T1 scans were preprocessed and shared. The preprocessing of the rs-fMRI data was 

implemented in Nipype and comprised the following steps: (i) discarding the first five EPI 

volumes to allow for signal equilibration and steady state, (ii) 3D motion correction (FSL 

MCFLIRT), (iii) distortion correction (FSL FUGUE), (iv) rigid-body coregistration of 

unwarped temporal mean image to the individual’s anatomical image (FreeSurfer 

bbregister), (v) denoising (Nipype rapidart and aCompCor), (vi) band-pass filtering 

between 0.01-0.1 Hz (FSL), mean-centering, as well as variance normalization of the 

denoised time series (Nitime), (vii) spatial normalization to MNI152 2 mm standard space 

via transformation parameters derived during structural preprocessing (ANTs SyN). The 

preprocessing of the T1 MP2RAGE data was also implemented in Nipype and included 

following steps: The background of the uniform T1-weighted image was removed using 

CBS Tools, and the masked image was used for cortical surface reconstruction using 

FreeSurfer’s full version of recon-all. A brain mask was created based on the FreeSurfer 

segmentation results. Diffeomorphic nonlinear registration as implemented in ANTs SyN 

algorithm was used to compute a spatial transformation between the individual’s T1-

weighted image and the MNI152 1mm standard space. To remove identifying information 

from the structural MRI scans, a mask for defacing was created from the MP2RAGE 

images using CBS Tools. This mask was subsequently applied to all T1 scans. The raw 

EEG data used for preprocessing was downsampled from 2500 Hz to 250 Hz, bandpass 
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filtered within 1-45 Hz (8th order, Butterworth filter) and split into eyes-open and eyes-

closed conditions for the subsequent analyses.  

3.1.1.3.4 Quality assessment 

We performed detailed quality control of all data before their inclusion in the database and 

provide its outcomes for public use. First, all data were manually checked for missing or 

corrupt data. For behavioral data, we provide descriptive statistics, reliability estimates and 

density plots of data distributions to assess their usability and facilitate the evaluation of 

the data. We visually inspected the quality of preprocessed MRI images in reports which 

we created using the mriqc package, implemented in Python. Mriqc creates a report for 

each individual scan based on different parameters like motion, coregistration, and 

temporal signal-to-noise (tSNR). Overall, the quality of the data was very good and only 

eight participants were excluded from preprocessing of LEMON MRI data due to errors 

during data acquisition (ghosting artifact N= 2, incomplete scan N=1), anatomical 

preprocessing (N=4) or functional preprocessing (N=1). Quality assessment of EEG data 

included visual inspection and removal of outlier channels showing poor signal quality and 

data intervals containing extreme signal shifts, as well as ICA-based rejection of 

components reflecting eye movement, eye blinks or heartbeat-related artefacts. 
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3.2 Study 3: Association of Peripheral Blood Pressure with Gray Matter 

Volume in 19- to 40-Year-Old Adults. Schaare et al., Neurology (2019) 
This is the main study of my experimental work which builds on data from the MPILMBB 

database (study 1 and 2), in addition to other large datasets (see below). The article has 

been published in a peer-reviewed journal (Schaare et al., Neurology, 2019), thus large 

excerpts of the text below is kept in the original form of the article as it was approved by 

the reviewing experts. The objective of the study was to test whether varying levels of 

blood pressure relate to gray matter volume (GMV) differences between young adults. 

3.2.1 Materials and methods 
We applied voxel-based morphometry (VBM) to four independent datasets including 

young adults aged between 19-40 years without previous diagnosis of hypertension (HTN) 

or any other severe, chronic or acute disease. Results from each dataset were combined 

in image-based meta-analyses (IBMA) for well-powered, cumulative evaluation of findings 

across study differences (i.e. recruitment procedure, inclusion criteria and data acquisition, 

Supplementary Table 1, Figure 2). 

3.2.1.1 Participants 

We included cross-sectional data of 423 young participants from four samples. The 

samples were drawn from larger studies that were conducted in Leipzig, Germany, 

between 2010-2015: 1. Leipzig Study for Mind-Body-Emotion Interactions (LEMON) 

(Babayan et al., 2019), 2. Neural Consequences of Stress Study (NeCoS) (Reinelt et al., 

2019), 3. Neuroanatomy and Connectivity Protocol (N&C) (Mendes et al., 2019), 4. Leipzig 

Research Centre for Civilization Diseases (LIFE) (Loeffler et al., 2015). The objective of 

LEMON was to cross-sectionally investigate mind-brain-body-emotion interactions in a 

younger (20-35 years) and an older (59-77 years) group of 228 healthy volunteers. NeCoS 

aimed to investigate neural correlates of acute psychosocial stress in 79 young (18-35 

years), healthy, non-smoking men. The study protocol for the baseline assessment of 

participants in NeCoS was adapted from the LEMON protocol. In N&C, 194 healthy 

volunteers between 20-75 years of age participated in one session of MRI and completed 

an extensive assessment of cognitive and personality measures. This dataset aimed to 

relate intrinsic functional brain connectivity with cognitive faculties, self-generated mental 

experience, and personality features. The LIFE-study is a population-based dataset in the 

city of Leipzig, Germany, with the objective to investigate the development of major 

modern diseases. Overall, 10000 participants were randomly drawn from the local 

population of whom 2667 underwent MRI and detailed screening. With dementia being 

one of the key scientific topics in this study, most participants in the MRI-subcohort were 
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adults above the age of 60 years. The exact inclusion procedure and numbers for the 

current investigation is depicted in Figure 2. Inclusion criteria for our study were age 

between 19-40 years, availability of high-resolution structural T1-weighted MRI and ≥1 

blood pressure measurements. Participants were excluded in case of previously 

diagnosed HTN, intake of antihypertensive drugs or severe diseases (Supplementary Table 

1). The studies were in agreement with the Declaration of Helsinki and approved by the 

ethics committee of the medical faculty at the University of Leipzig, Germany (ethics 

reference numbers study 1: 154/13-ff, study 2: 385/14-ff, study 3: 097/15-ff, study 4: 263-

2009-14122009). Before entering the studies, participants gave written informed consent. 

 

Figure 2 – Flow chart with inclusion procedure for the study samples  
Sample 1: Leipzig Study for Mind-Body-Emotion Interactions. Sample 2: Neural Consequences of Stress Study. 3: 
Neuroanatomy and Connectivity Protocol. 4: Leipzig Research Centre for Civilization Diseases (MRI-subcohort).  

3.2.1.2 Blood pressure measurements 

Systolic (SBP) and diastolic blood pressure (DBP) were measured at varying times of day 

using an automatic oscillometric blood pressure monitor (OMRON M500 (samples 1-3), 

705IT (sample 4), OMRON Medizintechnik, Mannheim, Germany) after a seated resting 

period of 5 min. In sample 1, three measurements were taken from participants’ left arms 

on three separate occasions within two weeks. In sample 2, two measurements were taken 

from participants’ left arms on two separate occasions on the same day. In sample 3, blood 
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pressure was measured once before participants underwent MRI. In sample 4, the 

procedure consisted of three consecutive blood pressure measurements, taken from the 

right arm in intervals of 3 minutes. In each sample, all available measurements per 

participant were averaged to one systolic and one diastolic blood pressure value. These 

averages were used for classification of blood pressure.  

3.2.1.3 Neuroimaging 

MRI was performed at the same 3 Tesla MAGNETOM Verio Scanner (Siemens, Erlangen, 

Germany) for all studies with a 32-channel head coil. Whole-brain 3D T1-weighted 

volumes with a resolution of 1 mm3 isotropic were acquired for the assessment of brain 

structure. T1-weighted images in sample 4 were acquired with a standard MPRAGE 

protocol (inversion time TI=900 ms, repetition time TR=2300 ms, echo time TE=2.98 ms, 

flip angle FA=9°, field of view FOV=256x240x176 mm3, voxel size=1x1x1 mm3), while T1-

weighted images in samples 1-3 resulted from an MP2RAGE protocol (TI1=700 ms, 

TI2=2500 ms, TR=5000 ms, TE=2.92 ms, FA1=4°, FA2=5°, FOV=256x240x176 mm3, 

voxel size=1x1x1 mm3). Gray and white matter contrast are comparable for the two 

sequence protocols (Marques et al., 2010; Streitbürger et al., 2014), but additional 

preprocessing steps were performed for MP2RAGE T1-weighted images (see section 

Additional preprocessing steps for MP2RAGE images). FLAIR images were acquired in 

all samples for radiological examination for incidental findings and for Fazekas scale 

ratings for WMH (Table 3, Table 4). 

3.2.1.3.1 Additional preprocessing steps for MP2RAGE images 

Before segmentation, T1-weighted images acquired with an MP2RAGE sequence were 

additionally masked to remove noise signal outside of the brain (following the procedure 

described in (Streitbürger et al., 2014): a binarized brain mask was created from the 

second inversion-contrast volume by setting voxels with intensities of less than 10% of the 

maximum signal to zero. Any holes in the mask were filled. For the final image, the mask 

was multiplied with the T1-weighted volume which eliminated background noise but 

preserved signals from the brain and other tissues. All of these steps were performed with 

tools in FSL 5.0 (Jenkinson, Beckmann, Behrens, Woolrich, & Smith, 2012, 

www.fmrib.ox.ac.uk/fsl). T1-weighted images from MP2RAGE are free of magnetic field 

inhomogeneity (they are also named uniform). Thus, a correction for this bias was omitted 

and only applied to MPRAGE images. Bias correction for MPRAGE images followed the 

default settings within SPM12’s segment batch. All other processing steps were identical 

for the pulse sequences.  
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3.2.1.4 Data processing and statistical analysis 

3.2.1.4.1 Blood pressure classification 

For statistical analyses, all available blood pressure measurements per participant were 

averaged to one mean SBP and DBP, respectively. Based on these averages, we 

categorized blood pressure according to the European guidelines for the management of 

arterial hypertension (Mancia et al., 2013): category 1 (SBP<120 mmHg and DBP<80 

mmHg), category 2 (SBP 120-129 mmHg or DBP 80-84 mmHg), category 3 (SBP 130-

139 mmHg or DBP 85-89 mmHg) and category 4 (SBP≥140 mmHg or DBP≥90 mmHg).  

3.2.1.4.2 Voxel-based morphometry: Association of regional GMV and blood pressure 

within each sample  

For each of the four samples, 3 Tesla high-resolution T1-weighted 3D whole-brain images 

were processed by using voxel-based morphometry (VBM) and the diffeomorphic 

anatomical registration using exponentiated lie algebra (DARTEL) method (Ashburner, 

2007; Ashburner & Friston, 2000) within SPM12 (12.6685, Wellcome Trust Centre for 

Neuroimaging, UCL, London, UK; http://www.fil.ion.ucl.ac.uk/spm12/) running under 

Matlab 9.0.0 (R2016a, MathWorks, Natick, MA, USA). In short, processing of GMV 

probabilities included segmentation into tissue types, sample-specific DARTEL template 

creation, modulation of grey matter voxels to preserve tissue properties, normalization to 

MNI space, and 8 mm full-width-at-half-maximum Gaussian smoothing. Voxel-wise 

general linear models (GLM) were performed to relate blood pressure and GMV within 

each sample: We tested for a continuous relationship between GMV and SBP or DBP, in 

separate models, with a multiple linear regression t-contrast. The overall effect of blood 

pressure category on GMV was tested with an Analysis of Variance (ANOVA) F-contrast. 

The general linear model for this whole-brain analysis included a factor for blood pressure 

as variable of interest (levels: (1) category 4, (2) category 3, (3) category 2, (4) category 

1). To assess differences in GMV between blood pressure categories, the following 

pairwise t-comparisons were tested: (a) category 4 vs. category 1, (b) category 3 vs. 

category 1, (c) category 2 vs. category 1. Each t-contrast was tested in negative and 

positive direction (i.e. category A<category B and category A>category B). All analyses 

included total intracranial volume (TIV), sex and age as covariates. The influence of BMI 

did not significantly contribute to the models and was thus not included as covariate in the 

analyses. We considered a sample eligible for image-based meta-analysis if its F-contrast 

effects exceeded an uncorrected peak-level threshold of p<0.001. Effects within each 

sample were explored at cluster-level p<0.05 with family-wise error correction for multiple 

comparisons.  
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3.2.1.4.3 Image-based meta-analysis: Association of regional GMV and blood pressure 

across samples 

To evaluate cumulative results from all samples while considering their heterogeneities, 

we combined the VBM outcome of each sample in an image-based meta-analysis (IBMA). 

The meta-analysis was performed with Anisotropic Effect-Size Signed Differential 

Mapping (AES-SDM) implemented in the SDM software package using default parameters 

(Radua et al., 2012, http://www.sdmproject.com/, 

http://www.sdmproject.com/software/tutorial.pdf). Meta-analyses were performed on the 

unthresholded t-maps with SDM software using default parameters (Radua et al., 2012). 

For each sample and t-contrast, unthresholded whole-brain t-statistic maps were 

converted to Hedges’ g effect size maps and variance maps. To assess weighted mean 

differences in grey matter across all samples, a meta-analytic model was set up for each 

voxel. Within this random-effects model, samples are weighted by their sample size, 

within-study variance and between-study heterogeneity. The result is a mean map of z-

values which are quotients of the mean effect-sizes and their standard errors. Since these 

z-values are not normally distributed, null distributions were estimated empirically by 

Monte Carlo randomizations. Voxels in the mean map were randomly permuted within a 

software-implemented grey matter mask to create null distributions for the assessment of 

critical z-values. We applied 50 permutations, while statistical stability has been shown 

from 20 permutations on (Radua et al., 2012). Statistical significance of mean effect size 

maps was evaluated according to validated thresholds of high meta-analytic sensitivity and 

specificity (Radua et al., 2012): voxel threshold=p<0.005, peak height threshold=SDM-

Z>1.0 and cluster extent threshold=k≥10 voxels. Anatomy toolbox (Eickhoff et al., 2007, 

version 2.2 for SPM8) was used to automatically label significant clusters in all analyses. 

Nilearn (Abraham et al., 2014, version 0.2.6, https://nilearn.github.io/index.html) was used 

to visualize statistical brain maps. Exploratory IBMA for positive associations were 

performed in analogy to negative associations as described above. 

3.2.1.4.4 IBMA of regions of interest (ROI): Association of regional GMV and blood 

pressure across samples in hippocampus and amygdala 

With the meta-analysis approach, we also tested if specific regions of interest (ROI) that 

included bilateral hippocampus and bilateral amygdala differed in their volumes related to 

SBP, DBP and between blood pressure categories, respectively. Separate IBMAs were 

calculated within binary atlas-defined masks for bilateral hippocampus and bilateral 

amygdala that were retrieved from the latest available version of the Anatomy toolbox 

(Eickhoff et al., 2007, version 2.2 for SPM8). The statistical thresholds were defined as 

p<0.05, SDM-Z>1.0 and k≥1 voxels. Peak voxels’ effect sizes were extracted with SDM 
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software’s Extract option and plotted as forest plots (Figure 4) with R (3.2.3, R Core Team, 

2015, Vienna, Austria; https://www.R-project.org/) and the package rmeta (2.16). 

3.2.1.4.5 Volumetry: Association of total brain volumes and blood pressure within the 

pooled sample 

In addition to VBM and IBMA, we explored if total brain volumes (average volume over all 

voxels within a region) differed between blood pressure categories. Specifically, we tested 

if estimated total intracranial volume, total grey matter volume, total white matter volume, 

total amount of WMH, total CSF volume, total left and right hippocampal and amygdalar 

volume differed between blood pressure categories. WMH was assessed by Fazekas 

scale ratings from FLAIR images (Fazekas, Chawluk, Alavi, Hurtig, & Zimmerman, 1987). 

For these comparisons within the total sample, we defined correlation models (for SBP 

and DBP as independent variable, respectively) and ANOVA models for blood pressure 

category as independent variable. The models included the respective volume as 

dependent variable, as well as TIV (where applicable), sex, age, and sample (where 

applicable) as covariates. We considered p-values<0.05 as significant. The analyses were 

performed with R (3.2.3, R Core Team, 2015, Vienna, Austria; https://www.R-project.org/). 

3.2.1.5 Data sharing 

Results (i.e. unthresholded whole-brain statistical maps) from VBM analyses of each 

sample and from all IBMAs can be found online in the public repository NeuroVault for 

detailed, interactive inspection (http://neurovault.org/collections/FDWHFSYZ/). Raw data 

of samples 1-3 available from https://www.openfmri.org/dataset/ds000221/. 

3.2.2 Results 

3.2.2.1 Sample characteristics 

The characteristics of the total sample by blood pressure category are reported in Table 3. 

The total sample included 423 participants between 19-40 years of whom 177 were 

women (42%). Mean (SD) age was 27.7 (5.3) years. SBP, DBP, and BMI differed 

significantly between blood pressure categories (all p<0.001). A significant effect of sex 

yielded that men were more frequent in higher blood pressure categories (all p<0.001). 
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Table 3 – Characteristics by blood pressure category 
Characteristics of the total sample by blood pressure categories. Column p specifies significant results of comparisons 
between blood pressure categories: empty cells = p>0.05. Column Pairwise comparisons specifies significant post -hoc 
comparisons for: 2=category 1 vs. 2, 3=category 1 vs. 3, 4=category 1 vs. 4. ***= p<0.001, **=p<0.01, *=p<0.05. 
Definition of blood pressure categories: category 1 (SBP<120 mmHg and DBP<80 mmHg), category 2 (SBP 120-129 
mmHg or DBP 80-84 mmHg), category 3 (SBP 130-139 mmHg or DBP 85-89 mmHg) and category 4 (SBP≥140 mmHg or 
DBP≥90 mmHg).  

 

Table 4 shows differences in characteristics between the four included samples. The 

samples differed significantly in almost all characteristic variables, specifically regarding 

sex, age, SBP, DBP, smoking status, and brain volumes (all p<0.001). 
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Table 4 – Characteristics by sample 
Characteristics of the study samples. Column p specifies significant results of comparisons between samples: empty cells 
= p>0.05. Column Pairwise comparisons specifies significant post-hoc comparisons between samples: ***= p<0.001, 
**=p<0.01, *=p<0.05. 

 

3.2.2.2 VBM: Association of regional GMV and blood pressure within each sample 

Figure 3 shows differences in regional GMV between blood pressure categories for each 

of the four samples tested with an ANOVA F-contrast. Results show significant clusters of 

various extents that were distributed heterogeneously between the samples. Exploration 

of sample-specific effects showed a cluster in the left posterior insula for the F-contrast 

(peak MNI coordinates [-38,-24,24], F=11.35, cluster size k=1239) as well as clusters in 

left inferior frontal gyrus ([-42,34,0], T=4.99, k=2039) and in right anterior cingulate cortex 

([14,34,14], T=4.44, k=2086) for the contrast blood pressure category 4<1 in sample 1. In 

sample 2, the contrast blood pressure category 4<1 yielded a cluster in left planum polare 

([-44,-22,-3], T=10.70, k=1151) and the contrast blood pressure category 2<1 yielded a 

trend for a cluster in left middle temporal gyrus (p=0.059, [-54,-28,-9], T=5.41, k=683). 

Furthermore, there was a negative association between DBP and a cluster in left middle 

temporal gyrus in sample 2 ([-57,-45,6], T=6.03, k=1180). All other comparisons yielded 

no suprathreshold voxels (all pFWE>0.05). The statistical maps for sample-specific effects 

can be inspected on NeuroVault (http://neurovault.org/collections/FDWHFSYZ/).   
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Figure 3 – Associations between gray matter volume and blood pressure within each sample 
Sagittal views of VBM F-contrast results showing the overall effect of BP category on gray matter volume per sample. 
Each sample is represented in one row (A-D). Slice order runs from left hemisphere (left-hand side of the plot) to right 
hemisphere (right-hand side of the plot). Color bars represent F-values (uncorrected). Sample sizes: sample 1 n = 81; 
sample 2 n = 52; sample 3 n = 70; sample 4 n = 220. 3D-volumetric results of these analyses can be inspected in detail 
on http://neurovault.org/collections/FDWHFSYZ/. 

3.2.2.3 IBMA: Association of regional GMV and blood pressure across samples  

3.2.2.3.1 Meta-analytic parametric relations between GMV and blood pressure 

As expected, increases in SBP and DBP were associated with lower GMV. Specifically, 

higher SBP related to lower GMV in right paracentral/cingulate areas ([8,-30,56], SDM-Z=-

3.859, k=288), bilateral inferior frontal gyrus (IFG, left: [-40,30,0], SDM-Z=-3.590, k=49; 

right: [-40,30,0], SDM-Z=-3.394, k=16), bilateral sensorimotor cortex (left: [-58,-20,24], 

SDM-Z=-3.290, k=146; right: [48,0,48], SDM-Z=-3.196, k=127), bilateral superior temporal 

gyrus (left: [-52,-10,6], SDM-Z=-3.268, k=78; right: [64,-42,12], SDM-Z=-3.192, k=42), 

bilateral cuneus cortex (left: [-8,-76,18], SDM-Z=-3.019, k=27; right: [10,-68,26], SDM-Z=-

2.937, k=18), and right thalamus ([8,-28,2], SDM-Z=-2.977, k=45; Figure 4A, Table 5). 

Increases in DBP were related to lower GMV in bilateral anterior insula (left: [-36,26,6], 

SDM-Z=-3.876, k=266; right: [34,10,8], SDM-Z=-3.139, k=100), frontal regions ([-

26,24,54], SDM-Z=-3.820, k=62), right midcingulate cortex ([4,-34,50], SDM-Z=-3.545, 

k=246), bilateral inferior parietal areas (left: [-46,-26,48], SDM-Z=-3.239, k=59; right: [44,-

44,50], SDM-Z=-3.188, k=18), and right superior temporal gyrus ([60,2,-12], SDM-Z=-

2.991, k=35; Figure 4B, Table 5). 
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Table 5 – Image-based meta-analysis results of regional gray matter volume differences associated with blood pressure. 
Image-based meta-analysis results of significant clusters yielding lower gray matter volume for the respective contrast 
of interest. Columns indicate cluster-specific MNI coordinates of peak voxels, meta-analytic SDM-Z-value, meta-analytic 
p-value, number of voxels in cluster and anatomical label of the peak voxel. Anatomical labels were assigned using 
SPM’s Anatomy toolbox. Q and I2 are measures of meta-analytic heterogeneity. Voxel threshold was set to p<0.005, 
peak height threshold was set to SDM-Z>1.0 and cluster extent threshold was set to k≥10 voxels as recommended by 
Radua et al. (2012). Final voxel size was 2 x 2 x 2 mm3. MNI: Montreal Neurological Institute. SDM: Seed-based d 
Mapping. SBP: Systolic blood pressure. DBP: Diastolic blood pressure. 

 MNI 
(x/y/z) 

SDM-
Z P k Peak Description Q I2 

Negative Correlation with Systolic Blood 
Pressure 8,-30,56 -3.859 0.000 288 Right paracentral lobule 

0.000 0.0 

 
-40,30,0 -3.590 0.000 49 Left inferior frontal gyrus (p. triangularis) 

0.053 0.0 

 
36,6,34 -3.394 0.000 16 Right inferior frontal gyrus (p. opercularis) 

0.000 0.0 

 
10,2,40 -3.325 0.001 45 Right midcingulate cortex 

0.000 0.0 

 
-58,-20,24 -3.290 0.001 146 Left postcentral gyrus 

0.000 0.0 

 
-52,-10,6 -3.268 0.001 78 Left superior temporal gyrus 

0.000 0.0 

 
48,32,10 -3.204 0.001 27 Right inferior frontal gyrus (p. triangularis) 

0.000 0.0 

 
48,0,48 -3.196 0.001 127 Right precentral gyrus 

0.000 0.0 

 
64,-42,12 -3.192 0.001 42 Right superior temporal gyrus 

0.000 0.0 

 
6,8,-18 -3.110 0.001 40 Right subgenual cingulate cortex  

0.000 0.0 

 
50,8,28 -3.045 0.002 26 Right inferior frontal gyrus (p. opercularis) 

0.000 0.0 

 
-8,-76,18 -3.019 0.002 27 Left cuneus cortex 

0.175 0.0 

 
8,-28,2 -2.977 0.002 45 Right thalamus 

0.000 0.0 

 
10,-68,26 -2.937 0.002 18 Right cuneus cortex 

0.000 0.0 

 
58,4,-8 -2.934 0.002 32 Right temporal pole 

0.000 0.0 

 
-28,10,60 -2.896 0.003 19 Left middle frontal gyrus 

0.000 0.0 

 
-52,-12,42 -2.860 0.003 10 Left postcentral gyrus 0.116 0.0 

Negative Correlation with Diastolic Blood 
Pressure -36,26,6 -3.876 0.000 266 Left insula 

0.000 0.0 

 -26,24,54 -3.820 0.000 62 Left middle frontal gyrus 
0.000 0.0 

 4,-34,50 -3.545 0.000 246 Right midcingulate cortex 
0.000 0.0 

 -60,-24,14 -3.462 0.000 90 Left supramarginal gyrus 
0.000 0.0 

 -46,-26,48 -3.239 0.001 59 Left inferior parietal lobule 
0.000 0.0 

 44,-44,50 -3.188 0.001 18 Right inferior parietal lobule 
0.257 0.0 

 36,8,32 -3.180 0.001 25 Right inferior frontal gyrus (p. opercularis) 
0.000 0.0 

 34,10,8 -3.139 0.001 100 Right insula 
0.000 0.0 

 28,14,60 -3.069 0.001 12 Right superior frontal gyrus 
0.000 0.0 

 62,-44,16 -2.991 0.002 35 Right superior temporal gyrus 
0.000 0.0 

 -38,14,-20 -2.983 0.002 30 Left temporal pole 
0.000 0.0 

 60,2,-12 -2.862 0.003 13 Right superior temporal gyrus 
0.189 0.0 

 -38,40,32 -2.845 0.003 14 Left middle frontal gyrus 
0.000 0.0 

 30,28,0 -2.796 0.003 14 Right insula 
0.000 0.0 

 -36,8,10 -2.788 0.003 24 Left insula 
0.000 0.0 

 -58,-46,30 -2.750 0.004 11 Left supramarginal gyrus 
0.000 0.0 

 -34,32,32 -2.734 0.004 11 Left middle frontal gyrus 
0.201 0.0 
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Category 4 (SBP≥140 mmHg or DBP≥90 
mmHg) < Category 1 (SBP<120 mmHg and 
DBP<80 mmHg) 

-52,28,12 -3.473 0.000 107 Left inferior frontal gyrus (p. triangularis) 

0.324 3.9 

 -48,-4,4 -3.322 0.000 93 Left rolandic operculum 
0.297 1.8 

 18,-52,-48 -3.097 0.001 40 
Right cerebellum, hemispheric lobule 

VIIIb 0.000 0.0 

 40,30,26 -3.093 0.001 10 Right inferior frontal gyrus (p. triangularis) 
0.000 0.0 

 48,32,10 -3.064 0.001 48 Right inferior frontal gyrus (p. triangularis) 
0.000 0.0 

 -38,48,-16 -3.014 0.001 40 Left inferior frontal gyrus (p. orbitalis) 
0.000 0.0 

 -54,-12,42 -2.940 0.002 30 Left postcentral gyrus 
0.000 0.0 

 -8,-76,18 -2.936 0.002 14 Left cuneus 
0.000 0.0 

 -16,-36,-

18 
-2.872 0.002 24 Left cerebellum, hemispheric lobule V 

0.000 0.0 

 12,-42,48 -2.854 0.002 11 Right midcingulate cortex 
0.000 0.0 

 -12,-50,-

56 
-2.849 0.002 30 Left cerebellum, hemispheric lobule IX 

0.325 4.0 

 10,-52,18 -2.836 0.002 21 Right precuneus 
0.000 0.0 

 64,-44,14 -2.824 0.002 26 Right superior temporal gyrus 
0.000 0.0 

 10,-66,28 -2.821 0.002 56 Right precuneus 
0.000 0.0 

 6,-28,50 -2.792 0.003 16 Right midcingulate cortex 
0.025 0.0 

 18,-54,22 -2.765 0.003 15 Right precuneus 
0.000 0.0 

Category 3 (SBP 130-139 mmHg or DBP 85-
89 mmHg) < Category 1 36,6,34 -3.474 0.000 179 Right inferior frontal gyrus (p. opercularis) 

0.000 0.0 

 
6,-28,54 -3.119 0.000 179 Right posterior-medial frontal gyrus 

0.127 0.0 

 
48,-50,20 -2.917 0.000 74 Right middle temporal gyrus 

0.000 0.0 

 
-60,-20,36 -2.857 0.000 205 Left postcentral gyrus 

0.000 0.0 

 
-40,30,2 -2.598 0.000 24 Left inferior frontal gyrus (p. triangularis) 

0.000 0.0 

 
36,8,-18 -2.523 0.001 123 N/A (Right insula) 

0.000 0.0 

 
42,-74,12 -2.454 0.001 25 Right middle occipital gyrus 

0.200 0.0 

 
-62,-42,28 -2.433 0.001 41 Left supramarginal gyrus 

0.000 0.0 

 
20,-32,6 -2.384 0.001 133 Right thalamus 

0.000 0.0 

 
-10,36,-6 -2.384 0.001 102 Left anterior cingulate cortex 

0.000 0.0 

 
28,-94,-4 -2.373 0.001 14 Right inferior occipital gyrus 

0.000 0.0 

 
-12,-32,0 -2.264 0.002 133 Left thalamus 

0.237 0.0 

 
-56,-64,16 -2.222 0.002 28 Left middle temporal gyrus 

0.050 0.0 

 
-40,8,30 -2.197 0.002 82 Left precentral gyrus 

0.000 0.0 

 
-12,-54,14 -2.187 0.002 20 Left precuneus 

0.000 0.0 

Category 2 (SBP 120-129 mmHg or DBP 80-
84 mmHg) < Category 1 -54,-10,14 -3.407 0.000 230 Left rolandic operculum 

0.016 0.0 

 30,-96,-8 -3.290 0.000 102 Right inferior occipital gyrus 
0.038 0.0 

 -34,-16,-

30 
-3.164 0.000 133 Left fusiform gyrus 

0.000 0.0 

 -8,-54,22 -3.084 0.000 433 Left precuneus 
0.000 0.0 

 54,-24,32 -2.968 0.000 31 Right supramarginal gyrus 
0.019 0.0 

 -46,28,0 -2.942 0.000 41 Left inferior frontal gyrus (p. triangularis) 
0.000 0.0 

 -64,-20,30 -2.939 0.000 227 Left postcentral gyrus 
0.000 0.0 

 -62,-42,34 -2.876 0.000 68 Left supramarginal gyrus 
0.000 0.0 

 -36,-64,42 -2.827 0.001 30 Left angular gyrus 
0.000 0.0 

 18,-72,54 -2.804 0.001 40 Right superior parietal lobule 
0.083 0.0 

 46,-74,12 -2.734 0.001 26 Right middle temporal gyrus 
0.000 0.0 
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 8,-18,46 -2.647 0.001 32 Right midcingulate cortex 
0.000 0.0 

 56,-32,12 -2.470 0.002 52 Right superior temporal gyrus 
0.000 0.0 

 28,-72,-38 -2.413 0.002 23 Right cerebellum, crus I 
0.000 0.0 

 -62,-22,-

30 
-2.403 0.003 11 N/A (Left inferior temporal gyrus) 

0.000 0.0 

 

3.2.2.3.2 Meta-analytic differences in regional GMV between blood pressure categories 

Meta-analytic results for category 4 (highest blood pressure) compared to category 1 

(lowest blood pressure) yielded lower regional GMV in frontal, cerebellar, parietal, 

occipital, and cingulate regions (Figure 4C). Table 5 describes the specific regions with lower 

GMV, including bilateral IFG (left: [-52,-28,12], SDM-Z=-3.473, k=107; right: [40,30,26], 

SDM-Z=-3.093, k=10), right midcingulate cortex ([12,-42,48], SDM-Z=-2.854, k=11), and 

right precuneus ([10,-52,18], SDM-Z=-2.836, k=21).  We also compared GMV of 

individuals at sub-hypertensive levels (category 3 and 2, respectively) to GMV of 

individuals in category 1. Figure 4D shows meta-analysis results for the comparison 

between category 3 and category 1. Compared to category 1, category 3 was associated 

with lower GMV in bilateral IFG (left: [-40,30,2], SDM-Z=-2.598, k=24; right: [36,6,34], 

SDM-Z=-3.474, k=179), sensorimotor cortices (left: [-60,-20,36], SDM-Z=-2.857, k=205; 

right: [6,-28,54], SDM-Z=-3.119, k=179), bilateral middle temporal gyrus (left: [-56,-64,16], 

SDM-Z=-2.222, k=28; right: [48,-50,20], SDM-Z=-3.119, k=179), right insula ([36,8,-18], 

SDM-Z=-2.523, k=123), right occipital regions ([42,-74,12], SDM-Z=-2.454, k=25), left 

parietal ([-60,-20,36], SDM-Z=-2.857, k=205), bilateral thalamus (left: [-12,-32,0], SDM-Z=-

2.264, k=133; right: [20,-32,6], SDM-Z=-2.384, k=133), left anterior cingulate cortex ([-

10,36,-6], SDM-Z=-2.384, k=102), and left precuneus ([-12,-54,14], SDM-Z=-2.187, k=20; 

Table 5).  

Figure 4E illustrates brain regions that yielded meta-analytic GMV decreases for category 

2 compared to category 1. These include left frontal regions ([-54,-10,14], SDM-Z=-3.407, 

k=230), right inferior occipital gyrus ([30,-96,-8], SDM-Z=-3.290, k=102), bilateral temporal 

regions (left: [-34,-16,-30], SDM-Z=-3.164, k=133; right: [46,-74,12], SDM-Z=-2.734, 

k=26), left precuneus ([-8,-54,22], SDM-Z=-3.084, k=433) and inferior parietal regions 

(supramarginal, [54,-24,32], SDM-Z=-2.968, k=31, and angular gyri, [-36,-64,42], SDM-

Z=-2.827, k=30), as well as midcingulate cortex ([8,-18,46], SDM-Z=-2.647, k=32; Table 5). 
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Figure 4 – Meta-analytic differences in gray matter volume between blood pressure categories 
Glass brain views of image-based meta-analysis results for the blood pressure category contrasts of interest with 
relevant slice views below (A-E). A and B depict associations between higher SBP/DBP, respectively, and lower gray 
matter volume, i.e. negative correlations. Blue clusters indicate meta-analytic grey matter volume differences for the 
given contrast at a voxel threshold of p<0.005 with peak height threshold of SDM-Z<-1.0 and cluster extent threshold 
of k≥10 (validated for high meta-analytic sensitivity and specificity, Radua et al. 2012). Color bars represent SDM-Z-
values. 3D-volumetric results of these analyses can be inspected in detail on 
http://neurovault.org/collections/FDWHFSYZ/. SDM: Seed-based d Mapping. SBP: Systolic blood pressure. DBP: 
Diastolic blood pressure. L: Left hemisphere. R: Right hemisphere. 
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3.2.2.3.3 Meta-analytic differences in regional hippocampal and amygdalar volumes 

between blood pressure categories 

In this IBMA ROI comparison, SBP was negatively correlated with bilateral posterior 

medial hippocampal volume (Figure 5). DBP negatively correlated with left hippocampal 

volume and right anterior hippocampal volume. Furthermore, all higher blood pressure 

categories were associated with lower regional hippocampal volume when compared to 

the lowest blood pressure category 1 (Figure 5). Compared to category 1 and across 

samples, blood pressure category 4 was predominantly associated with lower left medial 

posterior hippocampus volume and category 3 with lower bilateral posterior and left medial 

hippocampus volume. Smaller volume associated with category 2 was predominantly 

located in left lateral anterior hippocampus. Category 4 vs. category 1 and the correlation 

with SBP and DBP also yielded significantly lower regional volume in bilateral amygdala, 

respectively. Effect sizes highly varied across samples (Figure 5). 

 

Figure 5 – Meta-analytic differences in volumes of hippocampus and amygdala (Region-of-Interest analysis) 
Upper part of plot: Glass brain views of image-based meta-analysis ROI results for the blood pressure category contrasts 
of interest in bilateral hippocampus and amygdala masks. Voxel threshold was set to p<0.05 with a peak height 
threshold of SDM-Z<-1.0 and a cluster extent threshold of k≥1. Lower part of plot:  Exemplary forest plots of sample-
specific peak voxels’ effect sizes for the negative correlation with SBP in the respective ROI. The box sizes are determined 
by each sample’s weight. Light blue boxes include ROI name and MNI coordinates of the peak voxel. Q and I2 are 
measures of meta-analytic heterogeneity. Definition of blood pressure categories: category 1 (SBP<120 mmHg and 
DBP<80 mmHg), category 2 (SBP 120-129 mmHg or DBP 80-84 mmHg), category 3 (SBP 130-139 mmHg or DBP 85-89 
mmHg) and category 4 (SBP≥140 mmHg or DBP≥90 mmHg). SBP-: negative correlation with SBP. ROI: Region of Interest. 
SDM: Seed-based d Mapping. MNI: Montreal Neurological Institute. SBP: Systolic blood pressure. DBP: Diastolic blood 
pressure. L: Left hemisphere. R: Right hemisphere. 
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3.2.2.3.4 Meta-analytic positive relations between GMV and blood pressure 

Exploratory analyses also revealed positive associations between blood pressure and 

GMV (Supplementary Figure 1, Supplementary Table 2, NeuroVault maps). However, the 

cumulative positive effects are comparably weaker than the cumulative negative results 

(negative: 17 out of 34 clusters from parametric analyses with SDM-Z>3.0; positive: 0 out 

of 28 clusters from parametric analyses with SDM-Z>3.0), they show greater heterogeneity 

across studies (negative: maximum I2=4.0; positive: maximum I2=56.3) and they seem to 

appear primarily in regions where standard preprocessing of brain tissue is suboptimal 

(e.g. in cerebellum/inferior occipital regions (Diedrichsen, 2006). We therefore regard 

these findings as overall questionable. By also providing the results as statistical maps on 

NeuroVault, future investigations can use the data for reliability analyses of potential 

positive associations. 

3.2.2.4 Volumetry in pooled sample: Association of total brain volumes and blood 

pressure 

None of the volumetric brain measures (TIV, total GMV, total white matter volume, total 

CSF volume, total hippocampal, total amygdalar volume and total WMH) were significantly 

associated with SBP or DBP in the correlation models, nor with blood pressure categories 

in the ANOVA models (all p>0.05, Table 3). 

3.2.2.5 Supplementary analysis of first blood pressure reading 

Intra-individual blood pressure variation and white coat hypertension are important to 

consider when measuring blood pressure (Pickering et al., 2005). For the meta-analyses, 

we had reasoned that the most accurate and generalizable basis for estimation of 

individual blood pressure is the inclusion of all available blood pressure readings within 

each sample for each participant (i.e. following the intention of the blood pressure 

measurement in each included study). Since blood pressure measurement protocols 

differed between the study samples, this approach resulted in the inclusion of blood 

pressure values from different numbers of blood pressure measurements: in samples 1, 2 

and 4, ≥2 blood pressure readings were taken in varying time intervals and averaged for 

analyses (n=353). In sample 3, only one blood pressure reading was available and used 

for analyses (n=70). We accounted for sample differences by employing random-effects 

models in IBMA (Higgins & Green, 2011; Radua et al., 2012). Alternatively, by analyzing 

the first blood pressure reading only, an important difference between the studies would 

be eliminated, while a potential white coat effect would be possibly emphasized. 

Followingly, we recalculated one crucial parametric analysis with only the first systolic 
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blood pressure reading in each study. We chose to reanalyze this contrast since it had the 

largest difference between the first and average blood pressure readings (note that even 

in this case the readings overall correlated strongly, Supplementary Figure 2C). 

The results of this analysis and the results of the previous analysis (with averaged SBP 

measurements, as reported above) are presented in Supplementary Table 3 and 

Supplementary Figure 2A-B for comparison. The results are strikingly similar: for the analysis 

based on just the first blood pressure reading, several clusters even showed stronger 

statistical results. 

3.2.3 Discussion 
In this image-based meta-analysis of four previously unpublished independent samples, 

we found that elevated, sub-hypertensive blood pressure was correlated with lower GMV 

in several brain regions, including parietal, frontal, and subcortical structures in young 

adults (<40 years). These regions are consistent with the lower regional GMV observed in 

middle-aged and older individuals with HTN (Beauchet et al., 2013; den Heijer et al., 2005; 

Hajjar et al., 2010; Leritz et al., 2011; Power et al., 2016; Raz et al., 2005). Our results 

show that blood pressure-associated gray matter alterations emerge earlier in adulthood 

than previously assumed and continuously across the range of blood pressure. 

Interestingly, we found that blood pressure was associated with lower hippocampal 

volume. In older individuals, the hippocampal formation and surrounding structures are 

known to be affected by HTN (Beauchet et al., 2013; den Heijer et al., 2005; Petrovitch et 

al., 2000; Power et al., 2016; Raz et al., 2005). In a meta-analytic evaluation of HTN-effects 

on total GMV and on hippocampal volume, lower volumes across studies were only 

consistently found for the hippocampus (Beauchet et al., 2013). In analogy to those 

findings, our results showed that hippocampal volume was affected by higher blood 

pressure in a considerably younger sample. It should be mentioned that the effects in 

hippocampus only exceeded statistical thresholds in ROI analyses, similar to previous 

reports of lower hippocampal volume in older samples with manifest HTN that were all 

ROI-based (Beauchet et al., 2013; den Heijer et al., 2005; Power et al., 2016; Raz et al., 

2005). As potential pathophysiological explanations it has been proposed that medial 

temporal (and frontal regions) might be especially sensitive to effects of pulsation, 

hypoperfusion and ischemia, which often result from increasing pressure (Beauchet et al., 

2013; Iadecola et al., 2016).    

We furthermore observed negative correlations between amygdalar and thalamic volumes 

and blood pressure, notably already below levels which are currently regarded as 

hypertensive. Amygdalar and thalamic nuclei are substantially involved in blood pressure 
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regulation as they receive baroreceptor afferent signals via the brainstem and 

mesencephalic nuclei, relaying these signals to primary cortical regions of neuro-

vegetative integration, such as anterior cingulate cortex and insula (Critchley & Harrison, 

2013). It has been shown that lower amygdalar volume correlates with increased blood 

pressure-reactivity during cognitive demand among young normotensive adults (Gianaros 

et al., 2008). Previous studies have reported lower thalamic volume in HTN (Power et al., 

2016), heart failure (Woo, Macey, Fonarow, Hamilton, & Harper, 2003), asymptomatic 

carotid stenosis (Avelar et al., 2015), and aging (Lorio et al., 2014). Higher SBP has also 

been related to higher mean diffusivity of white matter thalamic radiations (Maillard et al., 

2012). Our results are in line with accumulating evidence of amygdalar and thalamic 

involvement in cardiovascular (dys-) regulation but may also reflect early pathology in 

these regions. For example, occurrence of neurofibrillary tangles in thalamus has also 

been reported in the earliest stages of AD neuropathology (Braak & Braak, 1991). 

Beyond subcortical structures, we found lower volumes in cortical regions: cingulate 

volume and insular volume were markedly lower with higher DBP in the meta-analysis 

results and in the individual analyses of sample 1. As noted above, these regions constitute 

primary cortical sites of afferent neuro-vegetative integration and modulate homeostasis 

via efferents to brainstem nuclei (Critchley & Harrison, 2013). Lesions in cingulate cortex 

and insula result in altered cardiovascular regulation, increased sympathetic tone 

(Critchley et al., 2003; Oppenheimer, Kedem, & Martin, 1996) and myocardial injury 

(Krause et al., 2017). Both regions are also critical for the appraisal and regulation of 

emotion and stress (Critchley & Harrison, 2013). Thus, structural alterations in these 

regions may contribute to insidious blood pressure elevations via sympathetic pathways. 

However, based on our data we can only speculate about the involvement of such 

mechanisms for our results.     

Frontal and parietal volumes were affected in all our statistical comparisons. The 

precuneus cortex, especially, was associated with lower GMV in blood pressure categories 

4, 3, and 2 compared to category 1. Our results of lower blood pressure-related GMV in 

regions such as hippocampal, frontal and parietal areas highlight specific brain regions 

which are known to be vulnerable to putative vascular or neurodegenerative damage 

mechanisms (Beauchet et al., 2013; den Heijer et al., 2005; Dickerson et al., 2011; Hajjar 

et al., 2010; Leritz et al., 2011; Petrovitch et al., 2000; Power et al., 2016; Raz et al., 2005). 

Raised midlife blood pressure is not only known to be a major risk factor for vascular 

dementia, but some reports suggest a link between HTN and AD-type pathophysiology  

(Iadecola et al., 2016; Norton et al., 2014). For example in neuropathological studies, 

raised midlife blood pressure has been associated with lower post-mortem brain weight, 
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increased numbers of hippocampal neurofibrillary tangles, and higher numbers of 

hippocampal and cortical neuritic plaques (Petrovitch et al., 2000). Similarly, a potential 

pathophysiological link between HTN and AD has been supported by noninvasive MRI 

studies: regions referred to as AD-signature regions (including inferior parietal, precuneus 

cortices, and medial temporal structures) have been associated with cortical thinning years 

before clinical AD-symptoms arise (Dickerson et al., 2011) and with brain volume 

reductions predicted by increasing blood pressure from middle to older age (Power et al., 

2016). In light of these previous results, our findings of lower blood pressure-related GMV 

in AD-signature regions may be indicative of a link to AD-pathology at an even earlier age; 

however, this cannot be causally inferred from our cross-sectional data. In the study by 

Power et al. (2016), blood pressure also predicted volume loss in non-AD-typical brain 

regions, such as frontal lobe and subcortical gray matter, which may relate to other (than 

AD-related) pathophysiological mechanisms. A similar pattern seems to be reflected in our 

findings of lower GMV related to higher blood pressure in non-AD-typical regions.  

Some previous studies did not find relations between HTN and lower brain volumes, but 

associated HTN with other forms of structural or functional brain alterations, such as white 

matter injury (Allan et al., 2015) or reduced cerebral perfusion (Muller et al., 2010). A key 

aspect of diverging results is the heterogeneity of methods used to assess brain volumes. 

Earlier investigations of blood pressure effects on brain tissues have applied manual or 

automated volumetric methods to quantify total brain volumes in pre-selected ROIs 

(Debette et al., 2011; den Heijer et al., 2005; Raz et al., 2005). The focus of this study was 

to employ computational anatomy methods to assess regional gray matter differences 

across the whole brain. We found significant differences between blood pressure groups 

using VBM but not in the analysis of total brain volumes. This supports the view that VBM 

is a sensitive measure to quantify regional morphological differences (Kennedy et al., 

2009) which might be undetected from the analysis of total brain volumes alone. In 

addition, we employed random-effects IBMA which results in effects that are consistent 

across studies and that may otherwise be neglected at sub-threshold. Investigating effects 

of blood pressure on regional vs. total brain volumes at all stages of health and disease 

thus warrants further research with standardized methods to identify neuropathological 

mechanisms. 

Our data, however, do not allow inference on causality between lower brain volumes and 

HTN, which likely involves complex interactions of different pathophysiological 

mechanisms that still need to be fully elucidated. It is assumed that vascular stiffness, 

endothelial failure and a dysfunctional blood-brain barrier are precursors of cerebral small 

and large vessel disease that reduce cerebral blood flow, disturb autoregulatory 
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adjustment and decrease vasomotor reactivity, which may impair perivascular central 

nervous waste clearance systems (Iadecola et al., 2016). These mechanisms have also 

been suggested to potentially underlie the epidemiological connection between vascular 

risk factors, such as HTN, and AD (Iadecola et al., 2016). The similarities between our 

findings and AD-signature regions (see above) would also be consistent with this putative 

link. Consequently, demyelination, apoptosis and intoxication of neurons and glial cells, as 

well as gray and white matter necrosis accumulate and may be reflected in neuroimaging 

on a macroscopic scale. Lower GMV assessed by VBM, as reported in our study, can thus 

arise from neuronal loss, but also from alterations of glial cells or composition of 

microstructural or metabolic tissue properties (Tardif et al., 2017). Our findings point to an 

early effect of such mechanisms on gray matter integrity which is present in the absence 

of overt disease, such as HTN, and in young age. Indicators of early atherosclerosis in 

major peripheral arteries can already be detected in youth (Strong et al., 1999). Recently, 

arterial stiffness has also been associated with white matter and gray matter alterations 

among adults between 24 and 76 years of age (Maillard et al., 2016). Thus, already early 

and subtle vascular changes, deficient cerebral perfusion and impaired perivascular 

clearance systems may initiate and sustain neuropathology from early to late adulthood. 

The cross-sectional design of our four study samples limits the interpretation frame for the 

results presented. Causality between blood pressure and potential brain damage cannot 

be assessed with these data but is crucial for implications of early signs of cerebrovascular 

disease. Furthermore, the study samples differed regarding recruitment, sex distribution, 

sample size, prevalence of high blood pressure, and data acquisition methods (blood 

pressure and MRI) which might not represent the general population or standard 

acquisition protocols: similar to German prevalence (Neuhauser et al., 2015), men had 

higher blood pressure in our study. We thus included sex as covariate in all our analyses 

to adjust for sex effects. We did not perform separate analyses for men and women given 

that one of the four samples included only men. However, the topic of sex differences in 

brain structure related to blood pressure is a very interesting open question for future 

investigations.  

In sample 3, only one blood pressure measurement was recorded which could be biased 

due to white coat hypertension or blood pressure variability. Practice guidelines 

recommend an average of ≥2 seated readings obtained on ≥2 occasions to provide a more 

accurate estimate of an individual’s blood pressure level (Chobanian et al., 2003; Mancia 

et al., 2013; Whelton et al., 2017). By combining the samples in random-effects IBMA, we 

considered the limitations of each sample and accounted for within- and between-sample 

heterogeneity and evaluated effects cumulatively. Moreover, this approach enabled us to 
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investigate the expected small effects of blood pressure-related gray matter alterations in 

a well-powered total sample of over 400 young adults. To further ensure that the results 

are not substantially influenced by the heterogeneity of blood pressure measurements 

across studies, we recalculated the parametric SBP analysis (Figure 4A) with only the first 

SBP reading in each study. The results of this additional analysis are strikingly similar to 

the results reported here (Supplementary Figure 2). HTN is also the most important risk 

factor for WM damage (Debette et al., 2011; Iadecola et al., 2016) and sub-clinical white 

matter injury in relation to elevated blood pressure levels has recently been reported in 19- 

to 63-year-old adults (Maillard et al., 2012). As our study included only gray matter 

measures, we cannot assess mediating effects of WM injury on GMV differences. We did 

not observe any significant differences in Fazekas scores for WMH between blood 

pressure categories, likely due to the lower sensitivity and poorer specificity as a proxy for 

vascular disease in a sub-clinical sample of young adults with (mostly) normal blood 

pressure.  

Our study shows that blood pressure-related brain alterations may occur in early adulthood 

and at blood pressure levels below current thresholds for manifest HTN. Contrary to 

assumptions that blood pressure-related brain damage arises over years of manifest 

disease our data suggest that subtle pressure-related GM alterations can be observed in 

young adults without previously diagnosed HTN. Considering our results, large-scale 

cohort studies should investigate whether sub-hypertensive blood pressure and related 

brain changes in early adulthood increase the risk for subsequent development of CVD 

later in life. Gaining insights whether and how the brain is globally affected by vascular 

changes or if these are specific to susceptible regions could help identifying neuroimaging 

biomarkers for the earliest stages of CVD. Such data would provide evidence for future 

guidelines to formulate informed recommendations for blood pressure-management in 

young adults, which are critical for the prevention of CVD. Lifestyle interventions and 

neurobehavioral therapy have recently been suggested to benefit CVD prevention 

(Grossman et al., 2017). Our results highlight the importance of taking blood pressure 

levels as a continuous measure into consideration which could help initiate such early 

preventive measures.  
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3.3 Study 4: The Age-Dependent Relationship Between Resting Heart 

Rate Variability and Functional Brain Connectivity. Kumral, Schaare et 

al., NeuroImage (2019) 
Heart rate variability (HRV), is known to be an indicator of parasympathetic cardiovascular 

regulation, which typically decreases with age (De Meersman & Stein, 2007; Umetani, 

Singer, McCraty, & Atkinson, 1998). By using the MPILMBB database (Babayan et al., 

2019; Mendes et al., 2019), we were able to investigate the relationship between HRV and 

the brain across the lifespan. In this study we hypothesized that the relationship between 

HRV and brain structure and function is age dependent. The study has been published as 

a peer-reviewed article and can be reviewed in its entirety elsewhere (Kumral et al., 2019). 

In brief, 388 healthy participants of three age groups (140 younger: 26.0 ± 4.2 years, 119 

middle-aged: 46.3 ± 6.2 years, 129 older: 66.9 ± 4.7 years) underwent resting ECG 

recordings, T1-weighted MRI and resting-state fMRI at 3T as part of the LEMON or LIFE 

protocol, respectively (see studies 1, 2 and 3 for details on the protocols). We derived gray 

matter volume and resting-state functional connectivity (i.e. eigenvector centrality, seed-

based functional connectivity) and related those measures to resting HRV, quantified as 

the root mean square of successive differences (RMSSD). In line with previous studies, 

we found that resting HRV decreased with age. There were no statistically significant 

effects for age groups between HRV and gray matter volumes. However, in whole-brain 

functional connectivity analyses, we found an age-dependent association between resting 

HRV and eigenvector centrality in the bilateral ventromedial prefrontal cortex (pFWE=0.005, 

peak MNI coordinates: [0, 57, -6], k=62, F=10.79). Post-hoc two-sample t-tests revealed 

that this effect was stronger in the young age group compared to the middle and old age 

groups, respectively (young>old: pFWE<0.001, [0, 57, -6], k=131, T=4.51; young>middle: 

pFWE=0.005, [3, 45, -6], k=85, T=4.13). We furthermore explored the underlying HRV-

related whole-brain network by using this ventromedial prefrontal cortex cluster in seed-

based functional connectivity analyses. This analysis yielded a stronger relation between 

HRV-related ventromedial prefrontal cortex connectivity and a cortico-cerebellar network 

in younger but not in middle-aged or older adults (ANOVA: pFWE=0.049, [33, -42, -45], 

k=46, F=15.19; young>old: pFWE=0.032, [33, -42, -45], k=67, T=4.66; young>middle: 

pFWE<0.001, [33, -42, -45], k=189, T=5.08). Across all age groups, HRV was positively 

correlated with eigenvector centrality in the bilateral posterior cingulate cortex/precuneus 

(pFWE=0.005, MNI coordinates: [0, -54, 36], k=204, T=5.39). Our results indicate that the 

decrease of HRV with age is accompanied by changes in functional connectivity along the 

cortical midline in healthy adults between 20 and 80 years of age. Our main findings are 

correlations between resting HRV and functional connectivity in the posterior cingulate 
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cortex across all age groups and in the ventromedial prefrontal cortex in young but not in 

middle-aged or older participants. The findings support the view that the well-known HRV 

decrease with age may have a functional brain network correlate along the cortical midline. 

Consistent with the role of these areas in affective, cognitive, and autonomic regulation 

(Benarroch, 1993; Thayer, Åhs, Fredrikson, Sollers, & Wager, 2012), these results provide 

a comprehensive picture of the differential effect of aging on heart-brain interactions. This 

extends our knowledge of brain-body interactions and their changes over the lifespan and 

emphasizes the importance of parasympathetic cardio-regulation in healthy aging. 

 

3.4 Study 5: Acute Psychosocial Stress Alters Thalamic Network Centrality. 

Reinelt, Uhlig…Schaare et al., NeuroImage (2019) 
Stress triggers a broad range of psychophysiological responses, which are controlled by 

the brain, and has implications in the development of high blood pressure (McEwen & 

Gianaros, 2011). In this study, we investigated how acute psychosocial stress is reflected 

in whole-brain network topology. It builds on the MPILMBB database (Babayan et al., 

2019; Mendes et al., 2019) and extends it by an additional testing day, where a 

psychosocial stress experiment, structural and resting-state fMRI and subjective, 

autonomic, and endocrine measures of stress were assessed throughout the experiment. 

The study has been published as a peer-reviewed article and can be reviewed in its 

entirety elsewhere (Reinelt et al., 2019). In brief, in this randomized study 67 young men 

(age range=18-35 years) participated in the Trier Social Stress Test (TSST, n=33, mean 

age=25.45 years) or a placebo TSST as control (n=34, mean age=26.18 years). The 

experimental procedure included 15 timepoints at which saliva and subjective experience 

samples were collected, 14 timepoints at which blood samples were collected by an 

intravenous catheter, two rs-fMRI scans and one anatomical MRI scan before the 

intervention, as well as four rs-fMRI scans and one anatomical MRI scan after the 

intervention. Heart rate was recorded throughout the entire duration of the experimental 

procedure. The main results of the study are as follows. First, the intervention group 

showed an immediate, stress-driven increase in eigenvector centrality in a sub-cortical 

cluster peaking in the thalamus (pFWE=0.011, peak MNI coordinates: [-6, -26, 2], k=335, 

T=4.14). The interaction effect of timepoint by group overlapped with the thalamus cluster 

and showed an extension to bilateral putamen and caudate nucleus (pFWE< 0.001, [-26, 

12, -6], k=545, T=5.24; pFWE< 0.001, [28, 14, -8], k=1336, T=4.5). The thalamic cluster was 

used as a seed in an exploratory whole-brain analysis which showed its connections to 

widespread brain regions, including parietal and temporal regions; the latter comprising 



54 
 

bilateral hippocampus and amygdala. Second, the stress-related EC increase was more 

pronounced in participants who also showed stronger stress-related changes in subjective 

(visual analog scale) as well as – to a lesser extent – autonomic (HRV), and endocrine 

(saliva cortisol) measures. Third, and diverging from our hypotheses, the stress-driven 

elevation of eigenvector centrality did not recover within 105 min after stress onset. 

Eigenvector centrality values did decrease at 50 min after stressor onset but then 

increased again (at least) until the 105 min after stressor onset. Our results show that 

thalamic areas are central for information processing after stress exposure and underlie 

stress-related connectivity changes across the whole brain. The thalamus has been 

implicated in various mechanisms and conditions, ranging from homeostasis, emotion and 

motivation to post-traumatic stress disorder and psychopathology (Critchley & Harrison, 

2013; Giraldo-Chica & Woodward, 2017; Greicius et al., 2007; Yin et al., 2011). Thalamic 

connectivity may generally provide an interface for the stress response in the rest of the 

body and in the mind. 

 

3.5 Study 6: Neural Control of Vascular Reactions: Impact of Emotion and 

Attention. Okon-Singer…Schaare et al., Journal of Neuroscience 

(2014) 
The study has been published as a peer-reviewed article and can be reviewed in its 

entirety elsewhere (Okon-Singer et al., 2014). In brief, this study investigated neural 

mechanisms involved in blood pressure regulation of aversive information. In the context 

of human evolution, cardiovascular reactivity to threatening stimuli was an adaptive 

response to facilitate sensorimotor behavior designed for fight-or-flight reactions (Lang et 

al., 2000). However, such reactions are frequently inappropriate for the mostly 

psychosocial challenges faced in the modernized world. Thus, an additional aim of the 

study was to identify potential cognitive ways to modulate emotion-related neural and 

blood pressure responses by allocation of attentional resources. Twenty-four healthy 

adults (11 females; age=24.75±2.49 years) participated in an affective perceptual load 

task that manipulated attention to negative/neutral distractor pictures (Okon-Singer, 

Tzelgov, & Henik, 2007). In the task, participants discriminated a target letter among few 

(low attentional load) or many (high attentional load) distractor letters, whereas they were 

asked to ignore simultaneously presented distractor pictures that were either aversive or 

neutral. This paradigm allows for the direct investigation of executive attentional effects on 

emotional processing. Participants performed the task while fMRI was collected 

simultaneously with continuous recording of peripheral blood pressure. A parametric 
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modulation analysis examined the impact of attention and emotion on the relation between 

neural activation and blood pressure reactivity during the task. When attention was 

available for processing the distractor pictures, negative pictures resulted in behavioral 

interference, neural activation in brain regions previously related to emotion, a transient 

decrease of blood pressure, and a positive correlation between blood pressure response 

and activation in a network including prefrontal and parietal regions, the amygdala, 

caudate, and mid-brain. These effects were modulated by attention: behavioral and neural 

responses to negative distractor pictures (compared with neutral pictures) were smaller or 

diminished, as was the negative blood pressure response when the central task involved 

high perceptual load. Furthermore, comparing high and low load revealed enhanced 

activation in frontoparietal regions implicated in attention control. Our results fit theories 

emphasizing the role of attention in the control of behavioral and neural reactions to 

irrelevant emotional distracting information (Iordan, Dolcos, & Dolcos, 2013; Okon-Singer, 

Lichtenstein-Vidne, & Cohen, 2013). Our findings furthermore extend the function of 

attention to the control of autonomous reactions associated with negative emotions by 

showing altered blood pressure reactions to emotional stimuli, which is consistent with the 

effect of emotion regulation on autonomic reactions (Dan-Glauser & Gross, 2011). The 

latter being of potential clinical relevance as it may provide a basis for establishing 

preventive strategies for individuals at risk of developing hypertension. 
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4 General Discussion and Outlook 
The aim of this thesis was to narrow the knowledge gap of the complex interrelation 

between the brain, blood pressure control and hypertension. This was achieved by (i) the 

construction of a publicly available database to promote investigations on mind-brain-body 

dynamics during aging (studies 1 and 2) (Babayan et al., 2019; Mendes et al., 2019), (ii) 

using this database in addition to other large datasets to conduct an image-based meta-

analysis on the relevance of blood pressure for brain structural integrity in young adults at 

sub-hypertensive blood pressure levels (study 3) (Schaare et al., 2019), (iii) using the 

database to examine the relationship between intrinsic functional brain connectivity and 

other vascular risk factors (heart rate variability in study 4 (Kumral et al., 2019); acute 

psychosocial stress in study 5 (Reinelt et al., 2019)), (iv) and by delineating the neural 

signatures of blood pressure regulation to emotional distress (study 6) (Okon-Singer et al., 

2014). 

In study 3, we assessed how blood pressure relates to brain structure in non-hypertensive 

adults below 40 years of age (Schaare et al., 2019). By using structural MRI at 3 Tesla in 

423 young adults, we showed that higher blood pressure, below the hypertensive 

threshold of 140/90 mmHg, was associated with lower gray matter volumes in regions that 

have previously been shown to relate to hypertension in older individuals or cardiovascular 

dysregulation, such as hippocampus, amygdala, thalamus, frontal and parietal structures 

(e.g. precuneus). The results of this study show that brain structure is associated with 

blood pressure in young age and in ranges that are typically considered “normal”.  

Studies 4 and 5 showed that intrinsic functional connectivity of neuro-vegetative brain 

regions relates to vascular risk factors: In study 4, we found that the well-known decrease 

of HRV with age has a functional brain network correlate in the posterior cingulate cortex 

and in the ventromedial prefrontal cortex. Whereas in study 5, we showed that thalamic 

areas are central for information processing after psychosocial stress exposure and 

underlie stress-related connectivity changes across the whole brain. 

To gain a better understanding of the mechanisms underlying the brain’s role in blood 

pressure control, in study 6, we assessed how the brain integrates blood pressure 

reactivity to emotional stimuli and how these processes can be modulated by executive 

attention (Okon-Singer et al., 2014). The main results were a positive correlation between 

blood pressure response and activation in a network including prefrontal and parietal 

regions, the amygdala, caudate, and mid-brain. As expected, the effects were modulated 

by attention yielding smaller or diminished neural, behavioral and vascular responses 

when attentional load was high.  
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Overall, our results show that blood pressure is strongly intertwined with brain processes 

(Schaare et al., 2019) that control and regulate autonomic responses (Kumral et al., 2019; 

Reinelt et al., 2019). In combination with other recent studies, our findings contribute to a 

better understanding of the underlying mechanisms driving initial blood pressure 

elevations (Gianaros et al., 2017; Okon-Singer et al., 2014). Identifying pathological 

pathways to blood pressure elevations is a major goal for the prevention of hypertension 

and adverse secondary effects of elevated blood pressure.  

Besides genetic and biological aspects, current research suggests that the etiology of 

essential hypertension is crucially dependent on lifestyle factors. For example 

psychosocial factors, such as work conditions, mental health, living situation, social 

support, and sleep have been shown to increase the risk of hypertension (Cuffee et al., 

2014). Psychiatric conditions, including depression and anxiety disorders, show a high co-

occurrence with hypertension and cardiovascular disease (Cohen et al., 2015; Hamer et 

al., 2010). Others argue that chronic psychological stress is in fact a cause of essential 

hypertension (Esler et al., 2008). As we showed in studies 5 and 6, acute psychosocial 

stress or aversive stimulation lead to rapid autonomic, endocrine, and neural changes in 

CAN regions among others. The CAN, a network of cortico-limbic and subcortical brain 

regions, is the primary integrator of neuro-vegetative coupling and regulates bodily 

responses in service of adaptive behaviors (Benarroch, 1993; Critchley & Harrison, 2013; 

Gianaros & Sheu, 2009). These same regions have been found in neuroimaging studies 

of blood pressure reactivity in response to stress or emotions, which implies their 

involvement in the mediation of blood pressure reactivity to psychosocial stressors 

(Critchley et al., 2000; Gianaros & Sheu, 2009; Gianaros et al., 2008, 2017; Okon-Singer 

et al., 2014). Individual differences in such neural and vascular response patterns to 

stressful or emotional demand, in turn, may relate to the development of hypertension and 

heart disease (Gianaros & Sheu, 2009). Macefield and colleagues (2013) demonstrated 

that repetitive mental stress, as observed in panic disorder and essential hypertension, 

drives hyperactivity of the sympathetic nervous system which is coupled with brain activity 

in regions including midbrain, anterior insula, posterior cingulate and precuneus. It has 

thus been proposed that the development of essential hypertension can be regarded as a 

consequence of repetitive stressor-related blood pressure reactivity which is orchestrated 

by autonomic brain regions (Esler et al., 2008; Jennings & Zanstra, 2009; Rau & Elbert, 

2001). In this view, a loop of neural processes drives chronic blood pressure increases 

and vascular pathology as follows: (i) repetitive psychosocial stress prompts enhanced 

reactivity of blood pressure and in neuro-vegetative networks; (ii) over time this leads to 

hyperactivity of the sympathetic nervous system, renin-angiotensin mechanisms and sub-
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clinical vascular damage, all of which interfere with regulatory functions; (iii) followingly, 

these changes result in enhanced blood pressure reactivity to a magnitude of stress which 

required lower reactivity previously.  

Support for this ‘neurogenic’ hypothesis of essential hypertension comes from studies 

which compared neuropsychological performance and neuroimaging patterns between 

young, normotensive individuals at genetic risk for essential hypertension and controls. 

The risk for essential hypertension is hereditary. Compared to healthy controls, stressor-

evoked vascular reactivity is larger and follows a distinct pattern in patients with 

hypertension and in individuals at risk for hypertension (Armario et al., 2003; Falkner, 

Onesti, Angelakos, Fernandes, & Langman, 1979; Fredrikson & Matthews, 1990; Kaushik, 

Mahajan, Rajesh, & Kaushik, 2004). The latter also show a slowed autonomic recovery 

from experimental stressors (Schneider, Jacobs, Gevirtz, & O’Connor, 2003). Individuals 

at genetic risk for essential hypertension may also present cognitive and neural alterations, 

but more studies are needed to draw conclusive evidence from this research. In this 

otherwise healthy, young, normotensive population, subtle deficits in cognitive function, 

including memory, attention and verbal learning, have been reported compared to controls 

without parental history of hypertension (Haley et al., 2008). In fMRI, family history of 

hypertension was also associated with decreased working memory task-related activation 

in the posterior cingulate cortex, right inferior parietal lobule and right temporal gyrus 

(Haley et al., 2008). In animal models of neurogenic hypertension, lesions to the amygdala 

of rats with a genetic predisposition to develop hypertension decreased cardiovascular 

reactivity (Galeno, Van Hoesen, & Brody, 1984) and prevented the development of 

hypertension induced by stress (Fukumori, Nishigori, Goshima, & Kubo, 2004), 

highlighting a significant role of the amygdala and potentially of connected neuro-

vegetative brain regions in the pathogenesis of essential hypertension.  

A contributing effect to this vicious circle of neurogenic hypertension is a paradoxical 

phenomenon that higher blood pressure relates to positive behavioral effects. Previously, 

moderating effects of blood pressure have been described in pain perception experiments, 

where participants with higher blood pressure exhibit decreased pain sensitivity 

(hypoalgesia) than participants with lower blood pressure (Ghione, Rosa, Mezzasalma, & 

Panattoni, 1988). Similarly, some hypertensives report less distress in general and better 

quality of life (Berendes, Meyer, Hulpke-Wette, & Herrmann-Lingen, 2013; Hassoun et al., 

2015; Nyklı́c̆ek, Vingerhoets, & Van Heck, 2001). Positive associations in situations of high 

blood pressure levels (e.g. in a stressful work environment or during an important test)  

could positively reinforce individuals to increase blood pressure levels to achieve better 

performance, which would accelerate vascular pathology (Rau & Elbert, 2001).  
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Some interesting perspectives on the question if essential hypertension really is a 

consequence of lifestyle choices, have been gained in the 1980s by studying populations 

which strongly diverge from the prototypical modern, stress-prone, sedentary lifestyle. It 

has been described that villages in rural parts of Papua New Guinea do not show 

elevations of blood pressure with age and in fact stay far below 120/80 mmHg (King et al., 

1985). Similarly, a 30-year follow-up study with Italian nuns in a secluded order showed 

that the nuns’ blood pressure stayed stable and below DBP of 90 mmHg, whereas blood 

pressure of the control group from the same region rose as expected (Timio et al., 1997, 

1988). In the general population, some modifiable lifestyle-related vascular risk factors 

have been reduced in the last decades (e.g. smoking), while others have increased in 

incidence and time of exposure (e.g. high BMI) (Forouzanfar et al., 2016; Neuhauser et 

al., 2015). A sedentary lifestyle is often also accompanied with increased BMI. Blood 

pressure and weight are tightly interrelated with blood pressure levels increasing linearly 

with increases in BMI. Therefore, primary prevention strategies for hypertension must 

include prevention of weight gain. With respect to the consequences of modifiable vascular 

risk factors for the brain, Kharabian et al. (2018) found differential profiles of structural gray 

matter networks depending on the vascular risk factor. Understanding the presumably 

varying impact of different vascular risk factors on diseases of the brain will be informative 

for targeted interventions. These examples demonstrate that our behaviors have a great 

impact on vascular disease risk and that lifestyle-targeted interventions may indeed qualify 

for the prevention of elevated blood pressure; primarily by managing stress regulation and 

preventing obesity. 

How to design targeted interventions in early stages of vascular disease is a further 

relevant clinical issue in the population under investigation in this thesis. Most participants 

in our studies did not exceed blood pressure levels which would be categorized as stage 

I hypertension. Questions of how, when and to which target to treat blood pressure need 

to be addressed for young adults at risk of vascular disease progression. Lifestyle 

interventions have a beneficial effect on CVD prevention (Grossman et al., 2017), but their 

efficacy in the prevention of brain injury warrants further research. Blood pressure 

regulation and hypertension are examples of mind-body-emotion interactions and can now 

be tested in a suitable framework by using the MPILMBB database that we established.  

With the MPILMBB database, we have provided a large dataset of deeply phenotyped 

individuals that can be used to identify biological, medical and psychological biomarkers 

of brain diseases. Individualized profiles might prove useful to identify people at increased 

risk which should be monitored more closely. In the case of hypertension, such profiles 

could evaluate unmodifiable (e.g. genetic or environmental risks, high blood pressure 
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reactivity) and modifiable (e.g. physical inactivity, unhealthy diet) factors that are known to 

be implicated in chronic blood pressure elevations. The European cardiological society 

recommends such a risk score system for the management of patients with vascular risk 

factors (Williams et al., 2018). The results presented in this thesis, in addition to other 

research that demonstrates premature adverse effects of elevated blood pressure or 

hypertension, speak in favor of extending current clinical practices to initiate earlier 

interventions in order to delay initial blood pressure increases. 
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High blood pressure (BP) at or above levels of systolic 140 mmHg or diastolic 90 mmHg, 

or hypertension (HTN), affects 1.13 billion adults worldwide and is the leading single risk 

factor for disability, cardio- and cerebrovascular diseases and death (Forouzanfar et al., 

2016; Lim et al., 2012; NCD Risk Factor Collaboration (NCD-RisC), 2016). The brain is a 

primary target for the adverse effects of high BP and often undetected asymptomatic 

neural changes can be detected well before overt clinical symptoms occur. Mid- and late-

life HTN in particular has been related to sub-clinical brain damage, including white matter 

lesions, gray matter atrophy and functional cerebrovascular changes (Beauchet et al., 

2013; Hajjar et al., 2010; Maillard et al., 2012; Muller et al., 2014; Power et al., 2016; Raz 

et al., 2005). Crucially, signs of silent cerebrovascular disease are highly prevalent in the 

general aging population (Gupta et al., 2016; Leary & Saver, 2003). Deleterious effects of 

HTN mainly target the cerebral (and peripheral) vasculature, where BP elevations promote 

vascular stiffening, endothelial failure, and dysfunction of the blood-brain barrier, among 

other mechanisms that lead to insidious vascular brain damage (Iadecola et al., 2016; 
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Laurent & Boutouyrie, 2015; Sierra et al., 2011). Some studies imply a continuous effect 

of BP on adverse brain outcomes – irrespective of any cut-off threshold for HTN – however, 

evidence for this hypothesis is still sparse (Forouzanfar et al., 2017; Rapsomaniki et al., 

2014).  

Which mechanisms initiate primary BP elevations also remains unclear. The brain has a 

pivotal role in BP regulation on the one hand and linking bodily signals with mental 

processes on the other hand. Importantly, some brain regions that are involved in the 

regulation of stress and emotions are also involved in BP control (Critchley & Harrison, 

2013; Gianaros & Sheu, 2009). These functions have been mapped onto structures 

including particularly the insula, cingulate cortex and amygdala (Critchley & Harrison, 

2013; Gianaros & Sheu, 2009). It has been suggested that damage to these regions would 

facilitate dysregulation of affective, cognitive and autonomic (mind-brain-body) processes 

and thus cause vascular pathophysiology over time (Jennings & Zanstra, 2009). Inversely, 

maladaptive reactivity and regulation of BP in younger age, prior to manifestation of HTN, 

may contribute to the development and progression of cardio- and cerebrovascular 

disease during aging (Matthews et al., 2004). 

In this thesis, I investigated the interrelation of BP and the brain in six published studies. 

The studies build on the assumption that a combination of psychological (mind), neural 

(brain), and autonomic (body) processes seems to interact and putatively underlies the 

factors driving pathogenesis of essential HTN and insidious brain changes. My 

collaborators and I approached this research framework by first establishing a public 

database which allows to study mind-brain-body interactions comprehensively (studies 1 

and 2). This led to the main study of my thesis (study 3) which explored associations 

between sub-hypertensive BP and brain structure in young adults. Further collaborations 

studied relations between brain function and other vascular risk factors (parasympathetic 

cardioregulation and stress) using the database (studies 4 and 5) and neural signatures 

of BP regulation to emotional distress (study 6). 

Studies 1 & 2: The MPI-Leipzig Mind-Brain-Body database (key work for data 
acquisition) 

Study 1: A mind-brain-body dataset of MRI, EEG, cognition, emotion, and peripheral 

physiology in young and old adults. Babayan…Schaare et al., Scientific Data (2019) 

Study 2: A functional connectome phenotyping dataset including cognitive state and 

personality measures. Mendes…Schaare et al., Scientific Data (2019) 

The experimental work presented in this thesis grounds on a large data acquisition effort 

which resulted in the establishment of the publicly available MPI-Leipzig Mind-Brain-Body 
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database (MPILMBB) (Babayan et al., 2019; Mendes et al., 2019). This big database 

provides detailed assessments of brain-body dynamics in relation to individual 

psychological profiles during aging and thus a framework in which mind-brain-body can be 

tested in a comprehensive manner. It consists of two datasets which were acquired with 

partly overlapping protocols and participants: Dataset 1, the LEMON study (N=227), was 

designed to assess a wide range of neural, psychological and psychophysiological 

markers that allow to test mind-brain-body interactions in young (N=153, 25.1±3.1 years, 

range 20–35 years, 45 female) and older adults (N=74, 67.6±4.7 years, range 59–77 

years, 37 female) (Babayan et al., 2019). The two-day assessment included multimodal 

structural MRI at 3 Tesla, 15 minutes of resting-state fMRI with continuous acquisition of 

BP, ECG, pulse and respiration, 62-channel resting-state EEG, anthropometrics, blood 

and urine samples, as well as psychiatric screenings, six cognitive tests and 21 

psychometric questionnaires related to personality traits, emotions, eating behaviors and 

addiction. Dataset 2, the neuroanatomy and connectivity protocol, focused on a detailed 

assessment of the functional connectome, by including one hour of resting-state fMRI, and 

cognitive and personality measures in adults between 20-75 years of age (N=194, 34±16 

years, 94 female) (Mendes et al., 2019). Specifically, the five-day assessment included a 

broad set of state and trait psychological phenotypes measured by 31 questionnaires, 

seven tasks, and four sessions of mind-wandering during scanning. Overall, 109 

participants completed both protocols. 

Study 3: Association of peripheral blood pressure with gray matter volume in 19- to 
40-year-old adults. Schaare et al., Neurology (2019). (main study using the database 
of studies 1 & 2) 

Using the MPILMBB database in combination with other large datasets, I conducted the 

main study of my experimental work: The aim of study 3 was to test whether subtle 

structural brain changes already occur in early adulthood where confounding effects are 

minimal, and at BP levels below the current diagnostic threshold for HTN 

(SBP/DBP≥140/90 mmHg). We hypothesized that higher BP would relate to lower regional 

gray matter volume (GMV) – independent of any threshold – and that this would 

predominantly affect frontal and medial temporal lobes, including amygdala and 

hippocampus.  

We tested this hypothesis using four cross-sectional datasets from Leipzig, Germany, in a 

total sample of 423 adults between 19 and 40 years of age without previous diagnosis of 

HTN (mean age 27.7±5.3 years, 177 women, mean SBP/DBP 123.2/73.4±12.2/8.5 

mmHg). To derive whole-brain regional GMV that could be related to resting BP levels, we 
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conducted high-resolution structural 3 Tesla T1-weighted MRI and performed voxel-based 

morphometry (VBM) on each dataset, separately. Next, we combined the VBM outcomes 

of each dataset in image-based meta-analyses (IBMA) to evaluate the cumulative results 

across datasets. Resting BP was analyzed both as a continuous measure and as a 

discrete measure including four categories: (1) SBP<120 and DBP<80 mm Hg, (2) SBP 

120–129 or DBP 80–84 mm Hg, (3) SBP 130–139 or DBP 85–89 mm Hg, (4) SBP≥140 or 

DBP≥90 mm Hg. Results showed consistently lower GMV in those individuals with higher 

BP (Figure 6). Strikingly, already BP levels within the normal range were related to lower 

GMV in several regions known to be affected by HTN in older ages (e.g. hippocampus, 

Figure 6). Specifically, IBMA yielded: (a) regional GMV decreased linearly as peripheral BP 

increased; (b) significantly decreased GMV with higher BP when comparing individuals in 

sub-hypertensive categories 3 and 2, respectively, to those in category 1; (c) lower BP-

related GMV was found in regions including hippocampus, amygdala, thalamus, frontal 

and parietal structures (e.g. precuneus). 

 

Figure 6 – Overview of main results 
Glass brain view of image-based meta-analysis results for the association between systolic (A) and diastolic (B) blood 
pressure and gray matter volume with relevant slice views on the right-hand side. Bottom: Glass brain views of image-
based meta-analysis ROI results for the blood pressure category contrasts of interest in bilateral hippocampus and 
amygdala masks. Definition of blood pressure categories: c1 (SBP<120 mmHg and DBP<80 mmHg), c2 (SBP 120-129 
mmHg or DBP 80-84 mmHg), c3 (SBP 130-139 mmHg or DBP 85-89 mmHg) and c4 (SBP≥140 mmHg or DBP≥90 mmHg). 
L: Left hemisphere. R: Right hemisphere. 
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Thus, in this study, we found that BP-associated gray matter alterations emerge earlier in 

adulthood than previously assumed and continuously across the range of BP. The affected 

brain regions predominantly include parietal, frontal, and subcortical structures 

(e.g.hippocampus), which have been consistently associated with gray matter damage in 

middle-aged and older individuals with HTN (Beauchet et al., 2013; den Heijer et al., 2005; 

Hajjar et al., 2010; Leritz et al., 2011; Power et al., 2016; Raz et al., 2005). The causes of 

brain damage in HTN involve complex interactions of different pathophysiological 

mechanisms that still need to be fully elucidated. Medial temporal and frontal regions might 

be especially sensitive to effects of pulsation, hypoperfusion and ischemia, which often 

result from increasing pressure (Beauchet et al., 2013; Iadecola et al., 2016). It is assumed 

that vascular stiffness, endothelial failure and a dysfunctional blood-brain barrier are 

precursors of cerebral small and large vessel disease that reduce cerebral blood flow, 

disturb autoregulatory adjustment and decrease vasomotor reactivity, which may impair 

perivascular central nervous waste clearance systems (Iadecola et al., 2016). 

Consequently, demyelination, apoptosis and intoxication of  neurons and glial cells, as well 

as gray and white matter necrosis accumulate and can be observed with neuroimaging on 

a macroscopic scale. Further, our results yielded lower GMV in amygdala, thalamus, 

insula, cingulate regions, which are central structures in affective, cognitive, and 

autonomic control (Benarroch, 1993; Critchley & Harrison, 2013). Presumably, structural 

alterations in these regions may contribute to cardiovascular dysregulation and BP 

elevations via sympathetic pathways (Esler et al., 2008; Macefield et al., 2013). Whether 

our results reflect any of such mechanisms putatively leading to vascular or 

neurodegenerative damage remains speculative. Neither do our cross-sectional data allow 

inference on causality between lower brain volumes and raised BP. 

In sum, insidious BP increases might reflect progression of pathophysiological 

mechanisms that remain asymptomatic in early-life and manifest as overt disease in mid- 

or late-life. Our study points to an early effect of elevated BP on brain alterations that occur 

in early adulthood, at BP levels below current diagnostic thresholds for HTN and in the 

absence of overt disease, such as HTN. 

Studies 4 & 5: Other vascular risk factors and functional brain connectivity (related 
studies using the database of studies 1 & 2) 

Study 4: The age-dependent relationship between resting heart rate variability and 

functional brain connectivity. Kumral, Schaare et al., NeuroImage (2019) 

Study 5: Acute psychosocial stress alters thalamic network centrality. Reinelt, 

Uhlig…Schaare et al., NeuroImage (2019) 
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In two further studies, we investigated the relationship between other vascular risk factors 

and functional brain connectivity using the MPILMBB database. In study 4 (Kumral et al., 

2019), we assessed how parasympathetic regulation of the heart (i.e. heart rate variability) 

– a proxy for autonomic function which decreases during aging – relates to brain structure 

(i.e. VBM) and function (i.e. eigenvector centrality and seed-based functional connectivity) 

across three age groups (N=140 younger: 26.0±4.2 years, N=119 middle-aged: 46.3±6.2 

years, N=129 older: 66.9±4.7 years). We found correlations between resting HRV and 

functional connectivity in the posterior cingulate cortex across all age groups and in the 

ventromedial prefrontal cortex in young participants only. These results illustrate a 

differential effect of aging on heart-brain interactions in cortical midline structures which 

have been implicated in autonomic, cognitive and affective regulation.  

As stress is a likely contributing factor in the development of HTN and various other mental 

and somatic conditions, in study 5 (Reinelt et al., 2019), we investigated how acute 

psychosocial stress (i.e. Trier Social Stress Test) affects brain connectivity (i.e. 

eigenvector centrality and seed-based functional connectivity) in 67 young men (18-35 

years, mean ageTSST=25.45, mean ageControl=26.18). Following the stress intervention, 

whole-brain analyses yielded increased centrality in thalamus, which also was linearly 

associated with stress-related changes in subjective, as well as autonomic (HRV), and 

endocrine (saliva cortisol) measures. These elevations of centrality and saliva cortisol 

concentrations persisted during recovery until 105 min after stress onset, suggesting that 

thalamic connectivity is essential in the central and peripheral processing of acute 

psychosocial stress and its aftermath. Both studies exemplify the interconnectedness of 

mind, brain and body pathways and emphasize its significance for a better understanding 

of vascular risk factors.  

Study 6: Neural control of vascular reactions: impact of emotion and attention. 
Okon-Singer…Schaare et al., Journal of Neuroscience (2014). (using the mind-brain-
body approach to understand blood pressure control) 

In the final study included in this thesis, we simultaneously recorded brain activity and BP 

to gain a better understanding of the mechanisms underlying the brain’s role in BP control. 

Twenty-four healthy adults (11 females; age=24.75±2.49 years) participated in an 

affective perceptual load task that manipulated executive attention to aversive or neutral 

distractor pictures during fMRI with continuous BP acquisition (Okon-Singer et al., 2014). 

The main result of study 6 was a positive correlation between BP response and activation 

in a network including prefrontal and parietal regions, the amygdala, caudate, and mid-

brain. As expected, the effects were modulated by attention yielding smaller or diminished 
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neural, behavioral and vascular responses when attentional load was high. The findings 

match theories emphasizing the role of attentional control in neural and behavioral 

reactions to aversive distractors and extend it to the control of autonomous reactions to 

emotional distress with potential clinical relevance. 

 

Overall, the studies in this thesis demonstrate that BP is strongly intertwined with brain 

processes (Schaare et al., 2019) which control and regulate autonomic responses (Kumral 

et al., 2019; Reinelt et al., 2019) and indicate premature vascular brain damage. In addition 

to other recent studies, our findings contribute to a better understanding of the underlying 

mechanisms driving initial BP elevations (Gianaros et al., 2017; Okon-Singer et al., 2014). 

Our research speaks in favor of extending clinical practices to initiate earlier interventions 

to suspend primary BP elevations and prevent secondary diseases. 
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7 Appendix 

7.1 Supplementary Materials of Study 3 
Supplementary Table 1 – List of exclusion criteria for each study from which the samples were drawn 

Study Exclusion criteria 
Leipzig Study for Mind-Body-Emotion 
Interactions (sample 1) (Babayan et al., 
2019) 

• Age <20 or 36-58 or >77 

• Self-reported diagnosis of hypertension without intake of 

antihypertensive medication   

• Any other cardiovascular disease (e.g. heart attack, congenital heart 

defect) 

• History of psychiatric diseases that required inpatient treatment for 

longer than 2 weeks within the last 10 years (e.g. psychosis, attempted 

suicide, post-traumatic stress disorder) 

• History of neurological disorders (incl. multiple sclerosis, stroke, 

epilepsy, brain tumor, meningoencephalitis, severe concussion) 

• History of malignant diseases  

• Intake of one of the following medications:  

• Any centrally active drugs (including Hypericum 

perforatum) 

• Beta- and alpha-blocker  

• Cortisol  

• Any chemotherapeutic or psychopharmacological 

medication  

• Positive drug anamnesis (extensive alcohol, MDMA, amphetamines, 

cocaine, opiates, benzodiazepine, cannabis) 

• Body Mass Index < 18 or > 30 

• Previous participation in any scientific study 

• Past or present student of Psychology 

• MRI exclusion criteria including: 

• Any metallic implants, braces, non-removable piercings  

• Tattoos  

• Pregnancy  

• Claustrophobia 

• Tinnitus  

• Surgical operation in the last 3 months  

Neural Consequences of Stress Study 
(sample 2) (Reinelt et al., 2019) 

• Female sex 

• Age < 20 or >35 

• Smoking 

• Past or present student of Psychology 

• Excessive alcohol or drug consumption 

• Regular medication intake 

• History of cardiovascular or neurological diseases 

• Body Mass Index > 27 

• Positive drug anamnesis (extensive alcohol, MDMA, amphetamines, 

cocaine, opiates, benzodiazepine, cannabis) 

• Positive diagnosis in psychiatric screening of axis I disorders 

• Abnormalities in analysis of blood screening 

• MRI exclusion criteria including: 

• Any metallic implants, braces, non-removable piercings  

• Tattoos  

• Pregnancy  

• Claustrophobia 

• Tinnitus  

• Surgical operation in the last 3 months  

Neuroanatomy and Connectivity Protocol 
(sample 3) (Mendes et al., 2019) 

• Age < 20 or >75 

• History of psychiatric diseases that required inpatient treatment for 

longer than 2 weeks within the last 10 years (e.g. psychosis, attempted 

suicide, post-traumatic stress disorder) 

• History of neurological disorders (incl. multiple sclerosis, stroke, 

epilepsy, brain tumor, meningoencephalitis, severe concussion) 

• History of malignant diseases 

• Intake of one of the following medications:  

• Any centrally active drugs (including Hypericum 

perforatum) 

• Beta-and alpha-blocker  

• Cortisol  

• Any chemotherapeutic or psychopharmacological 

medication 

• Positive drug anamnesis (extensive alcohol, MDMA, amphetamines, 

cocaine, opiates, benzodiazepine, cannabis) 

• Body Mass Index <18 or >30 
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• Extensive testing experience at the Max-Planck-Institute or other 

academic institution  

• Past or present student of Psychology  

• MRI exclusion criteria: 

• Any metallic implants, braces, non-removable piercings  

• Tattoos  

• Pregnancy  

• Claustrophobia 

• Tinnitus  

• Surgical operation in the last 3 months  

Leipzig Research Centre for Civilization 
Diseases (sample 4) (Loeffler et al., 2015) 

• History of neurological disorders (incl. multiple sclerosis, stroke, 

epilepsy, parkinson‘s disease, brain tumor) 
• History of malignant diseases 

• History of depression 

• History of cardiovascular disease (e.g. myoinfarction, coronary heart 

disease, heart surgery, bypass, catheter, stent) 

• Hypertension 

• Intake of anti-hypertensive drugs 

• Intake of centrally-active drugs 

• Diabetes (Type I or II) 

• MRI exclusion criteria: 

• Any metallic implants, braces, non-removable piercings  

• Tattoos  

• Pregnancy  

• Claustrophobia 

• Tinnitus  

• Surgical operation in the last 3 months  

 

Supplementary Table 2 – Positive image-based meta-analysis results of regional gray matter volume differences 
associated with blood pressure  
Image-based meta-analysis results of significant clusters yielding higher grey matter volume for the respective contrast 
of interest. Columns indicate cluster-specific MNI coordinates of peak voxels, meta-analytic SDM-Z-value, meta-analytic 
p-value, number of voxels in cluster and anatomical label of the peak voxel. Anatomical labels were assigned using SPM’s 
Anatomy toolbox8. Q and I2 are measures of meta-analytic heterogeneity. Voxel threshold was set to p<0.005, peak 
height threshold was set to SDM-Z>1.0 and cluster extent threshold was set to k≥10 voxels as recommended by Radua 
et al. (2012)7. Final voxel size was 2 x 2 x 2 mm3. MNI: Montreal Neurological Institute. SDM: Seed-based d Mapping. 
SBP: Systolic blood pressure. DBP: Diastolic blood pressure. 

 

MNI 

(x/y/z) 

SDM-

Z P k Peak Description Q I2 

Positive Correlation with Systolic Blood 

Pressure 32,-74,-8 2.249 0.000 294 N/A (right occipital cortex) 0.000 0.0 

 

-50,-10,-18 1.922 0.001 79 Left middle temporal gyrus 0.230 0.0 

 

12,-74,-4 2.155 0.000 58 Right lingual gyrus 0.000 0.0 

 

-30,-94,-12 2.325 0.000 50 Left inferior occipital gyrus 0.000 0.0 

 

26,24,40 2.480 0.000 31 Right middle frontal gyrus 0.000 0.0 

 

-18,-100,-2 2.044 0.001 32 Left middle occipital gyrus 0.000 0.0 

 

-48,-72,-36 1.653 0.002 34 Left cerebellum, crus I 0.159 0.0 

 

56,-26,-18 2.478 0.000 27 Right inferior temporal gyrus 0.200 0.0 

 

52,-52,-6 1.882 0.001 29 Right inferior temporal gyrus 0.031 0.0 

 

-34,-82,-8 1.998 0.001 27 Left inferior occipital gyrus 0.374 7.8 

 

-26,-92,8 2.057 0.001 22 Left middle occipital gyrus 0.040 0.0 

 

48,0,-22 1.822 0.001 21 Right middle temporal gyrus 0.000 0.0 

 

-28,-36,-38 1.639 0.003 20 Left cerebellum, hemispheric lobule VI 0.000 0.0 

 

52,-20,40 1.616 0.003 18 Right postcentral gyrus 0.224 0.0 



III 
 

 

48,-44,32 1.761 0.002 14 Right supramarginal gyrus 0.473 14.8 

 

-36,2,-36 1.763 0.002 13 Left inferior temporal gyrus 0.000 0.0 

 

40,-66,28 1.722 0.002 10 Right middle occipital gyrus 1.257 51.3 

  30,-58,42 1.656 0.002 10 Right angular gyrus 1.432 56.3 

Positive Correlation with Diastolic Blood 

Pressure 30,-88,-22 2.691 0.000 752 N/A (right cerebellum, crus I) 0.046 0.0 

 

-36,-84,-10 2.294 0.001 235 Left inferior occipital gyrus 0.000 0.0 

 

-14,-6,20 2.414 0.000 90 Left caudate nucleus 0.103 0.0 

 

2,-74,-24 1.921 0.002 82 Cerebellum, vermic lobule VII 0.086 0.0 

 

-26,-90,6 2.350 0.001 37 Left middle occipital gyrus 0.000 0.0 

 

-54,-46,-8 2.151 0.001 36 Left middle temporal gyrus 0.419 11.0 

 

18,-2,20 1.996 0.002 28 Right caudate nucleus 0.000 0.0 

 

42,-60,40 2.035 0.002 17 Right angular gyrus 0.000 0.0 

 

48,-48,-48 2.057 0.002 12 Right cerebellum, crus II 0.000 0.0 

  24,-96,-12 1.884 0.003 10 Right inferior occipital gyrus 0.558 20.3 

Category 4 (SBP≥140 mmHg or DBP≥90 

mmHg) > Category 1 (SBP<120 mmHg and 

DBP<80 mmHg) 42,-66,26 2.320 0.000 87 Right middle occipital gyrus 0.000 0.0 

 

12,-2,16 1.927 0.001 71 Right caudate nucleus 0.000 0.0 

 

48,-44,-12 2.142 0.000 48 Right inferior temporal gyrus 0.000 0.0 

 

30,-52,46 1.942 0.001 41 Right inferior parietal lobule 0.000 0.0 

 

28,-78,24 1.907 0.001 33 Right middle occipital gyrus 0.088 0.0 

 

34,-78,-24 1.716 0.002 35 Right cerebellum, crus I 0.195 0.0 

 

54,-28,-18 1.857 0.001 22 Right inferior temporal gyrus 0.000 0.0 

 

-30,-36,64 1.727 0.002 20 Left postcentral gyrus 0.313 3.1 

 

-56,-30,32 1.732 0.002 19 Left supramarginal gyrus 0.000 0.0 

 

-20,56,12 1.845 0.001 17 Left superior frontal gyrus 0.000 0.0 

 

32,-66,34 1.625 0.003 17 Right middle occipital gyrus 0.212 0.0 

 

24,24,40 1.869 0.001 16 Right middle frontal gyrus 0.000 0.0 

 

-52,-66,-36 1.807 0.001 14 Left cerebellum, crus I 0.000 0.0 

 

-36,0,-36 1.938 0.001 12 Left inferior temporal gyrus 0.114 0.0 

  -48,-46,20 1.884 0.001 10 Left superior temporal gyrus 0.000 0.0 

Category 3 (SBP 130-139 mmHg or DBP 85-

89 mmHg) > Category 1 12,-54,-6 3.439 0.000 537 Right lingual gyrus 0.018 0.0 

 

-8,-56,-42 2.728 0.001 172 Left cerebellum, hemispheric lobule IX 0.000 0.0 

 

6,-38,24 3.167 0.000 78 N/A (right midcingulate cortex) 0.000 0.0 

 

-14,-100,-2 2.800 0.001 57 Left calcarine gyrus 0.000 0.0 

 

-30,-12,56 2.902 0.000 46 Left precentral gyrus 0.000 0.0 

 

36,4,-38 3.477 0.000 35 Right medial temporal pole 0.000 0.0 

 

-8,-54,-8 2.378 0.003 41 Left cerebellum, hemispheric lobule IV-V 0.000 0.0 



IV 
 

 

-28,-46,-20 2.670 0.001 37 Left fusiform gyrus 0.265 0.0 

 

-54,-10,-4 2.937 0.000 26 Left superior temporal gyrus 0.000 0.0 

 

58,-54,-24 2.798 0.001 24 Right inferior temporal gyrus 0.000 0.0 

 

58,6,-22 2.345 0.003 23 Right medial temporal pole 0.000 0.0 

 

8,-90,30 2.573 0.002 15 Right cuneus 0.000 0.0 

  -28,-92,6 2.330 0.004 11 Left middle occipital gyrus 0.000 0.0 

Category 2 (SBP 120-129 mmHg or DBP 80-

84 mmHg) > Category 1 -46,-48,-36 3.501 0.000 565 Left cerebellum, crus I 0.241 0.0 

 

-10,-54,-8 2.382 0.001 173 Left cerebellum, hemispheric lobule IV-V 0.000 0.0 

 

-34,-32,62 2.972 0.000 106 Left postcentral gyrus 0.000 0.0 

 

-28,-10,56 2.619 0.000 80 Left precentral gyrus 0.000 0.0 

 

48,-52,-30 2.224 0.002 61 Right cerebellum, crus I 0.243 0.0 

 

8,-12,64 2.442 0.001 41 Right posterior-medial frontal 0.000 0.0 

 

8,-80,-46 2.040 0.003 41 Right cerebellum, hemispheric lobule VII 0.351 6.0 

 

38,-72,26 2.726 0.000 28 Right middle occipital gyrus 0.000 0.0 

 

-44,36,4 2.557 0.001 29 Left inferior frontal gyrus (p. triangularis) 0.000 0.0 

 

-24,-44,60 2.246 0.001 27 Left postcentral gyrus 0.000 0.0 

 

-36,-52,58 2.542 0.001 17 Left superior parietal lobule 0.000 0.0 

 

20,2,68 2.247 0.001 18 Right superior frontal gyrus 0.000 0.0 

 

30,-72,-8 2.394 0.001 15 Right fusiform gyrus 0.232 0.0 

 

20,-66,34 2.122 0.002 15 Right cuneus 0.022 0.0 

 

6,30,14 2.281 0.001 12 Right anterior cingulate cortex 0.000 0.0 

  44,-58,0 2.179 0.002 11 N/A 0.180 0.0 

 

Supplementary Table 3 – Image-based meta-analysis results of regional gray matter volume differences associated with 
first systolic blood pressure 
Image-based meta-analysis results of significant clusters yielding lower grey matter volume for the respective contrast 
of interest (averaged SBP, first SBP). Columns indicate cluster-specific MNI coordinates of peak voxels, meta-analytic 
SDM-Z-value, meta-analytic p-value, number of voxels in cluster and anatomical label of the peak voxel. Q- and I2-
statistics are estimates of meta-analytic heterogeneity of effects across studies. Anatomical labels were assigned using 
SPM’s Anatomy toolbox8. Voxel threshold was set to p<0.005, peak height threshold was set to SDM-Z>1.0 and cluster 
extent threshold was set to k≥10 voxels. Final voxel size was 2 x 2 x 2 mm3. MNI: Montreal Neurological Institute. SDM: 
Seed-based d Mapping.  

 

MNI (x/y/z) 

SDM-

Z P k Peak Description Q I2 

Negative Correlation with Systolic 

Blood Pressure 
8,-30,56 -3.859 0.000 288 Right paracentral lobule 

0.000 0.0 

 -40,30,0 -3.590 0.000 49 Left inferior frontal gyrus (p. triangularis) 0.053 0.0 

 36,6,34 -3.394 0.000 16 Right inferior frontal gyrus (p. opercularis) 0.000 0.0 

 10,2,40 -3.325 0.001 45 Right midcingulate cortex 0.000 0.0 

 -58,-20,24 -3.290 0.001 146 Left postcentral gyrus 0.000 0.0 
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 -52,-10,6 -3.268 0.001 78 Left superior temporal gyrus 0.000 0.0 

 48,32,10 -3.204 0.001 27 Right inferior frontal gyrus (p. triangularis) 0.000 0.0 

 48,0,48 -3.196 0.001 127 Right precentral gyrus 0.000 0.0 

 64,-42,12 -3.192 0.001 42 Right superior temporal gyrus 0.000 0.0 

 6,8,-18 -3.110 0.001 40 Right subgenual cingulate cortex  0.000 0.0 

 50,8,28 -3.045 0.002 26 Right inferior frontal gyrus (p. opercularis) 0.000 0.0 

 -8,-76,18 -3.019 0.002 27 Left cuneus cortex 0.175 0.0 

 8,-28,2 -2.977 0.002 45 Right thalamus 0.000 0.0 

 10,-68,26 -2.937 0.002 18 Right cuneus cortex 0.000 0.0 

 58,4,-8 -2.934 0.002 32 Right temporal pole 0.000 0.0 

 -28,10,60 -2.896 0.003 19 Left middle frontal gyrus 0.000 0.0 

 -52,-12,42 -2.860 0.003 10 Left postcentral gyrus 0.116 0.0 

Negative Correlation with First 

Systolic Blood Pressure 8,-30,56 -4.137 0.000 307 Right paracentral lobule 0.000 0.0 

 
48,0,44 -3.826 0.000 384 Right precentral gyrus 0.000 0.0 

 

-60,-20,24 -3.771 0.000 224 Left postcentral gyrus 0.000 0.0 

 

48,30,12 -3.587 0.000 110 Right inferior frontal gyrus (p. triangularis) 0.000 0.0 

 

14,-30,2 -3.462 0.000 176 Right thalamus 0.000 0.0 

 

10,2,40 -3.382 0.001 44 Right midcingulate cortex 0.000 0.0 

 

-26,24,54 -3.315 0.001 29 Left middle frontal gyrus 0.000 0.0 

 

-42,30,0 -3.308 0.001 28 Left inferior frontal gyrus (p. triangularis) 0.238 0.0 

 

30,-2,62 -3.233 0.001 10 Right superior frontal gyrus 0.000 0.0 

 

64,-44,12 -3.216 0.001 33 Right superior temporal gyrus 0.000 0.0 

 

-54,26,14 -3.203 0.001 26 Left inferior frontal gyrus (p. triangularis) 0.232 0.0 

 

-50,-4,4 -3.196 0.001 60 Left rolandic operculum 0.000 0.0 

 

8,6,-18 -3.075 0.002 35 N/A (Right striatum) 0.000 0.0 

 

-4,34,24 -3.061 0.002 30 Left anterior cingulate cortex 0.000 0.0 

 

-42,4,30 -3.042 0.002 46 Left precentral gyrus 0.000 0.0 

 

58,4,-6 -3.019 0.002 28 Right temporal pole 0.000 0.0 

 

10,-68,26 -2.986 0.002 20 Right cuneus 0.000 0.0 

 

-36,-24,54 -2.974 0.002 14 Left postcentral gyrus 0.000 0.0 

 

-2,-68,18 -2.963 0.003 15 Left calcarine gyrus 0.277 0.1 

 

10,-58,12 -2.947 0.003 25 Right calcarine gyrus 0.000 0.0 

 

-6,-4,36 -2.874 0.004 18 Left midcingulate cortex 0.000 0.0 
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Supplementary Figure 1 – Meta-analytic positive differences in gray matter volume between blood pressure categories 
Glass brain views of image-based meta-analysis results for the blood pressure category contrasts of interest with 
relevant slice views below (A-E). A and B depict positive correlations between SBP/DBP and gray matter volume, 
respectively. Red clusters indicate meta-analytic grey matter volume differences for the given contrast at a voxel 
threshold of p<0.005 with peak height threshold of SDM-Z>1.0 and cluster extent threshold of k≥10 (validated for high 
meta-analytic sensitivity and specificity, Radua et al., 2012). Color bars represent SDM-Z-values. 3D-volumetric results 
of these analyses can be inspected in detail on http://neurovault.org/collections/FDWHFSYZ/. SDM: Seed-based d 
Mapping. SBP: Systolic blood pressure. DBP: Diastolic blood pressure. L: Left hemisphere. R: Right hemisphere.  
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Supplementary Figure 2 – Associations between gray matter volume and first systolic blood pressure reading  
A: Glass brain views of image-based meta-analysis results for the negative correlation between systolic blood pressure 
and gray matter volume in all four samples (n=423). B: Glass brain views of image-based meta-analysis results for the 
negative correlation between first measured systolic blood pressure and gray matter volume in all four samples. Blue 
clusters indicate meta-analytic gray matter volume differences at a voxel threshold of p<0.005 with peak height 
threshold of SDM-Z<-1.0 and cluster extent threshold of k≥10. Color bars represent SDM-Z-values. C: Boxplots of mean 
and first SBP or DBP, respectively, in study samples with ≥2 BP readings (samples 1, 2 and 4, n=353). Triangles represent 
the mean. SDM: Seed-based d Mapping. SBP: Systolic blood pressure. DBP: Diastolic blood pressure. L: Left hemisphere. 
R: Right hemisphere. 
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We present a publicly available dataset of 227 healthy participants comprising a young (N= 153, 25.1± 3.1
years, range 20–35 years, 45 female) and an elderly group (N= 74, 67.6± 4.7 years, range 59–77 years, 37
female) acquired cross-sectionally in Leipzig, Germany, between 2013 and 2015 to study mind-body-
emotion interactions. During a two-day assessment, participants completed MRI at 3 Tesla (resting-state
fMRI, quantitative T1 (MP2RAGE), T2-weighted, FLAIR, SWI/QSM, DWI) and a 62-channel EEG experiment
at rest. During task-free resting-state fMRI, cardiovascular measures (blood pressure, heart rate, pulse,
respiration) were continuously acquired. Anthropometrics, blood samples, and urine drug tests were
obtained. Psychiatric symptoms were identified with Standardized Clinical Interview for DSM IV (SCID-I),
Hamilton Depression Scale, and Borderline Symptoms List. Psychological assessment comprised 6
cognitive tests as well as 21 questionnaires related to emotional behavior, personality traits and tendencies,
eating behavior, and addictive behavior. We provide information on study design, methods, and details of
the data. This dataset is part of the larger MPI Leipzig Mind-Brain-Body database.

Design Type(s) parallel group design • data collection and processing objective

Measurement Type(s) brain measurement • behavior

Technology Type(s) magnetic resonance imaging • questionnaire

Factor Type(s) age • biological sex • handedness

Sample Characteristic(s) Homo sapiens • brain

Background & Summary
Emotions - intrinsically related to the body - have a huge influence on our behavior1. The connection
between emotions and the body has been acknowledged by “folk psychology”2, language metaphors (e.g.,
“heart-breaking”), and scientists: in classic theories, emotions arise from our perception of bodily
changes, which is understood as more3 or less strongly influenced4 by cognitive-evaluative processes.
Hence, emotions – like other mental processes – depend on interactions between the brain and the rest of
the body. While in psychology, a lot of research measured the physiological effects of psychological
manipulations, the inverse (body-mind) direction has been less frequently studied5. In clinical research,
the opposite is true: While psychological changes after physical or somatic illness, such as depressive
symptoms after stroke6 or a cancer diagnosis7–9 have been investigated, mental factors contributing to
bodily diseases have received comparatively less scientific recognition. For example, psychological stress
has negative influences on somatic and mental health10 and emotional episodes like depressive symptoms
have been discussed as a risk factor for stroke11, coronary heart disease12 or diabetes13.

Informed by these recent studies, we investigate psychological factors that play a key role in the
pathogenesis, development, and treatment of somatic diseases in a multi-modular approach. This “mind-
body-emotion” approach emphasizes the bi-directionality of brain-body interactions as they underlie
mental phenomena and the importance of psychological factors for somatic health and disease. In the
“Leipzig Study for Mind-Body-Emotion Interactions” (LEMON), we acquired a large dataset of
physiological, psychological, and neuroimaging measures in younger and older healthy adults.

The LEMON dataset provides the following advantages:

1. Subjects underwent an extensive medical and psychological selection procedure: Past and current
somatic or mental illnesses as well as current medication status are well-controlled and documented.
Careful adherence to selection and “health” criteria is especially important when investigating
healthy aging.

2. Psychometric tools to assess cognitive and socio-emotional characteristics are tailored to relate them to
bodily and brain measures. The LEMON dataset thereby enables basic research on the healthy
interaction between brain, mind, and body – as it is assumed to be altered in somatic and mental
illness.

3. LEMON complements data of brain structure and brain function with extensive bodily measures.
Measures of peripheral physiology serve a double function of being utilized for removing artifacts
from the Magnetic Resonance Imaging (MRI) data (as e.g., the fMRI BOLD signal is also influenced by
magnetic field changes induced by peripheral fluctuations14). However, in addition to explaining
psychological variance for themselves, they can be related to cerebral measures to test for fundamental
brain-body interactions at rest (e.g., heart rate variability and fMRI data15).

4. The current study included a broad set of psychological measures to cover individual psychological
categories but also their overlap. This is important as psychological categories are sometimes
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artificially separated, which hinders their comprehensive investigation. This holds true for broader
fields like cognition and emotion16 but also for more specific psychological processes like emotion
regulation and value-based decision-making17. Particularly from a clinical viewpoint, a more
integrative approach is beneficial, as risk factors for disease usually do not occur in isolation – and for
example mental distress, hypertension, and obesity often co-occur18–20.

In summary, the LEMON dataset is particularly suited to comprehensively relate cognitive and
emotional traits or states to physiological characteristics of brain and body. While focusing on
fundamental mind-body-emotion interactions in healthy younger and older adults, our data and results
may inform clinical research. Here, we present the study’s objectives, design, and methods together with
available data types, their quality and quantities.

The dataset presented here was acquired as one of two complementary data acquisition protocols on a
partially overlapping cohort of participants which constitute the MPI-Leipzig Mind-Brain-Body database.
All MRI data of both projects were acquired on the same scanner. Taken in conjunction with the data
acquired in the complementary project by Mendes et al.21, the MPI-Leipzig Mind-Brain-Body
(MPILMBB) database aims to enable exploration of individual variance across a wide range of cognitive,
emotional, physiological phenotypes in relation to the brain.

Methods
Participants
The total sample included 227 participants in two age groups. The young age group was between 20–35
years old (N= 153, 45 females, median age= 24 years, mean age= 25.1 years, standard deviation
(SD)= 3.1) and the older age group was between 59–77 years old (N= 74, 37 females, median age= 67
years, mean age= 67.6 years, SD= 4.7). All participants were tested at the Day Clinic for Cognitive
Neurology of the University Clinic Leipzig and the Max Planck Institute for Human and Cognitive and
Brain Sciences (MPI CBS) in Leipzig, Germany. The study was carried out in accordance with the
Declaration of Helsinki and the study protocol was approved by the ethics committee at the medical
faculty of the University of Leipzig (reference number 154/13-ff).

Recruitment and Exclusion Criteria
Participants were recruited via public advertisements, leaflets, online advertisements, and information
events at the University of Leipzig. Eligibility for the study was determined in two steps that are referred
to as Day 0 in Fig. 1. First, we prescreened prospective participants via telephone with a semi-structured
interview for study eligibility (N= 695). Individuals that did not meet any exclusion criteria in the
prescreening (Table 1) were invited to MPI CBS to receive detailed information about the study in a

Figure 1. Overview of data acquisition.Measures are listed in their order of acquisition and time duration on
each assessment day.
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group briefing. There, they were informed about the study procedure and its measures with a special
focus on MRI acquisition and safety. Following the group briefing, the study physician performed a
second, individual screening of every participant to ensure that none of the exclusion criteria were
fulfilled. Participants who were included in the study provided written informed consent prior to any data
acquisition for the study (including agreement to their data being shared anonymously). Participants
received monetary compensation for volunteering in the study after the completion of all assessment
days. A participant was excluded because of brain pathology after completion of study, thus the total
number of included participants became 227.

Procedure
Data acquisition was performed from September 2013 until September 2015 and distributed over four
“rounds” (subsamples) with varying time intervals between each round. Round 1 was acquired from
09/2013-12/2013 and included 53 (34 females, young N= 31, 17 females, mean age= 24.0, SD= 2.8, older
N= 22, 17 females, mean age= 67.4, SD= 4.1, 23.3% of total sample) participants.

Acquisition of round 2 lasted from 02/2014-06/2014 and included 59 (25 females, young N= 36, 14
females, mean age= 25.3, SD= 3.3, older N= 23, 11 females, mean age= 68.9, SD= 5.2, 26% of total
sample) participants.

In round 3, 58 (23 females, young N= 29, 14 females, mean age= 25, SD= 3.7, older N= 29, 9
females, mean age= 66.6, SD= 4.6, 25.6% of total sample) participants were tested between 10/2014 and
03/2015.

Round 4 consisted of 57 young males only (mean age= 25.6, SD= 2.6, 25.1% of total sample) and was
acquired from 03/2015-09/2015. In round 4 we limited the sample to only male participants, since these
participants were included in a follow-up stress experiment (not described here) which only included
males (this was due to the attempt to replicate a previous study performed in male soldiers).

The following general study procedure was established. During the process of the study some
measures were adapted and are thus not available for the total sample. Table 2 and Table 3 give a detailed
overview of all measures and their availability for assessment day 1 and day 2 and Table 4 gives detailed
overview of all measures and their availability for follow-up assessment days.

Participants completed two assessment days of approximately 4 hours duration each (Fig. 1). The first
assessment day (day 1) included a cognitive test battery, MRI scanning, blood pressure and
anthropometric measurements as well as acquisition of a blood sample. On the second assessment day
(day 2), we acquired resting-state electroencephalogram (EEG) data and participants completed a
psychological assessment including an emotion and personality test battery as well as a psychiatric
interview. Participants were also invited for follow-up experiments, of which some measures are included
here (3rd occasion of blood pressure, Future Time Perspective questionnaire, Multidimensional Mood
State Questionnaire).

A complementary project by Mendes et al.21 included 194 participants of which 109 participants
completed both protocols which enables repeated-measures (e.g., test-retest) analyses. Some data from
Mendes et al. will be released as part of the study described here (e.g. continuous peripheral physiological
recordings during resting-state (rs) fMRI).

Psychological Assessment
Cognitive Test Battery. Cognitive tests were administered by undergraduate psychology students
specifically trained in neuropsychological assessment following a standardized protocol. On day 1,
participants underwent cognitive testing session of six cognitive tests in a fixed order (cf. Table 5). The
subtests (“Alertness”, “Incompatibility”, and “Working Memory”) of the “Test of Attentional

Exclusion criteria via telephone screening: Self-reported

► Diagnosis of hypertension without intake of antihypertensive medication

► Any other cardiovascular disease (current and/or previous heart attack or congenital heart defect)

► History of psychiatric diseases that required inpatient treatment for longer than 2 weeks, within the last 10 years (psychosis, attempted suicide, post-traumatic
stress disorder)

► History of neurological disorders (multiple sclerosis, stroke, epilepsy, brain tumor, meningoencephalitis, severe concussion)

► History of malignant diseases

► Intake of one of the following medications (centrally active medication, beta- and alpha-blocker, cortisol, any chemotherapeutic or psychopharmacological
medication)

► Positive drug anamnesis (extensive alcohol, MDMA, amphetamines, cocaine, opiates, benzodiazepine, cannabis)

►MRI exclusion criteria (metallic implants, braces, non-removable piercings, tattoos, pregnancy, claustrophobia, tinnitus, surgical operation in the last 3 months)

► Previous participation in any scientific study within the last 10 years

► Previous or current enrollment in undergraduate, graduate or postgraduate psychology studies

Table 1. Exclusion criteria.
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Days Assessments Details n

Participant
Enrollment Day 0

Telephone Screening/study and MRI/
Medical briefing

Inclusion n= 227

Exclusion n= 468

Assessment Day 1 Cognitive Test Battery CVLT n= 228

TAP n= 227

TMT n= 227

WST n= 227

LPS-2 (Subtest 3) n= 227

RWT n= 227

Mood Questionnaire MDBF (Day 1) n= 227

Blood Pressure 1 BP1 (left) n= 225

Pulse1 (left) n= 223

BP1 (right) n= 223

Pulse1 (right) n= 222

Peripheral physiological recordings during
rs-fMRI

ECG n= 213

Blood pressure (beat-to-beat) n= 143

Pulse (Photoplethysmography) n= 143

Respiration n= 162

MRI Fieldmap for rs-fMRI n= 226

Spin echo images with reversed phase encoding direction (2 pairs) for rs-fMRI n= 226

rs-fMRI n= 226

MP2RAGE n= 226

T2-weighted n= 224

FLAIR (2D) n= 110

FLAIR (3D) n= 115

DWI (in first 112 participants) n= 110

Spin echo images with reversed phase encoding direction (2 pairs) for DWI (in first
112 participants)

n= 110

DWI (after 112 participants) n= 115

Spin echo images with reversed phase encoding direction (2 pairs) for DWI (after
112 participants)

n= 115

SWI and QSM n= 111

Mind Wandering Questionnaire NYC-Q n= 227

Blood Pressure 2 BP2 (left) n= 225

Pulse2 (left) n= 225

Peripheral Blood Sample Laboratory
Analysis

Electrolytes: Sodium (NA+), Potassium (K), Chloride (Cl-) n= 217

Liver: Alanine transaminase (ALAT), asparate transaminase (ASAT), Gamma-
glutamyltransferase (GGT)

n= 217

Kidney: Creatinine n= 217

Lipid metabolism: Cholesterol, High density lipoprotein cholesterol (HDL), Low
density lipoprotein cholesterol (LDL), triglycerides

n= 217

Inflammatory mediators: C-reactive protein (CRP) n= 217

Thyroid gland: Thyreotropin/ Thyroid-stimulating hormone (TSH) n= 217

Glucose (not fasting), Glycated hemoglobin (HbA1c; NSGP/DCCT), Glycated
hemoglobin (HbA1c; IFCC)

n= 215

Complete Blood cell Count (CBC) without differential n= 213

Prothrombin time (PT) & International normalized ratio (INR) n= 211

Frozen Blood Sample Serum (Frozen Samples) n= 220

EDTA full blood (Frozen Aliquots) n= 217

Blood Sample in RNA tubes (Frozen Samples) n= 211

Anthropometry Body weight n= 227

Body height n= 227

Waist and hip circumference n= 227

Hair Sample Hair 4 cm n= 177
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Performance” (TAP) were administered electronically via computer. An overview of this cognitive testing
session is shown in Table 5, and detailed information on all measures is provided in the subsequent
section.

California Verbal Learning Task (CVLT): The California Verbal Learning Task (CVLT)22 assesses
verbal learning and memory capacity. Participants are acoustically presented with 16 words, which have
to be memorized and recalled or recognized several times. By quantifying, the CVLT provides how much
information has been acquired over the rounds and — by generating a variety of measures — it can
provide information about different learning strategies. The task has two main parts (CVLT-part 1 and
CVLT-part 2) and for the second part another free recall takes place after 20 min. During the interval
between recall 1 and 2, typically a different non-verbal task is administered, for instance other cognitive
tasks. In the present study the TAP-Test (see below) was administered, because the items are not
supposed to interfere with verbal learning.

Test of Attentional Performance (TAP): Test of Attentional Performance (TAP)23 measures different
aspects of attentional processing. Here, the TAP version 2.3.1 was used. Three subtests assessed a
participant’s capacity of sustained attention (“TAP Alertness”, and “TAP Incompatibility”- i.e. Simon
effect) and working memory (“TAP Working Memory”- i.e. 2-back task)23. Mistakes, omissions, and
reaction times in these subtests were recorded as measures of performance.

Trail Making Test (TMT): The Trail Making Test (TMT) measures cognitive flexibility, and it
consists of subtest A (TMT-A) and subtest B (TMT-B)24. Participants are asked to quickly and correctly
connect circles which are randomly distributed on a piece of paper. In TMT-A, these circles contain
numbers from 1 to 25. In TMT-B, numbers and letters have to be connected in alternating and increasing
order. The reaction time quantifies visual attention and executive functioning.

Wortschatztest (WST): The Vocabulary Test (Wortschatztest, WST)25 indicates the measurement of
verbal intelligence level and the assessment of language comprehension. By determining the vocabulary of
a person, the WST allows estimation of his/her crystallized intelligence. It consists of 43 rows with 6
words each. In each row, participants have to identify the one word that actually exists in German.

Subtest 3 of the “Leistungsprüfsystem 2” (LPS-2): Subtest 3 of the Performance Testing System
(Leistungsprüfsystem 2, LPS-2)26 measures logical or inferential thinking and quantifies fluid intelligence.
In subtest 3, participants are asked to identify the one item in a series of symbols that does not follow the
logical rule of that series. The goal is to find as many items as possible within three minutes.

Regensburger Wortflüssigkeitstest (RWT): The Regensburger Word Fluency Test (Regensburger
Wortflüssigkeitstest, RWT)27 quantifies the verbal fluency of a person. In the section of “S-Words”,
participants have two minutes to name as many valid German words as possible that start with the letter
“S”. In the “Animals” section, as many animals as possible should be named within two minutes. The
correct number of words quantifies formal lexical (“S-Words”) or categorical-semantic fluency
(“Animals”).

Emotion and Personality Test Battery. On day 2, participants were asked to answer electronic
version of 18 emotion-related questionnaires (cf. first18 sections below) in a randomized sequence on a
computer (LimeSurvey version 2.0)28. The whole questionnaire completion took on average 1.5 hours to
2.5 hours with a short break after 45 min.

Besides those electronic testing sesion of 18 questionnaires, which were answered on a computer via
LimeSurvey, there were pen-and-paper version of three other emotion-related questionnaires (cf. last 3
sections below) that were filled out at different time points. The Multidimensional Mood State
Questionnaire (German MDBF) was answered on each of the two assessment days. After the MRI
scanning session, participants filled out the New York Cognition Questionnaire (NYC-Q). The
questionnaire of Future Time Perspective (FTP) was assessed during LEMON Rounds 1–3 only at the

Table 2. Overview of Measures and Data Availability for Day 0 and Day 1. BP1 = Blood Pressure
measured before scan, BP2 = Blood Pressure measured after scan, CVLT = California Verbal Learning Task,
DWI = Diffusion-weighted imaging, ECG = Electrocardiography, EDTA full blood = Ethylenediaminete-
traacetic acid in full blood, FLAIR (2D) = Fluid-attenuated inversion recovery (2 Dimensional), FLAIR (3D) =
Fluid-attenuated inversion recovery (3 Dimensional), LPS-2 (Subtest 3) = Subtest 3 of the “Leistung-
sprüfsystem 2”, MDBF = Multidimensional Mood State Questionnaire, MP2RAGE = Magnetization-Prepared
2 Rapid Acquisition Gradient Echoes, NYC-Q = New York Cognition Questionnaire, RNA = Ribonucleic acid,
rsfMRI = Resting-state Magnetic Resonance Imaging, RWT = Regensburger Wortflüssigkeitstest, SWI =
T2*/susceptibility-weighted imaging, QSM = quantitative susceptibility mapping, T2-weighted = Spin-Spin-
Relaxation imaging, TAP = Test of Attentional Performance, TMT = Trail Making Test, WST =
Wortschatztest.
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beginning of a follow-up experiment. An overview of the individual questionnaires can be found in
Table 6 (available online only) and a more detailed description is given in the section below.

Big-Five of Personality (NEO-FFI): We used the German adaptation of NEO-Five-Factor Inventory29

to assess Costa and McCrae’s Big-Five of Personality Inventory (NEO-FFI)30. The 60 items can be divided
into the five factors of “Neuroticism”, “Extraversion”, “Openness to experience”, “Agreeableness”, and
“Conscientiousness”. Answers are given on a 5-point Likert scale ranging from 0 (strong denial) to 4
(strong approval).

Impulsive Behavior Scale (UPPS): We applied the German adaptation (UPPS)31 of Impulsive
Behavior Scale (UPPS)32 to assess the four sub-dimensions of impulsivity “Urgency”, “Premeditation”,

Days Assessments Details n

Assessment Day 2 Mood Questionnaire MDBF (Day 2) n= 218

EEG Raw rs-EEG (Brain Products ActiCaps) n= 217

Preprocessed rs-EEG n= 202

Digitized EEG channel locations n= 144

Drug Test Multi 8/2 Drogentest n= 220

Emotion and Personality Battery ERQ n= 220

CERQ n= 220

PSQ n= 220

TICS n= 220

COPE n= 219

LOT-R n= 220

STAXI n= 220

NEO-FFI n= 220

STAI-G-X2 n= 220

FEV n= 220

YFAS n= 169

BIS/BAS n= 220

UPPS n= 220

TAS-26 n= 220

MARS n= 208

F-SozU K-22 n= 220

MSPSS n= 220

TEIQue-SF n= 220

Psychiatric screening SCID I n= 219

HAM-D n= 218

AUDIT n= 219

BSL-23 n= 169

Table 3. Overview of Measures and Data Availability for Day 2. AUDIT=Alcohol Use Disorder
Identification Test, BIS/BAS=Behavioral Inhibition and Approach System, BSL-23=Borderline Symptoms List
(short version), CERQ=Cognitive Emotion Regulation Questionnaire, COPE=Coping Orientations to
Problems Experienced, CVLT=California Verbal Learning Task, DWI=Diffusion-weighted imaging, ECG=
Electrocardiography, EDTA full blood=Ethylenediaminetetraacetic acid in full blood, ERQ=Emotion
Regulation Questionnaire, F-SoZU K-22= Social Support Questionnaire, FEV=Eating Behavior, FLAIR
(2D)= Fluid-attenuated inversion recovery (2 Dimensional), FLAIR (3D)= Fluid-attenuated inversion recovery
(3 Dimensional), FTP=Future Time Perspective Questionnaire, HAM-D=Hamilton Depression scale (HAM-
D), LOT-R=Optimism Pessimism Questionnaire-Revised, MARS=Affect Regulation Style, MDBF=Multi-
dimensional Mood State Questionnaire, MP2RAGE=Magnetization-Prepared 2 Rapid Acquisition Gradient
Echoes, MSPSS=Multidimensional Scale of Perceived Social Support, NEO-FFI=Big-Five of Personality,
PSQ=Perceived Stress Questionnaire, RNA=Ribonucleic acid, RsEEG=Resting-state electroencephalogram,
STAI-G-X2= State-Trait Anxiety Inventory (short version), STAXI= State-Trait Anger Expression Inventory,
TAS-26=Toronto-Alexithymia Scale, TEIQue-SF=Emotional Intelligence Questionnaire, TICS=Trier Inven-
tory of Chronic Stress, UPPS= Impulsivity Questionnaires, YFAS=Addicted Eating Behavior.
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“Perseverance” and “Sensation Seeking”. The 45 items are rated on a 4-point Likert scale ranging from 1
(agree strongly) to 4 (disagree strongly).

Behavioral Inhibition and Approach System (BIS/BAS): The German version33 of the Behavioral
Inhibition and Approach System (BIS/BAS)34 was applied to measure reactivity of the aversive
“Behavioral Inhibition” and the appetitive “Behavioral Approach” motivational systems in response
to punishment or reward. This measure consists of a BIS subscale and three BAS subscales “Drive”,
“Reward Responsiveness”, and “Fun Seeking”, each consisting of 7 items. A total of 24 items are rated on
a 4-point Likert-type response format ranging from 1 (does not apply to me at all) to 4 (fully applies
to me).

Days Assessments Details n

Follow-up LEMON Blood Pressure 3 BP3 (left) n= 159

Future Time Perspective Questionnaire FTP n= 141

Mood Questionnaire MBDF (Day 3) n= 159

Additional data from complimentary
project by Mendes et al.

Blood Pressure BP1 (left) n= 91

Pulse1 (left) n= 44

Peripheral physiological recordings during rs-fMRI of
participants in LEMON and Mendes et al. (test-retest
sample for LEMON)

ECG rs-fMRI 1 (AP-run1) n= 98

rs-fMRI 2 (PA-run1) n= 97

rs-fMRI 3 (AP-run2) n= 94

rs-fMRI 4 (PA-run2) n= 90

Blood pressure (beat-to-beat) rs-fMRI 1 (AP-run1) n= 101

rs-fMRI 2 (PA-run1) n= 101

rs-fMRI 3 (AP-run2) n= 97

rs-fMRI 4 (PA-run2) n= 91

Pulse (Photoplethysmography) rs-fMRI 1 (AP-run1) n= 101

rs-fMRI 2 (PA-run1) n= 101

rs-fMRI 3 (AP-run2) n= 97

rs-fMRI 4 (PA-run2) n= 91

Respiration rs-fMRI 1 (AP-run1) n= 98

rs-fMRI 2 (PA-run1) n= 97

rs-fMRI 3 (AP-run2) n= 94

rs-fMRI 4 (PA-run2) n= 90

Additional peripheral physiological recordings during rs-
fMRI of participants in Mendes et al.

ECG rs-fMRI 1 (AP-run1) n= 86

rs-fMRI 2 (PA-run1) n= 84

rs-fMRI 3 (AP-run2) n= 80

rs-fMRI 4 (PA-run2) n= 74

Blood pressure (beat-to-beat) rs-fMRI 1 (AP-run1) n= 79

rs-fMRI 2 (PA-run1) n= 76

rs-fMRI 3 (AP-run2) n= 74

rs-fMRI 4 (PA-run2) n= 67

Pulse (Photoplethys-mography) rs-fMRI 1 (AP-run1) n= 79

rs-fMRI 2 (PA-run1) n= 76

rs-fMRI 3 (AP-run2) n= 74

rs-fMRI 4 (PA-run2) n= 67

Respiration rs-fMRI 1 (AP-run1) n= 86

rs-fMRI 2 (PA-run1) n= 84

rs-fMRI 3 (AP-run2) n= 80

rs-fMRI 4 (PA-run2) n= 74

Table 4. Follow-up assessment days. AP= anterior-posterior phase encoding acquisition (rs-fMRI), BP3 =
Blood Pressure measured on follow-up assessment day, FTP = Future Time Perspective Questionnaire, MDBF =
Multidimensional Mood State Questionnaire, PA= posterior- anterior hase encoding acquisition (rs-fMRI).

www.nature.com/sdata/

SCIENTIFIC DATA | 6:180308 | https://doi.org/10.1038/sdata.2018.308 8



Emotion Regulation Questionnaire (ERQ): To measure inter-individual differences in habitual
emotion regulation, participants completed the German version35 of the emotion regulation
questionnaire (ERQ)36, which has 10 items that are answered on a 7-point Likert-type scale ranging
from 1 (strongly disagree) to 7 (strongly agree). Six of the 10 items measure the tendency to use
reappraisal for emotion regulation, and the other 4 items assess habitual expressive suppression.

Cognitive Emotion Regulation Questionnaire (CERQ): The Cognitive Emotion Regulation Ques-
tionnaire (CERQ) evaluates the cognitive aspects of emotion regulation37,38. It contains nine scales that
measure five adaptive (acceptance, positive refocusing, refocusing on planning, positive reappraisal,
putting into perspective) and four maladaptive emotion regulation strategies (self blame, rumination,
catastrophising, blaming others) on a 5-point Likert scale from 0 (almost never) to 4 (almost always).

Affect Regulation Style (MARS): We used the German version (external official translation, not
validated yet) of the Measure of Affect Regulation Style (MARS)39 to evaluate cognitive and behavioral
aspects of emotion regulation. The scale consists of six subscales of “Behavioral Distraction”, “Cognitive
Distraction”, “Situation-focused Strategies”, “Affect-focused Strategies”, “Disengagement”, and “Avoid-
ance”. Ratings are given on a 7-point Likert scale ranging from 0 (not at all) to 6 (almost always). Since
this data refers to the first version of a German validation — a process which is still on-going — the data
should be used with caution.

Social Support Questionnaire (F-SozU K-22): Perceived social support was assessed using the German
Fragebogen zur Sozialen Unterstützung40, the 22-item short version Social Support Questionnaire (F-SozU
K-22)41. The scale comprises subscales of “Emotional Support”, “Practical support”, “Social Integration”,
“Availability of Trusted Person”, and “Satisfaction with Social Support”. The 22 items are answered on a 5-
point Likert scale ranging from 1 (does not apply at all) to 5 (strongly applies).

Multidimensional Scale of Perceived Social Support (MSPSS): The German version of the
Multidimensional Scale of Perceived Social Support (MSPSS)42 was used to evaluate the perceived
availability of social resources in the area of friends, family and significant others. In addition to the three
subscales of the sources of social support, a sum score can be computed. Ratings can be provided on a 7-
point Likert scale ranging from 1 (not true at all) to 7 (very true).

Coping Orientations to Problems Experienced (Brief COPE): We used the German adaptation of the
28-item version of Brief COPE Inventory43 to assess participants’ Coping Orientations to Problems
Experienced (Brief COPE)44. The measure consists of four subscales of “Positive Coping”, “Active
Coping”, “Support Coping”, and “Evasive Coping”. The answers are rated on a 4-point Likert scale
ranging from 1 (not at all) to 4 (very much).

Optimism Pessimism Questionnaire-Revised (LOT-R): The German version45 of Life Orientation
Test-Revised (LOT-R) was used to assess individual differences in generalized optimism versus
pessimism46. The 10 items are added to an overall optimism score ranging from 0–24, with higher scores
representing greater positive expectation. Answers are rated on a 5-point Likert scale ranging from 0
(does not apply at all) to 4 (strongly applies).

Perceived Stress Questionnaire (PSQ): We used the German version47 of 20-item short version of the
Perceived Stress Questionnaire (PSQ)48 in order to assess the perception, appraisal, and processing of
stressors during the last two years. The scale contains four subscales of “Worries”, “Tension”, “Joy”, and
“Demands”. Answers are rated on a 4-point Likert scale from 1 (almost never) to 4 (usually).

Name Full Name Reference Measured construct

CVLT-part 1 California Verbal Learning Task Niemann et al.22 Verbal learning, memory

TAP Alertness Test of Attentional Performance: Alertness Zimmermann & Fimm23 Alertness, general wakefulness

TAP Incompatibility Test of Attentional Performance: Incompatibility Zimmermann & Fimm23 Interference

TAP Working Memory Test of Attentional Performance: Memory Zimmermann & Fimm23 Working memory

TMT A Trail Making Test Reitan24 Visuomotor speed

TMT B Trail Making Test Reitan24 Executive function

CVLT-part 2 California Verbal Learning Task Niemann et al.22 Verbal learning, memory

WST Wortschatztest Schmidt & Metzler25 Verbal intelligence, crystallized intelligence

LPS-2, subtest 3 Subtest 3 of the “Leistungsprüfsystem 2” Kreuzpointner et al.26 Fluid intelligence

RWT S-Words Regensburger Wortflüssigkeitstest: S-words Aschenbrenner et al.27 Verbal fluency

RWT Animals Regensburger Wortflüssigkeitstest: Animals Aschenbrenner et al.27 Verbal fluency

Table 5. Cognitive test battery. These tests are completed in a fixed order on assessment day 1.
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Trier Inventory of Chronic Stress (TICS): To assess aspects of chronic stress we applied the German
version49 of the Trier Inventory of Chronic Stress (TICS)50. The 57-item scale comprises nine factors of
chronic stress: “Work Overload”, “Social Overload”, “Pressure to Perform”, “Work Discontent”,
“Excessive Demands at Work”, “Lack of Social Recognition”, “Social Tension”, “Social Isolation”, and
“Chronic Worrying”. Answers are rated on a 5-point Likert scale ranging from 0 (never) to 4 (very often).

Eating Behavior (FEV): The three-factor eating questionnaire (TFEQ)51, German version Fragebogen
zum Essverhalten (FEV)52, was used to assess three domains of eating behavior. ‘Cognitive Restraint of
Eating’ measures whether eating behavior is under cognitive, rather than physiological control,
‘Disinhibition of Eating’ measures the lack of control over eating, especially in the presence of tempting
external cues or situations, and ‘Susceptibility to Hunger’ measures the experience of prominent and
disturbing subjective hunger feelings. The 60 items are answered in different response formats ranging
from dichotomous scales (applies, does not apply) to 4-point Likert scales from 1 (always) to 4 (never) or
1 (very much) to 4 (not). Item 58-60 are rated by selecting from a list of behavior descriptions.

Addicted Eating Behavior (YFAS): We applied the German version53 of Yale Food Addiction Scale
(YFAS)54 in order to classify food-dependent eating behavior. Twenty of the total 27 items measure the
seven DSM-IV-TR criteria of dependence55, two items measure if the eating behavior causes a clinically
significant impairment, three items ask for particular foods related to the problematic eating behavior,
and three items act as a primer for the other questions. The items are rated either on a 5-point Likert scale
from 0 (never) to 4 (four times a week to daily) or dichotomous 0 (never) or 1 (yes).

Emotional Intelligence Questionnaire (TEIQue-SF): The 30-item short version of the Trait Emotional
Intelligence Questionnaire (TEIQue-SF)56 of German adaptation57 was used to measure emotion-related
dispositions and self-perception abilities. The scale contains the four subscales of “Well-being“, “Self-
control”, “Emotionality”, and “Sociability”, which can be averaged to one “Global Trait Emotional
Intelligence” score. Answers are rated in a 7-point Likert format, ranging from 1 (do not agree at all) to 7
(agree completely).

State-Trait Anxiety Inventory (STAI-G-X2): We applied the German version58 of the Trait Scale of
the State-Trait Anxiety Inventory (STAI-G-X2) short version59 for the assessment of a situation-
independent general condition of anxiety. This subscale consists of 20 items rated on a 4-point Likert
scale ranging from 1 (almost never) to 4 (nearly always).

State-Trait Anger Expression Inventory (STAXI): We used the 44-item German version60 of the
State-Trait Anger Expression Inventory (STAXI)61 to measure the habitual experience, expression, and
control of anger. We applied the four trait scales “Trait-anger”, the individual anger-disposition, “Anger-
in”, the tendency to suppress and non-verbalization of angry feelings, “Anger-out”, the verbal or physical
expression of anger towards others or self, and “Anger-control”, which measures the attempt to control
anger-expressions. All ratings were ranked rated on a 4-point Likert scale either from 1 (not at all or
hardly ever) to 4 (very much or nearly always).

Toronto-Alexithymia Scale (TAS): The German version62 of the 26-item Toronto-Alexithymia Scale
(TAS)63 was used to measure alexithymia, difficulty experiencing, and expressing emotional states. We
applied all three subscales: “difficulty with identifying feelings”, “difficulty with expressing and describing
feelings”, and “externally-oriented thinking”. Answers are rated on 5-point Likert scale from 1 (does not
apply at all) to 5 (applies completely).

Multidimensional Mood State Questionnaire (MDBF): The 24-item German version of the
Multidimensional Mood State Questionnaire (German MDBF)64 was completed by the participants on
each assessment day. Mood ratings (“happy”, “nervous”, etc.) are ranked on a 5-point Likert scale from 1
(not at all) to 5 (very much). Three subscales can be computed along the dimensions of “good-bad”,
“awake-tired”, “calm-nervous”.

Future Time Perspective Questionnaire (FTP): We applied the Future Time Perspective
Questionnaire65 to assess the individual anticipation of time left to live. Agreement with the statements
is ranked on a 7-point Likert scale ranging from 1 (very untrue) to 7 (very true). The mean value indicates
the anticipated time horizon.

New York Cognition Questionnaire (NYC-Q): After completion of the scanning session, participants
filled out the New York Cognition Questionnaire (NYC-Q)66, which measures content and form of self-
generated thoughts with 31 statements. The first part “Content of thoughts” is ranked on a Likert scale
from 1 (did not describe my thoughts at all) to 9 (completely described my thoughts), while the second
part “form of self-generated thoughts” is rated on a scale ranging from 1 (does not characterize my
experience at all) to 9 (completely characterizes my experience).

Assessment of Past and Present Psychiatric Symptoms. Standardized Clinical Interview for DSM
IV (SCID-I): The LEMON protocol included a broad characterization of present and past psychiatric
symptoms in all participants, which was assessed on the second testing day. Participants underwent
SCID67 — the Standardized Clinical Interview for Diagnostic and Statistical Manual of Mental Disorders
(DSM IV) — to identify whether participants (in the past or in the present) met/meet diagnostic criteria
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of an Axis 1 psychiatric disorder according to DSM IV68. The SCID I is a semi-structured interview that
covers the major DSM-IV Axis I diagnoses. Interviews were either led by a trained psychologist or by a
psychology student who had been trained to use the SCID I and supervised by a licensed psychiatrist.
Documentation includes full current or history of Axis I diagnosis as well as a column with notes on
noteworthy current or past subclinical symptoms beyond full fulfillment of diagnostic criteria (e.g.,
occasional use of an illegal drug, subclinical symptoms).

Screening of Depressive Symptoms or Borderline Symptomatology (HAM-D and BSL-23): Any
reported depressive symptoms were additionally assessed by a trained psychologist or trained research
assistant using the Hamilton Depression Scale (HAM-D)69. Documentation includes the Hamilton sum
score. Note that our psychiatric assessment focused primarily on present or past Axis I disorders. In
addition, the Borderline Symptoms List (short version BSL-23)70 was applied in 170 participants. This
questionnaire is a self-rating instrument for borderline-typical symptomatology. Documentation includes
sum scores of the BSL-23 and an additional sum score regarding borderline-typical behaviors.
Additionally, participants were asked about their relationship status (“yes”/“no”).

Screening for Alcohol Abuse: We also assessed alcohol consumption during the last 28 days using the
Time Line Follow Back Questionnaire71. Using a calendar, participants self-report retrospectively the
number of alcohol units consumed on each day in this period. Documentation includes the number of
alcohol units consumed. The Alcohol Use Disorder Identification Test (AUDIT)72 questionnaire was
administered to screen for any indication of alcohol abuse. We additionally asked for family history of
addiction in participants’ 1st to 3rd degree relatives. Documentation includes presence or absence of
family history of addiction.

Screening for Substance Abuse: In addition to the semi-structured interview, an in-vitro urine drug
screening was performed using the “Multi 8/2 Drogen-Tauchtest” (Diagnostik Nord, Schwerin,
Germany) to assess present substance use. The test detects the following substances simultaneously and
up to two weeks after their administration: buprenorphine (cut-off 10 ng/mL), amphetamine (cut-off
1000 ng/mL), benzodiazepine (cut-off 300 ng/mL), cocaine (cut-off 300 ng/mL), methamphetamine (cut-
off 1000 ng/mL), morphine/heroine (cut-off 300 ng/mL), methadone (cut-off 300 ng/mL), and THC
(Marihuana, cut-off 50 ng/mL). Cut-off values of the tests were chosen according to recommendations of
the American National Institute on Drug Abuse (NIDA)73. Documentation includes name of the
substance detected (if any). The drug screening was performed on the second day of assessments, which
was randomly assigned in order for participants not to know the date of the urine drug screening ahead
of time. Moreover, it covered more than 1 week presence of any substance in urine, thus covering also
assessment day 1.

Physiological data
MRI. Magnetic resonance imaging (MRI) was performed on a 3 Tesla scanner (MAGNETOM Verio,
Siemens Healthcare GmbH, Erlangen, Germany) equipped with a 32-channel head coil. Over the course
of MRI data acquisition, the scanner remained stable and did not undergo any major maintenance or
updates which would systematically affect the quality of data provided here. This is also true in relation to
the complementary protocol by Mendes et al., ensuring comparability between the studies.

The imaging protocol lasted approximately 70 min and included the following scans in fixed
order: 1) gradient echo fieldmap scan for distortion correction in rs-fMRI74,75, 2) a pair of spin echo
images with reversed phase encoding direction for distortion correction in rs-fMRI76,77, 3) rs-fMRI scan,
4) a second pair of spin echo images with reversed phase encoding direction, 5) quantitative and weighted
T1 Magnetization-Prepared 2 Rapid Acquisition Gradient Echoes (MP2RAGE)78 image, 6) T2-weighted
image, 7) Fluid-attenuated inversion recovery (FLAIR) scan, 8) diffusion-weighted imaging (DWI) scan,
9) a pair of spin echo images with reversed phase encoding for distortion correction in DWI, 10) T2*/
susceptibility-weighted imaging (SWI) scan.

The data were acquired with a very large coverage using simultaneous multi-slice acquisition to include
the brain and the cerebellum. Diffusion data were acquired parallel to the AC-PC line and the volume
(149.6 mm height) covered the entire brain including the cerebellum in all participants. The fMRI data
were angulated by -15° (backwards) with respect to the AC-PC line. The slice block (147 mm) also
covered the entire brain including the full cerebellum. The figures in Supplementary Figure S1 show
cross-subject coverage of the fMRI (left) and DWI (right) data normalized to the MNI brain.

During rs-fMRI, electrocardiography (ECG), pulse, beat-to-beat blood pressure and respiration were
recorded simultaneously (see section Continuous peripheral physiological recordings during rs-fMRI).
Before imaging started, participants filled out the first MDBF questionnaire. Once imaging was
completed, participants were asked to fill out the New York Cognition Questionnaire (NYC-Q, for details
on the questionnaires see section Emotion and Personality Test Battery).

Resting-state fMRI (rs-fMRI): A T2∗-weighted gradient echo echo planar imaging (EPI) multiband
BOLD rs-fMRI scan79–81 was acquired to enable functional connectivity analyses. Participants were
instructed to remain awake and lie still with their eyes open while looking at a low-contrast fixation cross.
Data regarding sleep/wake for the rs-fMRI as such does not exist, but it is assumed that the participants
were awake throughout the duration of the scan because they were requested to do so. The sequence
parameters were specified as follows: TR= 1400 ms and the total number of volumes= 657 (for more
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details see Table 7). The total acquisition time for rs-fMRI was 15 min 30 s. To enable correction for
geometric distortions in EPI images from rs-fMRI, a gradient echo fieldmap scan and two pairs of spin
echo EPI images with reversed phase encoding direction were acquired.

Resting-state fMRI Data Preprocessing: The preprocessing of the rs-fMRI data was implemented in
Nipype and the details of it can be found in the complementary project by Mendes et al.21. The pipeline is

MRI scan Sequence parameters File name (raw, nifti format) File name (preprocessed, nifti
format)

Gradient echo fieldmap for
rs-fMRI distortion
correction

voxel size= 2.3 mm isotropic, FOV= 202 mm, imaging matrix= 88×88, 64
slices with 2.3 mm thickness, TR= 680 ms, TE1= 5.19 ms, TE2= 7.65 ms, flip
angle= 60°, bandwidth= 389 Hz/pixel, prescan normalization, no partial
fourier, duration= 2 min 3 s

acq-GEfmap_run-01_magnitude1, acq-GEfmap_run-
01_magnitude2, acq-GEfmap_run-01_phasediff

Spin echo EPI with reversed
phase encoding for rs-fMRI
distortion correction

voxel size= 2.3 mm isotropic, FOV= 202 mm, imaging matrix= 88× 88, 64
slices with 2.3 mm thickness, TR= 2200 ms, TE= 50 ms, flip angle= 90°, echo
spacing= 0.67ms, phase encoding=A ≫ P / P ≫ A, bandwidth= 1776 Hz/
pixel, partial fourier 6/8, no pre-scan normalization, duration= 29 s each

acq-SEfmapBOLDpost_dir-AP_epi, acq-
SEfmapBOLDpost_dir-PA_epi, acq-
SEfmapBOLDpre_dir-AP_epi, acq-
SEfmapBOLDpre_dir-PA_epi

Resting-state fMRI (T2*-
weighted gradient-echo EPI
BOLD)

Axial acquisition orientation, phase encoding=A ≫ P, voxel size= 2.3 mm
isotropic, FOV= 202 mm, imaging matrix= 88× 88, 64 slices with 2.3 mm
thickness, TR= 1400ms, TE= 30ms, flip angle= 69°, echo spacing= 0.67 ms,
bandwidth= 1776 Hz/pixel, partial fourier 7/8, no pre-scan normalization,
multiband acceleration factor= 4, 657 volumes, slice order= interleaved,
duration= 15 min 30 s

acq-AP-run-01_bold task-rest_acq-AP_run-
01_native, task-rest_acq-
AP_run-01_MNI2mm

Magnetization Prepared 2
Rapid Acquisition Gradient
Echoes (MP2RAGE)

Sagittal acquisition orientation, one 3D volume with 176 slices, TR= 5000ms,
TE= 2.92 ms, TI1= 700 ms, TI2= 2500ms, FA1= 4°, FA2= 5°, pre-scan
normalization, echo spacing= 6.9 ms, bandwidth= 240 Hz/pixel, FOV= 256
mm, voxel size= 1 mm isotropic, GRAPPA acceleration factor 3, slice
order= interleaved, duration= 8 min 22 s

acq-mp2rage_T1w, acq-mp2rage_T1map, acq-
mp2rage_defacemask, inv-1_mp2rage,inv-
2_mp2rage

acq-mp2rage_brain

T2-weighted Sagittal acquisition orientation, one 3D volume with 176 slices, TR= 3200ms,
TE= 409 ms, FA= variable, pre-scan normalization, echo spacing= 3.42 ms,
bandwidth= 751 Hz/pixel, FOV= 256 mm, voxel size= 1 mm isotropic,
GRAPPA acceleration factor 2, duration= 4 min 43 s

T2w

Fluid-attenuated inversion
recovery (FLAIR) 2D
(scanned in first 112
participants)

Axial acquisition orientation, 28 slices, TR= 10000 ms, TE= 90 ms, TI= 2500
ms, FA= 180°, pre-scan normalization, echo spacing= 9.98 ms,
bandwidth= 199 Hz/pixel, FOV= 220 mm, voxel size= 0.9× 0.9× 4.0 mm3,
slice order= interleaved, duration= 4 min 42 s

acq-lowres_FLAIR

3D SPACE sequence with
fluid-attenuated inversion-
recovery preparation
(introduced after first 112
participants)

Sagittal acquisition orientation, one 3D volume with 192 slices, TR= 5000ms,
TE= 395 ms, TI= 1800 ms, FA= variable, pre-scan normalization, echo
spacing= 3.36 ms, bandwidth= 781 Hz/pixel, FOV= 250 mm, voxel size= 1
mm isotropic, GRAPPA acceleration factor 2, duration= 7 min 2 s

acq-highres_FLAIR

Diffusion-weighted Imaging
(DWI, scanned in first 112
participants)

88 axial slices, voxel size= 1.7 mm isotropic, 60 diffusion-encoding gradient
directions, b-value of 1000 s/mm2, 7 non-diffusion-weighted b0 distributed in
the sequence, TR= 7000ms, TE= 80ms, FA= 90°, bandwidth= 1502 Hz/
pixel, echo spacing= 0.78 ms, FOV= 220 mm, voxel dimension= 1.7 mm
isotropic, imaging matrix= 128× 128, acquired with ⅞ partial Fourier
encoding and GRAPPA (acceleration factor 2, 32 ref. lines), 60 diffusion-
encoding gradient directions, b-value= 1000 s/mm2, 7 b0 images, raw data
filter, fat suppression (strong), advanced shim mode, no prescan
normalization, interleaved acquisition, CMRR sequence, monopolar diffusion
scheme, SENSE coil combine, multiband acceleration factor 2, phase encoding
A ≫ P, duration= 9 min 27 s

dwi

Spin echo images with
reversed phase encoding for
DWI distortion correction
(scanned in first 112
participants)

Two volumes with A ≫ P and P ≫ A phase encoding, voxel size= 1.7 mm
isotropic, 88 axial slices, TR= 7000ms, TE= 80ms, FA= 90°,
bandwidth= 1502 Hz/pixel, echo spacing 0.78 ms, FOV= 220 mm, voxel
dimension= 1.7 mm isotropic, imaging matrix= 128× 128, acquired with ⅞
partial Fourier encoding and GRAPPA (acceleration factor 2, 32 ref. lines), fat
suppression (strong), advanced shim mode, no prescan normalization,
interleaved acquisition, CMRR sequence, SENSE coil combine, multiband
acceleration factor 2, duration= 1 min 59 s each

acq-SEfmapDWI_dir-AP_epi, acq-SEfmapDWI_dir-
PA_epi

Diffusion-weighted Imaging
(DWI, new version
introduced after first 112
participants)

88 axial slices, voxel size= 1.7 mm isotropic, 60 diffusion-encoding gradient
directions, b-value of 1000 s/mm2, 7 non-diffusion-weighted b0 distributed in
the sequence, TR= 7000ms, TE= 80ms, FA= 90°, bandwidth= 1502 Hz/
pixel, echo spacing= 0.78 ms, FOV= 220 mm, voxel dimension= 1.7 mm
isotropic, imaging matrix= 128× 128, acquired with ⅞ partial Fourier
encoding and GRAPPA (acceleration factor 2, 32 ref. lines), 60 diffusion-
encoding gradient directions, b-value= 1000 s/mm2, 7 b0 images, raw data
filter, fat suppression, advanced shim mode, no prescan normalization,
interleaved acquisition, CMRR sequence, monopolar diffusion scheme, SENSE
coil combine, multiband acceleration factor 2, phase encoding A ≫ P,
duration= 8 min 38 s

dwi

Spin echo images with
reversed phase encoding for
DWI distortion correction
(new version introduced
after first 112 participants)

Two volumes with A ≫ P and P ≫ A phase encoding, voxel size= 1.7 mm
isotropic, 88 axial slices, TR= 7000ms, TE= 80ms, FA= 90°,
bandwidth= 1502 Hz/pixel, echo spacing 0.78 ms, FOV= 220 mm, voxel
dimension= 1.7 mm isotropic, imaging matrix= 128× 128, acquired with ⅞
partial Fourier encoding and GRAPPA (acceleration factor 2, 32 ref. lines), fat
suppression, advanced shim mode, no prescan normalization, interleaved
acquisition, CMRR sequence, SENSE coil combine, multiband acceleration
factor 2, duration= 1 min 10 s each

acq-SEfmapDWI_dir-AP_epi, acq-SEfmapDWI_dir-
PA_epi

Gradient echo
Susceptibility-weighted data
for SWI and QSM
estimation (introduced after
first 112 participants)

Axial acquisition orientation, one 3D volume with 160 slices, TR= 30 ms,
TE= 17.3 ms, FA= 13°, bandwidth= 150 Hz/pixel, FOV= 205 mm, acquired
with 6/8 phase partial Fourier and GRAPPA (acceleration factor 2, 24 ref.
lines), no prescan normalization, interleaved acquisition, voxel size= 0.8 mm
isotropic, duration= 7 min 50 s

acq-phase_GRE, acq-mag_GRE

Table 7. MRI sequences.
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available at https://github.com/NeuroanatomyAndConnectivity/pipelines/tree/master/src/lsd_lemon and
comprised the following steps: (i) discarding the first five EPI volumes to allow for signal equilibration
and steady state, (ii) 3D motion correction (FSL MCFLIRT)82, (iii) distortion correction (FSL FUGUE)83,
(iv) rigid-body coregistration of unwarped temporal mean image to the individual’s anatomical image
(FreeSurfer bbregister)84, (v) denoising (Nipype rapidart and aCompCor)85, (vi) band-pass filtering
between 0.01-0.1 Hz (FSL), mean-centering, as well as variance normalization of the denoised time series
(Nitime)86, (vii) spatial normalization to MNI152 2 mm standard space via transformation parameters
derived during structural preprocessing (ANTs SyN)87.

Structural MRI T1 and T2: The MP2RAGE78 sequence was acquired for assessment of brain
structure with a voxel resolution of 1 mm (isotropic). Resulting T1-weighted images and quantitative T1
maps can be used for analyses of gray and white matter (e.g., cortical thickness, voxel-based
morphometry), as well as for the assessment of myelin content88,89. Importantly, these T1-weighted
images differ from MPRAGE T1-weighted images as they are uniform and free of other imaging
properties (i.e. proton density, T2∗) which can affect morphometric measurements90. The total
acquisition time for MP2RAGE was 8 min 22 s. In addition, a standard T2-weighted volume with 1 mm
isotropic resolution was acquired within 4 min 43 s (for details see Table 7).

T1 Data Preprocessing: The preprocessing of the T1 MP2RAGE data was implemented in Nipype
and the details of it can be found in the complementary project by Mendes et al.21. The pipeline is
available at https://github.com/NeuroanatomyAndConnectivity/pipelines/tree/master/src/lsd_lemon and
comprised the following steps: The background of the uniform T1-weighted image was removed using
CBS Tools91, and the masked image was used for cortical surface reconstruction using FreeSurfer’s full
version of recon-all92,93. A brain mask was created based on the FreeSurfer segmentation results.
Diffeomorphic nonlinear registration as implemented in ANTs SyN algorithm87 was used to compute a
spatial transformation between the individual’s T1-weighted image and the MNI152 1mm standard
space. To remove identifying information from the structural MRI scans, a mask for defacing was created
from the MP2RAGE images using CBS Tools91. This mask was subsequently applied to all
anatomical scans.

Fluid-Attenuated Inversion Recovery (FLAIR): T2-weighted FLAIR images were used for clinical
screening of incidental findings. The scan was changed from a low-resolution 2D FLAIR to a 3D SPACE
sequence with fluid-attenuated inversion-recovery preparation after the first 112 participants. Acquisition
time for the 2D image was 4 min 42 s and 7 min 2 s for the 3D volume (for details see Table 7).

Diffusion-Weighted Imaging (DWI): We acquired axial whole brain high angular resolution
diffusion-weighted images to analyze structural connectivity. The images were acquired with 1.7mm
isotropic resolution using a multi-band accelerated sequence79,81,94 and an in-plane GRAPPA95 (60
diffusion directions, b-value= 1000 s/mm2, 7 b0 images, for details see Table 7). The total DWI scanning
time was 9 min 27 s. To correct for geometric distortions, two volumes with reversed phase encoding (AP
and PA) were acquired after the DWI sequence, lasting 1 min 59 s each. A new version of the DWI
sequence (CMRR) with a faster calibration procedure was introduced after the first 112 participants
which reduced the scanning time to 8 min 38 s and the time for the two scans with reversed phase
encoding to 1 min 10 s each.

Susceptibility-weighted data acquisition: The visualization of magnetic susceptibility tissue differences
is most commonly achieved via gradient echo data acquired using a single- or multi-echo spoiled-gradient-
recalled-echo (GRE) sequence96. The Susceptibility-Weighted Imaging (SWI) technique capitalizes on the
contrast inherent in the magnitude and phase images to improve susceptibility contrast by combining both
images to enhance contrast between grey-/white-matter and water/fat, in addition to enhancing the
contrast of paramagnetic elements exhibiting high densities in the brain (e.g. iron). SWI has a number of
applications in the clinical setting including the diagnosis of cerebral vascular pathology and the detection
of abnormal accumulation of mineral deposition. On the other hand, Quantitative Susceptibility Mapping
(QSM) is a recently established technique that allows the determination of the intrinsic magnetic
susceptibility properties of tissues based on signal from the phase image97,98. Susceptibility-weighted data
were acquired using a three-dimensional (3D) flow-compensated fast low-angle shot (FLASH) sequence
(for parameter details see Table 7) in a sub-sample which was introduced only after 112 participants. High-
quality phase maps (i.e. excluding coil-combination pole artifacts) were reconstructed from multi-channel
complex signals using an automated, data-driven coil combination method (SVD-ESPIRiT)99,100. Both
magnitude and phase images are provided for SWI and QSM calculation which could be achieved using
varied techniques96,101. The total time of acquisition was 7 min 50 s.

Continuous Peripheral Physiological Recordings During rs-fMRI. During the 15 min 30 s
acquisition of resting-state fMRI, continuous beat-to-beat blood pressure (NIBP), electrocardiography
(ECG), pulse, and respiration were recorded non-invasively with MR-compatible devices. Blood
pressure and pulse via photoplethysmography were recorded with a BIOPAC MP150 acquisition
system (BIOPAC Systems Inc., Goleta, CA, USA) and the acquisition software AcqKnowledge (Version
4.0, BIOPAC Systems Inc., Goleta, CA, USA). In addition to the MP150 main hardware unit, blood
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pressure acquisition required the NIBP-MRI module including a CareTaker Bluetooth® transmitter and
pulse acquisition required the OXY100C pulse oximeter module with TSD123A finger clip transducer.
All data streams were recorded with a sampling frequency of 1000 Hz. A digital input channel recorded
triggers from the MR scanner for synchronisation of blood pressure and pulse data with repetition time
onsets of rs-fMRI data.

Beat-to-beat blood pressure was detected from the pulse pressure signal at the brachial artery of the left
arm with an air-filled pressure-sensitive sensor. The left arm was supported with tape and cushions to
ensure optimal signal quality. The pulse pressure signal was transformed into two continuous streams of
systolic and diastolic blood pressure through Pulse Decomposition Analysis102.

Initial calibration for the continuous blood pressure acquisition was achieved with a seated resting
blood pressure measurement using an automatic oscillometric blood pressure monitor (OMRON M500,
OMRON Medizintechnik Handelsgesellschaft mbH, Mannheim, Germany). Blood pressure data was
recorded with a sampling frequency of 512 Hz and resampled in AcqKnowledge to 1000 Hz.

ECG and respiration were recorded with an MR-compatible BrainAmp ExG MR amplifier (Brain
Products GmbH, Gilching, Germany) with PowerPack battery, SyncBox synchronization interface and
relevant sensors (see below), as well as the acquisition software BrainVision Recorder (Version 1.20).

ECG was measured with three reusable ring electrodes that were taped on the participant’s back to
reduce artifacts caused by breathing movements of the torso in the magnetic field: the ground electrode
was taped at the lumbar region superior to the tailbone (coccyx), the reference electrode was taped at the
upper part of the back at the level of the seventh cervical vertebra and the recording electrode was placed
on the left-hand side of a participant’s back at the level of the tenth rib.

Respiration was measured with an MR-compatible pneumatic-based respiration sensor within a belt
that was fastened around the torso of the participants.

After rs-fMRI was acquired, all sensors were removed from the MR chamber and the MRI session
continued without peripheral physiological recordings.

The complementary project by Mendes et al.21 also comprised rs-fMRI scans with continuous
peripheral physiological recordings (as described above). The peripheral physiological data of the 194
participants from Mendes et al. will be released as part of the study described here. 109 participants
completed both protocols which enables repeated-measures (e.g., test-retest) analyses (see Supplementary
Table S1).

For all the above mentioned peripheral physiological parameters only raw data is provided. All
available data has been included - irrespective of data quality. The data has been cropped and the MRI
artifact was removed but peak detection has not been done. Data quality can be eyeballed from the
included image file (∗.png) for each participant and modality.

EEG. Resting-state EEG (rs-EEG) was obtained in 216 participants who completed the second MDBF
just before the EEG recording and underwent the Multi 8/2 drug strip test. The whole experiment session
took approximately 1.5 hours (including the 16-minute EEG recording). The raw rs-EEG data with
preprocessed rs-EEG and localizer files are openly available.

Resting-state EEG: A 16-min rs-EEG was recorded with a BrainAmp MR plus amplifier in an
electrically shielded and sound-attenuated EEG booth using 62-channel (61 scalp electrodes plus 1
electrode recording the VEOG below the right eye) active ActiCAP electrodes (both Brain Products
GmbH, Gilching, Germany) attached according to the international standard 10–20 extended localization
system, also known as 10-10 system,103 and referenced to FCz. The ground was located at the sternum
and skin electrode impedance was kept below 5 KΩ. The amplitude resolution was set to 0.1 μV. EEG was
recorded with a bandpass filter between 0.015 Hz and 1 kHz and digitized with a sampling rate of 2500
Hz. The EEG session comprised a total of 16 blocks, each 60 s long, 8 with eyes-closed (EC) and 8 with
eyes-open (EO) (EO and EC segments being interleaved), where the recording started with eyes-closed
condition. The blocks were introduced using Presentation software (version 16.5, Neurobehavioral
Systems Inc., Berkeley, CA, USA). Participants were seated in front of a computer screen and asked to
stay awake while fixating eyes on a black cross presented on a white background (during the eyes-open
sessions).

Digitized EEG channel locations: Starting from the second round (54th participant), a Polhemus
PATRIOT Motion Tracking System (Polhemus, Colchester, VT, USA) localizer was used together with
the Brainstorm toolbox104 to digitize the exact location of each 62 electrode on a participant’s head
relative to three fiducial points (plus 1 electrode referenced to FCz).

Resting-State EEG Data Preprocessing: Data from 13 participants were excluded due to missing event
information, different sampling rate, mismatching header files or insufficient data quality. The raw EEG
data from 203 participants used for preprocessing was downsampled from 2500 Hz to 250 Hz, bandpass
filtered within 1-45 Hz (8th order, Butterworth filter) and split into EO and EC conditions for the
subsequent analyses. Outlier channels were rejected after visual inspection for frequent jumps/shifts in
voltage and poor signal quality. Data intervals containing extreme peak-to-peak deflections or large
bursts of high frequency activity were identified by visual inspection and removed. Intervals containing
traces from eye blinks or eye movements were not removed at this stage. Further data preprocessing was
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done in EEGLAB105 (version 14.1.1b) for MATLAB (Delorme and Makeig, 2004). The dimensionality of
the data was reduced using principal component analysis (PCA), by keeping PCs (NZ30) that explain
95% of the total data variance. Next, independent component analysis106 (ICA) was performed using the
Infomax (runica) algorithm. Components reflecting eye movement, eye blink or heartbeat related artifacts
were removed. Retained independent components for EO (mean: 19.7, range: 9–30) and EC (mean: 21.4,
range: 14–28) conditions were back-projected to sensor space for further analysis.

Additional Measures. Seated Resting Blood Pressure: Blood pressure (BP) was measured using an
automatic oscillometric blood pressure monitor (OMRON M500, OMR HEM-7213-D) and a 22–42 cm
arm cuff (OMRON HEM-RML30, both OMRON Medizintechnik Handelsgesellschaft mbH, Mannheim,
Germany) after a seated resting period of 5 min. The BP measurements took place on three occasions
throughout the course of the study: 1) before the MRI session (BP1), 2) after the MRI session (BP2), 3) at
the beginning of follow-up experiments (BP3). All BP measurements were recorded at the left arm. Before
the MRI session, an additional measurement at the right arm was recorded to rule out pathologic
differences between right and left arm measurements. Accompanying pulse measurements at the arm
(Pulse1, Pulse2) were saved during BP measurements 1 and 2. As part of the complementary project by
Mendes et al.21, one blood pressure measurement at the left arm was taken from 91 additional
participants before a rs-fMRI session that also included continuous peripheral physiological recordings
(see section Continuous Peripheral Physiological Recordings During rs-fMRI).

Peripheral Blood Sample Collection and Analysis: A blood sample of approximately 70 ml in total was
collected on the first assessment day after acquisition of MRI data. If the blood drawing was not possible
on this date, it was acquired on the following assessment days and documented as such. The new date is
mentioned in the data files. The blood was collected with four different types of sampling tubes: Serum,
EDTA, Citrate and RNA. A portion of the sample was directly sent to the Institute for Laboratory
Medicine, Clinical Chemistry and Molecular Diagnostics (ILM) of the Medical Faculty at the Leipzig
University; the remaining samples were stored for later use. One serum tube (S-Monovette® 7.5 ml,
Sarstedt), one EDTA tube (S-Monovette® 2.7 ml K3E, Sarstedt), and one citrate tube (S-Monovette® 3.0 ml
9NC, Sarstedt) were sent for direct analysis to the ILM. The remaining blood samples were divided into
10 microtainers of 2.0 ml size. Together with three EDTA tubes (S-Monovette® 2.7 ml K3E, Sarstedt) and
2 RNA tubes (TempusTM, Applied Biosystems)—containing stabilization solution—the remaining
aliquots were stored at −80 °C for later use.

Anthropometry: Classical anthropometric measurements were taken according to standardized
procedures by trained medical persons. Body weight was measured using an electronic scale (SECA 813,
Seca Gmbh & Co KG) with a precision of 0.01 kg. The participants were barefoot, dressed with empty
pockets and without outer garments. Body height of barefoot participants was measured using a
stadiometer (SECA 216) to the nearest 0.1 cm. During measurement, the body of the participants were
erect and centered placing feet together, the heels and the occiput touching the wall. The waist was
measured 1 cm above the belly button, and the hip was measured around the widest part of the hip, with
all outer garments removed. The waist and the hip were assessed by using an ergonometric circumference
measuring tape (SECA 201) to the nearest 0.1 cm.

Hair Sample: To obtain the required amount of hair for the sample the hair had to be a minimum 4
cm long. Participants with colored/dyed hair were also included (as suggested by the analyzing lab),
dreadlocked hair was an exclusion criterion. The hair sample was taken from the back of – and as close as
possible to – the scalp (posterior vertex position). The strands were carefully placed in aluminum foil and
the proximal end was marked. The sample was weighed before being sent to the laboratory. Hair
sampling followed the procedure described here: http://poolux.psychopool.tu-dresden.de/dat/videos/
hmd1.mpg. Hair samples were delivered to Technische Universität Dresden (TU Dresden) laboratory for
analysis (lab of Prof. Dr. C. Kirschbaum). However, the results for cortisol and other hormonal
measurements contained an unusual high percentage of 0-values (cortisol 13%, progesterone 63%,
corticosterone 73%). Therefore hair-derived corticosteroid measurements were deemed unreliable and
will not be released.

Code Availability
All code that was implemented for MRI data acquisition and processing pipelines is available online:

(https://github.com/NeuroanatomyAndConnectivity/pipelines/tree/v2.0/src/lsd_lemon/). Data hand-
ling and computation of summary measures were implemented in Python.

Data Records
Data Security and Data Anonymization Procedures
To protect health information prevent direct identification, the participant were given special LEMON
IDs. All the data, whether pen-and-paper, computer administered, as well as LimeSurvey, were saved only
with these LEMON IDs. For public data sharing we anonymized them once more these IDs into BIDS 6-
digit format (010000). Thus our participants are given now IDs such as sub-010000.
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For internal use, the data was first saved on a MPI-CBS in-house local secured network. Later, the data
for all participants was stored on our instance of the eXtensible Neuroimaging Archive Toolkit (XNAT
35) v.1.6.5. at the MPI-CBS. Access to the initial project was restricted (via XNAT’s private project mode)
to members of the Leipzig Study for Mind-Body-Emotion Interactions and Neuroanatomy &
Connectivity Group at MPI-CBS for initial curation and quality assessment of data. All data comprised
in the MPI-Leipzig Mind-Brain-Body database were derived from MPI-CBS so data import into XNAT
was done from our local secured network. A specially customized XNAT uploader was used to upload all
participants’ data to XNAT.

The native DICOM format was used for MRI data, whilst a standard ASCII (∗.csv, ∗.txt) format was
employed to upload all other experimental data such as surveys, test batteries, and demographical data in
XNAT also in local secured network. The anonymization measures applied to the MRI data consisted of
removal of DICOM header tags containing information which could lead to the identification of test
participants as well as the defacing of all structural (NIFTI) scans.

This applied mainly for internal use. For releasing the data publicly, the MRI data in NIFTI files in
JavaScript Object Notation (*.json) with (*.tsv) format is stored. More details regarding publicly released
data can be found below in Usage Notes section.

MRI Data
All MRI datasets are made available in NIFTI format, and all anatomical scans have been defaced. For
more details see Mendes et al. The dataset is organized in concordance with the Brain Imaging Data
Structure (BIDS) format. This facilitates data analysis, for example with BIDS-Apps107 (http://bids-apps.
neuroimaging.io). BIDS-Apps encapsulate standard MRI analysis tools within an application that
understands the BIDS format and allows automatic access to relevant data and metadata. The MRI raw
and preprocessed data can be found in GWDG (https://ftp.gwdg.de/pub/misc/MPI-Leipzig_Mind-Brain-
Body-LEMON/) as well as in Functional Connectomes Project International Neuroimaging Data-Sharing
Initiative/Child Mind Institute (Data Citation 1) and OpenNeuro repository (Data Citation 2).

EEG Data
The raw rs-EEG data folder contains raw resting state EEG data files (Brain Vision files). The marker
codings are S200 for eyes open at rest and S210 for eyes closed at rest.

The preprocessed resting state EEG data folder contains preprocessed EEG (see method section for
details) saved in the standard EEGLAB100 file format (.set and .fdt files). For each participant (N= 203)
eyes-closed (EC) and eyes-open (EO) conditions are stored separately thus each having 4 files (2 for EC
condition and 2 for EO), with the following naming structure: sub-BIDS condition.fdt (.set) and
conditions: eyes closed (EC) or eyes open (EO). This preprocessed data has already been used in another
EEG study about non-sinusoidal nature of neuronal oscillations108.

The digitized EEG channel locations (62) with Polhemus PATRIOT Motion Tracking System are stored
in separate folder as MATLAB (.mat) files. The EEG raw and preprocessed data can be found at GWDG
(https://ftp.gwdg.de/pub/misc/MPI-Leipzig_Mind-Brain-Body-LEMON/) or Functional Connectomes Pro-
ject International Neuroimaging Data-Sharing Initiative/Child Mind Institute (Data Citation 1).

Emotion and Cognition Test Batteries, Assessments, and Other Protocols
The data from most questionnaires are reported as summary scores. Whenever summary scores do not
provide an adequate measure, we report raw item scores, for instance the New York cognition (NYC-Q).

Questionnaires that do not come with summary scores are released as raw item scores, namely: New
York Cognition Questionnaire (NYC-Q).

Cognitive test data for the CVLT, LPS, TA P, TMT, WST, RWT and emotion and personality test
battery questionnaires such as BIS/BAS, CERQ, COPE, ERQ, FEV, F-SozU K-22, LOT-R, MARS, MSPSS,
NEO, PSQ, STAI, STAXI, TAS, TEIQue-SF, TICS, UPPS, FTP, YFAS, as well as MDBF and NYC-Q are
available via subject-specific ∗.csv files. Moreover, for each questionnaire and cognitive test,
accompanying specifications and information are given in ∗.txt file format with item details and Likert
scores.

For each participant, the average age across the course of the study was reported which was the same
in both supplementary studies of MPI Leipzig Mind-Brain-Body database. For the purpose of anonymity,
the mean age was then binned into five year width (5-year bins). Cutoff values for binning were 20.0, 25.0,
30.0 and so forth. A meta file with demographic summary in ∗.csv format includes: gender, age (5-year
bins), handedness, formal education, drug test results on day 2, smoking status, SKID, HAM-D, BLS-23,
AUDIT, and relationship status. Separate subject-specific (.csv) files with information given in Text (.txt)
file include the results of blood sample, blood pressure (for 3 occasions), and anthropometry.

In addition to this meta file, we include a data availability (.csv) file which includes all the LEMON
data available for each specific data acquisition section with subscales (1= available, 0= not available).

The data can be accessed via GWDG (https://ftp.gwdg.de/pub/misc/MPI-Leipzig_Mind-Brain-Body-
LEMON/), and Functional Connectomes Project International Neuroimaging Data-Sharing Initiative/
Child Mind Institute (Data Citation 1), or directly at NITRC (https://www.nitrc.org/projects/mpilmbb).
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Technical Validation
Before inclusion in the database, we manually double-checked all datasets for missing or corrupt data.
Further quality control of the data was applied to the MRI and behavioral measures, as described below.

MRI Data Quality Assessment
As described in Mendes et al.21, we assessed the quality of preprocessed resting-state fMRI images using the
mriqc package109, implemented in Python. Mriqc creates a report for each individual scan based on
different parameters like motion, coregistration, and temporal signal-to-noise (tSNR). The details of tSNR
and fieldmap correction can be found in the previous article of Mendes et al21. Resting-state fMRI data from
8 participants were excluded from preprocessing due to errors during data acquisition (ghosting artifact
n= 2, incomplete scan n= 1), anatomical preprocessing (n= 4) or functional preprocessing (n= 1).

We visually inspected the quality assessment reports for each participant. Furthermore, frames with
high motion were marked according to the framewise displacement, which was calculated as the sum of
the absolute values of the six realignment parameters110. For comparison, all individual-level scores are
displayed with respect to the group-level distribution (N= 219). In Fig. 2, the mean and maximum
framewise displacement for all participants (N= 219), as well as separately for young (N= 152) and old
(N= 67) participants, are given. Overall, the summary of the motion parameters of our MRI data shows
that 91.78% of runs have less than one voxel (2.3 mm) maximum framewise displacement, and mean
framewise displacement of 0.202 mm (SD= 0.101 mm), demonstrating sufficient quality. Mean framewise
displacement was 0.165 mm (SD= 0.046 mm) in young participants and a slightly higher in the elderly
group (M= 0.289, SD= 0.134).

Behavioral Measures Quality Assessment
We calculated descriptive statistics and reliability estimates of each subscale of the emotion and
personality battery to ensure their general usability (see Table 6 (available online only)). Since we used
mainly German questionnaires with validated factor structures (besides NYC-Q and MARS, which were
translated by a professional translator), we report both the Cronbach’s alpha coefficients from the original
validation studies of the respective questionnaires as well as the ones calculated from our data in Table 6
(available online only). We did not compute the Cronbach’s alpha coefficient for the NYC-Q as the
heterogeneity of items within these questionnaires neither describe a unitary phenomenon nor are they
designed to be internal consistent111. We recommend a factor analytic approach66 to derive behavioral
scores from this questionnaire. Moreover, for YFAS we calculated the internal consistency based on
Kuder-Richardson’s alpha coefficient112.

To further facilitate the evaluation of emotion and personality data, we plotted densities of all subscale
scores for younger and older participants (see Supplementary Figure S2), which suggest sensible
distributions: For example, normal distributions were observed for most personality traits (NEO-FFI),
whereas skewed distributions were observed for social support variables (FSozU, MSPSS). Age-group
differences observed after conservative Bonferroni correction for multiple comparisons (α= 0.0005) are
in general alignment with previous reports of changes in emotional processing during aging113,114.
Significant differences between younger and older adults emerged on 20 of 98 subscales (see

Figure 2. Quality assessment of resting-state fMRI scans. Distribution of motion (maximum and mean
framewise displacement).
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Supplementary Figure S2). These results further underline the value of the LEMON dataset to examine
associations of emotions and brain-body functions in healthy aging.

Usage Notes
The public dataset, protocols, and software used in the acquisition and processing of the data are
documented, curated, and available for research purposes. The datasets are provided with three different
tiers of access. Users are kindly asked to first agree to the terms of data usage, especially for access to
behavioral data, which prohibits identifying individuals on these phenotyping data.

The complete LEMON data can be retrieved from the first location (GWDG) under point 1 (a) below.
Moreover, with the complementary project by Mendes et al. the raw MRI data are currently available from
the OpenNeuro and INDI mentioned under point 1 (b) below. All MRI datasets are shared in NIFTI files,
and all anatomical scans have been defaced. A standard ASCII (∗.csv, ∗.txt) format was employed to upload
all other experimental data such as surveys, test batteries, and demographical data in GWDG, and in NITRC.

1. Complete MPILMBB LEMON Data
a. The complete LEMON Data can be assessed via Gesellschaft für wissenschaftliche Datenverarbeitung
mbH Göttingen (GWDG) https://www.gwdg.de/. Raw and preprocessed data at this location is accessible
through web browser https://ftp.gwdg.de/pub/misc/MPI-Leipzig_Mind-Brain-Body-LEMON/ and a fast
FTP connection (ftp://ftp.gwdg.de/pub/misc/MPI-Leipzig_Mind-Brain-Body-LEMON/). In the case the
location of the data changes in the future, the location of the dataset can be resolved with PID
21.11101/0000-0007-C379-5 (e.g. http://hdl.handle.net/21.11101/0000-0007-C379-5).

b. Additionally, the complete LEMON Data is accessible via Functional Connectomes Project
International Neuroimaging Data-Sharing Initiative (INDI) at Child Mind Institute (Data Citation 1).

2. Only MPILMBB LEMON MRI Raw Data
The OpenNeuro.org platform also hosts the raw data (Data Citation 2). The OpenNeuro repository
provides API access available via https://openneuro.org/dataset/api/. In addition, similar to all other
datasets in OpenNeuro, our dataset is available via Amazon Web Services S3 object data store (Data
Citation 2).

3. Only MPILMBB Behavioral Data
Additionally, the MPILMBB LEMON behavioral data can be found at Neuroimaging Tools and resources
Collaboratory (NITRC): https://www.nitrc.org/projects/mpilmbb.
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connectome phenotyping dataset
including cognitive state and
personality measures
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The dataset enables exploration of higher-order cognitive faculties, self-generated mental experience, and
personality features in relation to the intrinsic functional architecture of the brain. We provide multimodal
magnetic resonance imaging (MRI) data and a broad set of state and trait phenotypic assessments: mind-
wandering, personality traits, and cognitive abilities. Specifically, 194 healthy participants (between 20 and
75 years of age) filled out 31 questionnaires, performed 7 tasks, and reported 4 probes of in-scanner mind-
wandering. The scanning session included four 15.5-min resting-state functional MRI runs using a multiband
EPI sequence and a hig h-resolution structural scan using a 3D MP2RAGE sequence. This dataset constitutes
one part of the MPI-Leipzig Mind-Brain-Body database.

1Max Planck Research Group for Neuroanatomy & Connectivity, Max Planck Institute for Human Cognitive and
Brain Sciences, Leipzig, Germany. 2International Max Planck Research School NeuroCom, Leipzig, Germany.
3Faculty of Biosciences, Pharmacy and Psychology, University Leipzig, Leipzig, Germany. 4Neurocomputation and
Neuroimaging Unit, Department of Education and Psychology, Freie Universität Berlin, Berlin, Germany.
5Database management, Max Planck Institute for Human Cognitive and Brain Sciences, Leipzig, Germany.
6Department of Psychology, Technische Universität Dresden, Dresden, Germany. 7Department of Neurology, Max
Planck Institute for Human Cognitive and Brain Sciences, Leipzig, Germany. 8MindBrainBody Institute, Berlin
School of Mind and Brain, Humboldt-Universität zu Berlin, Berlin, Germany. 9Max Planck Research Group
Cognitive and Affective Control of Behavioural Adaptation, Max Planck Institute for Human Cognitive and Brain
Sciences, Leipzig, Germany. 10Universitäre Psychiatrische Kliniken Basel, Basel, Switzerland. 11Department of
Social Neuroscience, Max Planck Institute for Human Cognitive and Brain Sciences, Leipzig, Germany. 12MRC
Cognition and Brain Sciences Unit, Cambridge University, Cambridge, UK. 13Department of Psychology, Stanford
University, Stanford, California 94305, USA. 14LabSTICC-IMT Atlantique-campus de Brest, Brest, France.
15Lifespan Developmental Neuroscience, Department of Psychology, Technische Universität Dresden, Dresden,
Germany. 16Department of Psychology, University of York, York, UK. Correspondence and requests for materials
should be addressed to N.M. (email: mendes@cbs.mpg.de) or to D.S.M. (email: margulies@cbs.mpg.de)

OPEN

Received: 27 October 2017

Accepted: 5 November 2018

Published: 12 February 2019

www.nature.com/scientificdata

SCIENTIFIC DATA | 6:180307 | https://doi.org/10.1038/sdata.2018.307 1



Design Type(s) behavioral data analysis objective • data collection and processing objective

Measurement Type(s) behavior • brain activity measurement

Technology Type(s) questionnaire • MRI Scanner

Factor Type(s) biological sex • age

Sample Characteristic(s) Homo sapiens • brain

Background & Summary
Understanding the unique features of brain organization giving rise to distinct patterns of behavior,
cognition, and mental experience remains one of the key research questions in the emerging field of
human functional connectomics1. Functional connectivity has become a prominent method for
investigating phenotypic differences across individuals2,3. However, there is ever greater need for
validation of findings across independent datasets. The dataset presented here joins several others in
contributing to this research agenda4–6 (Data Citation 1) and provides an additional resource for cross-
site validation studies.

We acquired a wide range of self-reported personality measures as well as features of self-generated
mental experience. In addition, a core magnetic resonance imaging (MRI) dataset—including one-hour of
resting-state functional MRI (rs-fMRI) data—was acquired on 194 healthy participants. Questionnaires
and behavioral measures were acquired over several follow-up sessions.

This dataset constitutes one part of the MPI-Leipzig Mind-Brain-Body (MPILMBB) database, which
consists of data from a partially overlapping cohort of participants7. The contribution described here
enables exploration of individual variance across cognitive and emotional phenotypes in relation to the
brain, which is complemented by data regarding physiology, clinical assessment, and anthropometric
measures described in our related publication7. All MRI data across the MPILMBB were acquired on the
same Siemens Verio 3 Tesla MRI scanner.

Methods
Participants
In total, datasets from 194 native German-speaking participants are included (94 female, mean age= 34
years, median age= 27, SD= 16 years; Fig. 1; see Supplementary Table 1 and Supplementary File 1). All
participants were scanned on a 3 Tesla magnetic resonance imaging (MRI) scanner (Siemens Magnetom
Verio) for the acquisition of one structural and four rs-fMRI scans. In addition, extensive questionnaire
and task performance data were acquired from each participant. A subset of participants (N= 109) were
also included in a complementary data acquisition.

Recruitment and inclusion criteria. Prospective participants were initially recruited by the Leipzig
Study for Mind-Body-Emotion Interactions project. Additional participants were recruited through
online and poster advertisements. All participants were prescreened via telephone to determine their
eligibility for the current study (Box 1). Participants fulfilling the eligibility criteria (including medical
screening for MRI-scanning and neurological history) were invited to Max Planck Institute for Human
Cognitive and Brain Sciences (MPI-CBS) where they were screened for past and present psychiatric
disorders using the Structured Clinical Interview for DSM-IV (SCID-I8). After meeting eligibility criteria,
participants received detailed information regarding the study.

All participants fulfilled the MRI safety requirements of the MPI-CBS (Supplementary Table 2),
provided written informed consent (including agreement to their data being shared anonymously) prior
to their participation in the study. Participants received monetary compensation for their participation.
The study protocol was approved by the ethics committee at the medical faculty of the University of
Leipzig (097/15-ff).

Data acquisition and protocol overview
Participants were required to complete: 1) four functional MRI scans within one scanning session and, if
not previously acquired, one structural scan; 2) a battery of personality and mind-wandering
questionnaires spread over five appointments, and 3) a set of cognitive control and sustained attention,
synesthesia, and creativity tasks spread over two appointments.

The data acquisition took place over five appointments over a two-year period (see Table 1):

● Day 1: We acquired data on a set of questionnaires that were completed at MPI-CBS (Table 1).
● Day 2: We sent personalized links to participants, who could complete the set of online questionnaires

at their convenience (Table 1).
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● Day 3: Participants were scanned at the Day Clinic for Cognitive Neurology, University of Leipzig.
Before entering the scanner, participants completed a pen-and-paper practice trial of the short version
of the New York Cognition Questionnaire9. While in the scanner, and immediately after each of the
four resting state runs, participants received the computerized version of the same questionnaire.
Immediately after the scanning session participants received additional questionnaires and a set of
tasks (Table 1).

● Day 4: The Abbreviated Math Anxiety Scale10 and the NEO Personality Inventory-Revised11–13 were
completed online at the participant’s convenience (Table 1).

● Day 5: We acquired data on a set of questionnaires and tasks that were administered at MPI-CBS.
Tasks were conducted using pen-and-paper, computer-administered, as well as Limesurvey (http://
www.limesurvey.org; version 2.00+) interfaces (Table 1).

Within each set of questionnaires and tasks, the order of presentation of questionnaires and tasks was
randomized across participants. If participants failed to complete a given questionnaire it was excluded
from data analysis. Due to dropout, not all participants completed the full set of questionnaires and tasks
(Table 2).

Figure 1. Age distribution. Age distribution (5-year bins) of the participants split by gender.

Box 1 | Exclusion criteria. Exclusion criteria to prospective participants.

Exclusion Criteria
● History of psychiatric diseases that required inpatient treatment for longer than 2 weeks within the

last 10 years (e.g., psychosis, attempted suicide, post-traumatic stress disorder);
● History of neurological disorders (incl. multiple sclerosis, stroke, epilepsy, brain tumour,

meningoencephalitis, severe concussion);
● History of malignant diseases;
● Intake of one of the following medications:

J Any centrally active drugs (including Hypericum perforatum)
J Beta- and alpha-blocker
J Cortisol
J Any chemotherapeutic or psychopharmacological medication;

● Positive drug anamnesis (extensive alcohol, MDMA, amphetamines, cocaine, opiates, benzodia-
zepine, cannabis);

● Extensive testing experience at the MPI-CBS or other academic institution;
● Past or present student of Psychology;
● MRI exclusion criteria (see Supplementary Table 2)

J Any metallic implants, braces, non-removable piercings
J Tattoos
J Pregnancy
J Claustrophobia
J Tinnitus
J Surgical operation in the last 3 months

www.nature.com/sdata/

SCIENTIFIC DATA | 6:180307 | https://doi.org/10.1038/sdata.2018.307 3



Behavioral measures
Below we provide a short description of the acquired behavioral measures assessing: Personality and
habitual behaviors, mind-wandering and mindfulness, synesthesia, cognitive control and sustained
attention, and creativity.

Personality and Habitual Behaviors
Abbreviated Math Anxiety Scale (AMAS). The AMAS is a self-report inventory measuring the
subjectively experienced level of anxiety in mathematical contexts10. It consists of nine items, related to
the question “How anxious do you feel when …”, that can be scored on a five-point Likert scale (1= “not
at all” to 5= “a lot”). We used a German translated version of the original English questionnaire.

Adult Self Report (ASR). The ASR assesses mental problems in adults between 18 and 59 years-old14.
It has four major scales related to the following topics: adaptive functioning, psychological syndromes,
DSM-oriented problems, and substance use. Adaptive functioning comprises 36 items in the form of
either a three or four-point Likert scale describing the quantity and quality of relationships, education
level, and job satisfaction. Comments to open questions are not made openly available. Scales of
psychological syndromes, DSM-oriented problems, and substance use comprise 126 items that can be
scored on a three-point Likert scale (0= “does not apply” to 2= “exactly or does happen often”). Two
items were erroneously excluded (i.e., item 56.h “Heart pounding or racing”; item 56.i “Numbness or
tingling in body parts”). These affect somatic complaints and internalizing subscales of the psychological
syndromes scale. We used the German ASR version14.

Beck Depression Inventar-II (BDI). The BDI-II measures the severity of various depressive symptoms
in adolescents and adults over the two weeks prior to completion of the inventar15,16. It consists of 21
items that require multiple-choice answers that best describe statements about subjectively experienced

Day 1 (MPI CBS) Day 2 (Home) Day 3 (Uni Clinic) Day 4 (Home) Day 5 (MPI CBS)

ASR ACS Scanning session AMAS BIS/BAS

God-MSI BDI NEO PI-R CAQ

IAT BP FBI MCQ-30

IMIS ESS S-D=MW BCQ

MGIQ HADS Short-NYC-Q_inscan1-4 FFMQ

SCS MMI Short-NYC-Q_postETS RAT

SD3 MPU NYC-Q_postscan SYN

SE PSSI ETS AUT

TPS CCPT TCIA

VISQ Oddball

UPPS-P

SDS

Table 1. Phases of the data acquisition. Overview of the different phases of the data acquisition. Note. MPI-
CBS=Max Planck Institute for Human Cognitive and Brain Sciences, Leipzig; Uni Clinic= Day Clinic for
Cognitive Neurology, University of Leipzig. ACS=Attention Control Scale, AMAS=Abbreviated Math
Anxiety Scale, ASR=Adult Self Report, AUT=Alternative Uses Task, BCQ=Body Consciousness
Questionnaire, BDI=Beck Depression Inventar-II, BIS/BAS=Behavioral Inhibition and Approach System,
BP=Boredom Proneness Scale, CAQ=Creative Achievement Questionnaire, CCPT=Conjunctive Contin-
uous Performance Task, ESS=Epworth Sleepiness Scale, ETS=Emotional task switching; FBI= Facebook
Intensity Scale, FFMQ= Five Facets of Mindfulness Questionnaire, Gold-MSI=Goldsmiths Musical
Sophistication Index, HADS=Hospital Anxiety and Depression Scale, IAT= Internet Addiction Test,
IMIS= Involuntary Musical Imagery Scale, MCQ-30=Metacognition Questionnaire, MGIQ=Multi-Gender
Identity Questionnaire, MMI=Multimedia Multitasking Index, MPU=Mobile Phone Usage, NEO PI-
R=NEO Personality Inventory-Revised, NYC-Q_postscan=New York Cognition Questionnaire after scan,
Oddball=Adaptive Visual and Auditory Oddball Target Detection Task, PSSI=Personality Style and
Disorder Inventory, RAT=Remote Associates Test, SCS=Brief Self-Control Scale, SD3= Short Dark Triad, S-
D-MW= Spontaneous and Deliberate Mind-Wandering, SDS= Social Desirability Scale-17; SE= Self-Esteem
Scale, Short-NYC-Q_inscan1-4= Short Version of the New York Cognition Questionnaire in scanner, Short-
NYC-Q_postETS= Short Version of the New York Cognition Questionnaire after tasks, SYN= Synesthesia
Color Picker Test, TCIA=Test of Creative Imagery Abilities, TPS=Tuckman Procrastination Scale, UPPS-
P=UPPS-P Impulsive Behavior Scale, VISQ=Varieties of Inner Speech Questionnaire.
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Abbreviation Behavioral Measure N

Personality and Habitual Behaviors

AMAS Abbreviated Math Anxiety Scale9 145

ASR Adult Self Report adapted from13 213

BDI Beck Depression Inventar-II14–16 210

BIS/BAS Behavioral Inhibition and Approach System17–20 288

BCQ Body Consciousness Questionnaire21 79

BP Boredom Proneness Scale22 209

SCS Brief Self-Control Scale23,24 214

ESS Epworth Sleepiness Scale25,26 210

FBI Facebook Intensity Scale27 180

Gold-MSI Goldsmiths Musical Sophistication Index28,29 214

HADS Hospital Anxiety and Depression Scale30,31 210

IAT Internet Addiction Test32 214

IMIS Involuntary Musical Imagery Scale33 214

MPU Mobile Phone Usage 210

MGIQ Multi-Gender Identity Questionnaire34 159

MMI Multimedia Multitasking Index35 209

NEO PI-R NEO Personality Inventory-Revised10–12 169

PSSI Personality Style and Disorder Inventory36 209

SE Self-Esteem Scale38 214

SD3 Short Dark Triad39 213

SDS Social Desirability Scale-1740,96 214

TPS Tuckman Procrastination Scale41 214

UPPS-P UPPS-P Impulsive Behavior Scale42,43, cf.44 214

Mind-Wandering and Mindfulness

FFMQ Five Facets of Mindfulness Questionnaire45 79

MCQ-30 Metacognition Questionnaire46,47 79

NYC-Q_posttasks New York Cognition Questionnaire48 202

NYC-Q_postscan 188

NYC-Q

Short-NYC-Q_inscan1 Short Version of the New York Cognition Questionnaire8 175

Short-NYC-Q_inscan2 174

Short-NYC-Q_inscan3 174

Short-NYC-Q_inscan4 170

Short-NYC-Q_postETS 181

Short-NYC-Q_prescan 159

S-D-MW Spontaneous and Deliberate Mind-Wandering51; cf.44 214

VISQ Varieties of Inner Speech Questionnaire52 214

Synesthesia

SYN Synesthesia Color Picker Test (synesthete.org)53 73

Cognitive Control and Sustained Attention

Oddball Adaptive Visual and Auditory Oddball Target Detection Task e.g.,54, cf.55 137

ACS Attention Control Scale56 210

CCPT Conjunctive Continuous Performance Task50 169

ETS Emotional Task Switching49; see57 189

Creativity

AUT Alternative Uses Task58,59 77

CAQ Creative Achievement Questionnaire60 79

RAT Remote Associates Test cf.61,62 77

TCIA Test of Creative Imagery Abilities63 77

Table 2. Behavioral measures. Overview of data available for each questionnaire and task.
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states. The items can be scored on a four-point Likert scale (e.g., 0= “I do not feel sad.” to 3= “I am so
sad or unhappy that I can’t stand it”). We used the German BDI version17.

Behavioral Inhibition and Approach System (BIS/BAS). The BIS/BAS18 measures individual
differences in response to two motivational systems: behavioral inhibition and behavioral approach
(systems postulated by Gray19,20). It comprises a total of 24 items that can be scored using a four-point
Likert-type scale (1= “not true for me at all” to 4= “very true for me”). We used the German version of
the questionnaire21.

Body Consciousness Questionnaire (BCQ). The BCQ assesses three components of body
consciousness: private body (e.g., heartbeat perception), public body (perception of outward appearance),
and body competence (aspects of the body, e.g., strength)22. The questionnaire consists of 15 items that
can be scored on a five-point Likert scale (0= “extremely uncharacteristic” to 4= “extremely
characteristic”). We used a German translated version of the original English questionnaire.

Boredom Proneness Scale (BP). The BP measures the tendency to experience boredom, in particular
the self-reported lack of internal and external stimulation23. It consists of 28 items that can be scored on a
seven-point Likert scale (1= “total disagreement” to 7= “total agreement”). We used a German translated
version of the original English scale.

Brief Self-Control Scale (SCS). The SCS is a self-report measurement assessing the capacity for self-
control24. Self-control was operationalized as the capability to modify or override one’s own response
tendencies24. We used the German adaption of the brief SCS25. It consists of 13 items that can be scored
on a five-point Likert scale (1= “do not agree at all” to 5= “completely agree”).

Epworth Sleepiness Scale (ESS). The ESS measures tendencies of sleepiness in everyday life26. The
scale consists of eight items addressing the subjective propensity to fall asleep in different situations. The
items can be scored on a four-point Likert scale (0= “would never doze” to 3= “high chance of dozing”).
We used the German ESS version27.

Facebook Intensity Scale (FBI). The FBI measures the intensity of Facebook usage that incorporates
emotional connectedness to the site, its integration into daily activities, membership duration, and the
number of friends28. It consists of eight items that can be scored on a five-point Likert scale (1= “strongly
disagree” to 5= “strongly agree”). Small alterations in the formulation and in the order of presentation of
the items were applied—see the ∗.txt file of this questionnaire. We used a German translated and adapted
version of the original English scale.

Goldsmiths Musical Sophistication Index (Gold-MSI). The Gold-MSI measures the level of
experience with and understanding of music in community samples29. A subset of 16 items was
measured, including the active engagement subscale and the musical training subscales (the item order is
explained in the ∗.txt file of this index). The subscales perceptual abilities, singing abilities, and emotions
were not included in the measurement. The items can be scored on a seven-point Likert scale
(1= “completely disagree” to 7= “completely agree”). We used the German version of the index30.

Hospital Anxiety and Depression Scale (HADS). The HADS measures the severity of depression- and
anxiety-related symptoms31 for the week prior to completion and can be used to assess subclinical
tendencies of depression and anxiety. It consists of 14 items in total that can be scored on a four-point
Likert scale (e.g., 1= “most of the time” to 4= “never”). We used the German HADS version32.

Internet Addiction Test (IAT). The IAT assesses self-reported excessive use of the Internet33. The test
is comprised of 20 items that can be scored on a six-point Likert scale (0= “does not apply” to
5= “always”). We used item three (i.e., “how often do you prefer the excitement of the Internet to
intimacy with your partner?”) with a different scale compared to the original one. Therefore, this item
was not included in the scoring of the scale. We used a German translated and adapted version of the
original English test.

Involuntary Musical Imagery Scale (IMIS). IMIS is a self-report inventory measuring phenomen-
ological properties of the experiential tendency of having involuntary musical imagery, also known as
“earworms”34. It measures four facets of involuntary musical imagery: the subjective evaluation of this
phenomenon (negative valence), the embodied responses (movement), the personal contemplations
(personal reflections), and the constructive properties (help). It consists of 18 items that can be scored on
different scales: 14 items can be scored on a five-point Likert scale (1= “never” to 5= “always”); two items
with different five-point Likert scales (e.g., 1= “less than 5 seconds” to 5= “more than a minute”); one
item with a six-point Likert scale (1= “never” to 6= “almost continuously”). The English questionnaire
consists of two parts (A and B) which were combined in the German version (see the respective ∗.txt file
for more details). We used a German translated and adapted version of the original English scale.
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Mobile Phone Usage (MPU). This in-house developed collection of items measures various patterns of
mobile phone usage, such as e-mail usage as well as the use of social network sites via smartphone. It
consists of 19 items with various answer formats. A translated version of the original English
questionnaire (see below) was used.

1. Do you own a mobile phone? (yes, no)
2. How often do you have your mobile phone on you?
a all the time
b most of the day
c a few hours a day

3. How many text messages do you send a week (on average)?
4. How many phone calls (using your mobile phone) do you make/take per week (on average)?
5. Do you own a smartphone (iPhone, Android etc. - a multipurpose phone with Internet connection)? (yes, no)
6. Do you have a flat Internet rate? (yes, no)
7. How long have you been using a smartphone [months, years…]?
8. Do you use your smartphone to browse the web? (yes, no)

a. How often do you look up facts on your phone in a social situation?
i never
ii sometimes
iii often

9. Do you use your smartphone to check your email? (yes, no)
a Do you get a notification each time you get a new email or do you have to check it manually?
b If manually, how often?

i never
ii sometimes
iii often

10. Do you use your phone for social networking (Facebook, Twitter, Google+ etc.)?
i never
ii sometimes
iii often

Do you post messages (including tweets) to social networks using your phone (as opposed to just
reading)?

11. Do you use your phone for instant messaging (Viber, WhatsApp, Google chat, Facebook Messaging etc.)?
i never
ii sometimes
iii often

12. Do you use your phone to check the news?
i never
ii sometimes
iii often

13. Do you use your phone to take and share pictures?
i never
ii sometimes
iii often

14. In a social situation such as a dinner with friends how often do you have an urge to check your phone (to check the news,
Facebook etc.)?

i never
ii sometimes
iii often

1. How often do you resist this urge due to social pressure?
a never
b sometimes
c often

15. Do you read printed newspapers/magazines?
i never
ii sometimes
iii often

16. How many books do you read a year?

Multi-Gender Identity Questionnaire (MGIQ). The MGIQ used in this study was adapted from the
Multi-Gender Identity Questionnaire developed by Joel and colleagues35. The questionnaire assesses:
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gender identity, sexual orientation, gender of the preferred sexual partner, preferred form of relationship,
and attitudes towards the social construction of gender. The original questionnaire consists of 38 items
that can be scored on either a five- or a six-point Likert scale (1= “always” to 5= “never”; 1= “always” to
6= “does not apply”). Two additional sections—relevance of the MGIQ questions and demographic
details—were added to the questionnaire. Please see the respective ∗.txt file for details on the
modifications and additional sections. We used a German translated and adapted version of the original
English questionnaire.

Multimedia Multitasking Index (MMI). The MMI measures the extent of simultaneous use of 12
different media types36: computer-based streaming (video, music), non-music audio, computer games,
voice calls, instant messaging, text messaging, email, web surfing, and other applications such as Word
processing. It consists of a total of 219 items, across the 12 media types, that can be scored on different
Likert scales (e.g., 1= “never” to 4= “most of the time”; 1= “more time” to 3= “same amount of time”).
We used a translated version of the original English index.

NEO Personality Inventory-Revised (NEO PI-R). The NEO PI-R assesses the five personality traits:
extraversion, agreeableness, conscientiousness, neuroticism, and openness to experience11,12. Moreover,
the questionnaire also assesses six underlying facets for each of the five main factors. It consists of 241
items that can be scored on a five-point Likert scale. We used the German version of the inventory12. Due
to a technical error, item 71 (i.e., “I am seldom sad or depressed”) was measured twice; one time instead
of item 46 (i.e., “I seldom feel self-conscious when I’m around people”). Thus, item 46 was not taken into
account for the summary score of subscale N3. Additionally, item 83 was missing and was therefore not
taken into account for creating subscale O5.

Personality Style and Disorder Inventory (PSSI). The PSSI is a self-report measurement assessing 14
personality styles37. These personality styles are conceptualized as non-pathologic, sub-clinical
equivalents of personality disorders as described in diagnostic manuals such as the Diagnostic and
Statistical Manual of Mental Disorders38. The inventory consists of 140 items that can be scored on a
four-point Likert scale (1= “do not agree” to 4= “highly agree”).

Self-Esteem Scale (SE). The SE is a self-report scale measuring global self-worth by assessing positive
and negative feelings about the self39. It comprises eight items that can be scored on a six-point Likert
scale (0= “does not apply” to 5= “applies to me”). We used a German translated version of the original
English scale.

Short Dark Triad (SD3). The SD3 assesses the following personality traits: machiavellianism,
narcissism, and psychopathy in their subclinical manifestations40. It consists of 27 items that can be
scored on a five-point Likert scale (1= “strongly disagree” to 5= “strongly agree”). The questionnaire was
retrieved from an online platform (http://www.midss.org/sites/default/files/d3.pdf) previous to its
publication40. Thus, item two of the used questionnaire (i.e., “Generally speaking, people won’t work hard
unless they have to”) is different from the published version (i.e., “I like to use clever manipulation to get
my way”). We used a German translated version of the original English questionnaire.

Social Desirability Scale-17 (SDS). The SDS is a self-report questionnaire that assesses one’s tendency
to seek social approval41, and it can be used to control for biased answer’s tendencies due to social
desirability. We used a German version of the scale41 consisting of 17 items that can be scored on a five-
point Likert scale (1= “do not agree at all” to 5= “completely agree”).

Tuckman Procrastination Scale (TPS). The TPS assesses self-reports of procrastination in everyday
life, which are related to the tendency to inappropriately delay pending tasks42. It consists of 16 items that
can be scored on a five-point Likert scale (1= “does not apply to me at all” to 5= “applies to me to a great
extent”). We used the German version of the scale (TPS-D; https://www.dgps.de/fachgruppen/diff_psy/
pdf/instrumente/Prokrastination.pdf).

UPPS-P Impulsive Behavior Scale (UPPS-P). The UPPS-P is a self-report measure of different trait
aspects of impulsive behavior43,44. This revised scale44 quantifies five distinguishable facets of impulsivity:
positive urgency, negative urgency, lack of premeditation, lack of perseverance, and sensation seeking. It
consists of 59 items that can be scored on a four-point Likert scale (1= “strongly agree” to 4= “strongly
disagree”). We used a German translated version of the original English questionnaire cf.45.

Mind-Wandering and Mindfulness
Five Facets of Mindfulness Questionnaire (FFMQ). The FFMQ assesses five aspects of mindfulness46:
observation of internal and external processes, description of internal processes, conscious actions, non-
judgement about mental processes, and non-reaction to mental processes. It consists of 39 items that can
be scored on a five-point Likert scale (1= “never or very rarely true” to 5= “very often or always true”).
We used a German translated version of the original English questionnaire.
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Metacognition Questionnaire (MCQ-30). The MCQ-30 assesses self-reported attitudes and abilities in
relation to: worrying, trust in cognitive abilities, control over thoughts, and cognitive self-consciousness47.
It consists of 30 items that can be scored on a four-point Likert scale (1= “do not agree” to 4= “agree
very much”). The order of presentation of the items was done according to Sadeghi and colleagues48. We
used a German translated version of the original English questionnaire.

New York Cognition Questionnaire (NYC-Q). The NYC-Q is a self-report questionnaire that
retrospectively measures thoughts and feelings experienced by a person while doing a specific task or
activity just prior to completion49. The NYC-Q consists of two parts. The first part measures the content
of thoughts (e.g. past related) and feelings with 23 items. The second part measures the form of thoughts
(e.g. in the form of images) with 8 items. The items in both parts of the questionnaire can be scored on a
nine-point Likert scale (First part: 1= “completely did not describe my thoughts” to 9= “completely did
describe my thoughts”; Second part: 1= “completely does not characterize my experience” to
9= “completely characterize my experience”). We assessed the NYC-Q at two time points: 1)
immediately after the scanning session and 2) after both the emotional task switching (ETS)50 and
conjunctive continuous performance task (CCPT)51 were completed. For the NYC-Q presented after both
ETS and CCPT, the first part of the questionnaire was consistently assessed; while the second part is only
available for a subset of participants.

Short Version of the New York Cognition Questionnaire (Short-NYC-Q). The short-NYC-Q9 is
similar to the NYC-Q50, but it only uses 12 items to measure form and content of mind-wandering. The
questions can be rated using a digital format of a scale bar, with an answer resolution of 5% increments
(0%= “describes my thoughts not at all”- 100%= “describes my thoughts completely).

Spontaneous and Deliberate Mind-Wandering (S-D-MW). Both spontaneous mind-wandering (S-
MW) and deliberate mind-wandering (D-MW) quantify trait-level tendencies to experience spontaneous
and deliberate forms of mind-wandering52. Each of the scales comprises four items. The D-MW scale
captures experiences of intentional mind-wandering, whereas the S-MW scale assesses unintentional
occasions of mind-wandering. Although in the original questionnaire the items can be scored on a seven-
point Likert scale, we have adopted a five-point Likert scale instead (1= “almost never” to 5= “very
often”). We used a German translated version of the original English questionnaire cf.45.

Varieties of Inner Speech Questionnaire (VISQ). The VISQ measures phenomenological properties
of inner speech53. The questionnaire includes 18 items assessing four dimensions of inner speech: dialogic
inner speech, the extent to which inner speech involves the voice of others, condensed/expanded inner
speech, and evaluative/motivational inner speech53. The items can be scored using a six-point Likert scale
(1= ‘‘Certainly does not apply to me’’ to 6= “Certainly applies to me”). We used a German translated
version of the original English questionnaire.

Synesthesia
Synesthesia Color Picker Test (SYN). The SYN measures the consistency of synesthetic color
experiences in response to graphemes (letters and numbers)54. Participants assign colors to repeatedly
presented graphemes. Digits 0–9 and all letters of the alphabet were randomly repeated three times.
Perfect consistency would be reflected in a score of 0. A consistency score of 1 or less indicates the
presence of grapheme-color synesthesia.

Cognitive Control and Sustained Attention
Adaptive Visual and Auditory Oddball Target Detection Task (Oddball). This task was designed to
estimate the modality specific (visual/auditory) perceptual threshold in relation to content and form of
ongoing thoughts that were experienced during the task. Based on a common “oddball” paradigm e.g.,55,
participants had to respond via button press to target stimuli—amplitude modulated gabor patches
[visual condition], and sinus tone waves [auditory condition]—that occur infrequently and irregularly
within a series of standard stimuli. The task was designed to adapt to the level of the participant’s
performance, that is, the better the performance, the lower the deviation between the infrequent and
standard stimuli (1-up 2-down staircase procedure). From time to time, participants were interrupted
and asked to rate what they had thought about prior to the interruption cf.56 by using a visual analogue
scale. Visual and auditory conditions appeared to be in two alternating blocks, with 30 deviants per block,
3–7 standard stimuli before each deviant, and 5 thought probes per block. The task had a duration of 60
min.

Attention Control Scale (ACS). The ACS is a self-report inventory constructed to assess individual
differences in attentional control57. It consists of 20 items that can be scored using a four-point Likert
scale (1= “almost never” to 4= “always”). We used a German translated version of the original
English scale.
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Conjunctive Continuous Performance Task (CCPT). The visual variant of the CCPT51 was used to
assess the sustained and selective attention of participants. Participants were instructed to accurately and
quickly respond to a target stimuli (red square) that infrequently appeared within a series of other
geometrically shaped and colored stimuli (e.g., yellow triangle, blue square, etc.). A 4× 4× 4 design with
four geometrical forms, four colors, and four interstimulus intervals was used. Each combination was
presented five times, resulting in a total of 320 trials. For demonstration purposes, participants fulfilled a
practice round consisting of 15 trials. Immediately after finishing the task, participants completed The
New York Cognition Questionnaire (NYC-Q)49 to assess several dimensions of thoughts and feelings
experienced during the task (see above). The entire procedure lasted 15 min.

Emotional Task Switching Task (ETS). The ETS measures cognitive control, more specifically task
switching ability and cognitive inhibition50,58. Participants were presented with a series of words and were
asked to judge their emotional valence (positive/negative), color (blue/green), or word class (adjective/
noun). Participants indicated their response by pressing a button on the left or right side of a word, which
corresponded to a congruent forced-choice. There were two blocks with a short pause in between. In total
there were 300 trials across the three conditions (i.e., 100 words per category). The order of presentation
of the conditions was randomized. The experiment has both N-1 and N-2 trial effects, stemming from
either simple task switching (N-1) or task-set inhibition (N-2). The task had a duration of 25 min.

Creativity
Alternative Uses Task (AUT). The AUT is a measure of divergent thinking59. Participants were asked
to generate novel and creative uses for three items: an umbrella, a car tire, and a water hose. For each of
these items, two minutes were given to generate and write down the ideas. Afterwards, participants had to
select and mark their top two answers60. Three trained judges rated the answers with respect to (i)
creative quality and (ii) amount of detail given (elaboration). The interrater reliability was moderate to
high (intra-class correlation of 0.74–0.82) for the rated scores. Further, fluency was assessed, which refers
to the total number of given answers per subject. Additionally, the statistical rareness of the answers
(originality) was calculated by assessing the relative frequency of each answer. To achieve this,
semantically similar answers (e.g. “flower pot” and “plant pot” a use for the car tire) were counted as the
same answer.

Creative Achievement Questionnaire (CAQ). The CAQ assesses the amount of creative achievements
with 96 items in ten different domains61: visual arts, dance, music, drama, culinary arts, architecture,
creative writing, humor, science, and invention. Each domain consists of eight ranked questions (e.g.,
0= “I do not have training or recognized talent in this area” to 7= “My work has been reviewed in
national publications”). We used a German translated version of the original English questionnaire.

Remote Associates Test (RAT). The RAT has mostly been used to operationalize concepts such as
creativity or problem solving cf.62. The German version of the test consists of 20 word puzzles63,
presented in counterbalanced sets of ten. Each word puzzle comprises three stimulus words, which seem
to be unrelated. Participants are instructed to find out a unifying fourth word that relates to each of the
three words. (e.g., work, alarm, ladder - fire). A total of 40 seconds was given for each puzzle (30 seconds
thinking time and ten seconds answering time).

Test of Creative Imagery Abilities (TCIA). The TCIA measures creative imagery abilities with the help
of a drawing task64. Participants are instructed to complete seven ambiguous figures in a creative way.
First, participants are asked to generate and write down ideas for completion of the figures. Second,
participants have to select one of their ideas and try to illustrate the figure in a way that represents the
chosen idea. Finally, a title for the figure needs to be generated. No time limit is given for completion of
the task. The drawings were rated by five trained judges in three different categories: (i) vividness, which
describes the level of detail and abstraction of the drawing; (ii) originality, which refers to the creative
quality in terms of novel and surprising drawings, and (iii) transformativeness, the level of modification
and improvement of the initially generated idea. Interrater reliability for those scores was between
acceptable and good (intra-class correlation 0.73–0.76).

Drug screening prior to MRI data acquisition
Each of the participants was instructed not to use illicit drugs within two weeks of the scanning
appointment. Participants were also requested to abstain from alcohol and caffeine consumption, as well as
nicotine on the night prior to the scanning day and on the day of scanning. Before the beginning of the MRI
session, participants’ urine was biochemically screened with a MULTI 8/2 strip test (Diagnostik Nord,
Schwerin, Germany) for the presence of buprenorphine (cutoff 10 ng/mL), amphetamine (cutoff 1000 ng/
mL), benzodiazepine (300 ng/mL), cocaine (cutoff 300 ng/mL), methamphetamine (1000 ng/mL),
morphine/heroine (cutoff 300 ng/mL), methadone (cutoff 300 ng/mL), THC (cutoff 50 ng/mL). Cutoff
levels are those recommended by the American National Institute on Drug Abuse (NIDA65). Participants
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provided informed consent on the use of the urine strip test and agreed to its anonymous data sharing,
prior to their participation in the study.

MRI data acquisition
All magnetic resonance imaging (MRI) data was acquired using a whole-body 3 Tesla scanner
(Magnetom Verio, Siemens Healthcare, Erlangen, Germany) equipped with a 32-channel Siemens head
coil at the Day Clinic for Cognitive Neurology, University of Leipzig. For all the MRI data provided here,
the scanner remained stable and did not undergo any major maintenance or updates that would
systematically affect the quality of the acquired data. For each participant the following scans were
obtained: 1) a high-resolution structural scan, 2) four rs-fMRI scans, 3) two gradient echo fieldmaps and,
4) two pairs of spin echo images with reversed phase encoding direction. A low-resolution structural
image of each participant was acquired using a FLAIR sequence for clinical screening.

Structural scan. The high-resolution structural image was acquired using a 3D MP2RAGE sequence66

with the following parameters: voxel size= 1.0 mm isotropic, FOV= 256× 240× 176 mm, TR= 5000 ms,
TE= 2.92 ms, TI1= 700 ms, TI2= 2500 ms, flip angle 1= 4°, flip angle 2= 5°, bandwidth= 240 Hz/Px,
GRAPPA acceleration with iPAT factor 3 (32 reference lines), pre-scan normalization, duration = 8.22
min. From the two images produced by the MP2RAGE sequence at different inversion times (inv1 and
inv2), a quantitative T1 map (t1map), and a uniform T1-weighted image (t1w) were generated.
Importantly, the latter image is purely T1-weighted, whereas standard T1-weighted image, for example
acquired with the MPRAGE sequence, also contain contributions of proton density and T2∗. It should be
taken into account that such differences can affect morphometric measures67.

For one participant (010025), the structural scan is MPRAGE instead of MP2RAGE (the T1-weighted
image file names contain the sequence type) with voxel size= 1 mm isotropic, FoV= 256× 240× 176,
TR= 2300ms, TE= 2.98 ms, TI= 900 ms, flip angle= 9°, bandwidth= 238 Hz/Px.

Resting-state scans. Four rs-fMRI scans were acquired in axial orientation using T2∗-weighted
gradient-echo echo planar imaging (GE-EPI) with multiband acceleration, sensitive to blood oxygen
level-dependent (BOLD) contrast68,69. Sequences were identical across the four runs, with the exception
of alternating slice orientation and phase-encoding direction, to vary the spatial distribution of distortions
and signal loss. Thus, the y-axis was aligned parallel to the AC-PC axis for runs 1 and 2, and parallel to
orbitofrontal cortex for runs 2 and 4. The phase-encoding direction was A–P for runs 1 and 3, and P–A
for runs 2 and 4. Further parameters were set as follows for all four runs: voxel size= 2.3 mm isotropic,
FOV= 202× 202 mm2, imaging matrix= 88× 88, 64 slices with 2.3 mm thickness, TR= 1400 ms,
TE= 39.4 ms, flip angle= 69°, echo spacing= 0.67 ms, bandwidth= 1776 Hz/Px, partial fourier 7/8, no
pre-scan normalization, multiband acceleration factor= 4, 657 volumes, duration= 15 min 30 s. During
the resting-state scans, participants were instructed to remain awake with their eyes open and to fixate on
a crosshair.

Scans for distortion correction. Two prominent methods exist to correct for geometric distortions in
EPI images: fieldmaps, which represent the degree of distortion as calculated from two phase images with
different echo times70,71, and reverse phase encoding, in which pairs of “blip-up blip-down” images are
acquired with opposite phase encoding direction — thus opposite distortions — and used to model a
middle distortion-free image72,73. This dataset contains scans required for both methods to accommodate
different preprocessing approaches and facilitate method comparison. Before each pair of resting-state
runs with the same y-axis orientation (see above), the following scans were acquired in the same
orientation as the subsequent resting-state scans: a pair of spin echo images (voxel size= 2.3 mm
isotropic, FOV= 202× 202 mm2, imaging matrix= 88× 88, 64 slices with 2.3 mm thickness, TR= 2200
ms, TE= 52 ms, flip angle= 90°, echo spacing= 0.67 ms, phase encoding=AP/PA, bandwidth= 1776
Hz/Px, partial fourier 6/8, no pre-scan normalization, duration= 0.20 min each), and a gradient echo
fieldmap (voxel size= 2.3 mm isotropic, FOV= 202× 202 mm2, imaging matrix= 88× 88, 64 slices with
2.3 mm thickness, TR= 680 ms, TE1= 5.19 ms, TE2= 7.65 ms, flip angle= 60°, bandwidth= 389 Hz/Px,
prescan normalization, no partial fourier, duration= 2.03 min).

Additional scans. 109 subjects also took part in a complementary protocol. Therefore, additional
modalities will be available for these subjects. Modalities include high-resolution T2-weighted (108
subjects), diffusion-weighted (109), 3D FLAIR (47), phases and magnitudes of gradient-echo images
suitable for Susceptibility-Weighted Imaging (SWI), and Quantitative Susceptibility Mapping (QSM) (45
subjects), as well as an additional 15-minute resting-state scan for all 109 subjects.

MRI data preprocessing
To enhance data usability we provide preprocessed data from 189 subjects (five participants did not have
all four resting-state scans available, and were excluded from preprocessing). Data from five participants
were further excluded due to failure at the preprocessing stage. The raw MRI data of these subjects are
not corrupted, and are therefore available in the main database. Preprocessing pipelines were
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implemented using Nipype74 and are described in more detail below. All code is openly available (https://
github.com/NeuroanatomyAndConnectivity/pipelines/tree/master/src/lsd_lemon).

Importantly, the preprocessing performed here is just one out of a multitude of possible pipelines that
could be conceived for this dataset. The decisions taken at individual processing steps will not be suitable
for every application. Users are strongly advised to familiarize themselves with the details of the workflow
before adopting the preprocessed data for their study. We also encourage users to subscribe to the mailing
list for updates and discussions regarding the preprocessing pipelines used here (http://groups.google.
com/group/resting_state_preprocessing).

Structural data. The background of the uniform T1-weighted image was removed using CBS Tools75,
and the masked image was used for cortical surface reconstruction using FreeSurfer’s full version of
recon-all76,77. A brain mask was created based on the FreeSurfer segmentation results. Diffeomorphic
nonlinear registration as implemented in ANTs SyN algorithm78 was used to compute a spatial
transformation between the individual’s T1-weighted image and the MNI152 1mm standard space.

To remove identifying information from the structural MRI scans, a mask for defacing was created
from the MP2RAGE images using CBS Tools75. This mask was subsequently applied to all
anatomical scans.

Functional data. The first five volumes of each resting-state run were excluded. Transformation
parameters for motion correction were obtained by rigid-body realignment to the first volume of the
shortened time series using FSL MCFLIRT79. The fieldmap images were preprocessed using the
fsl_prepare_fieldmap script. A temporal mean image of the realigned time series was rigidly registered
to the fieldmap magnitude image using FSL FLIRT80 and unwarped using FSL FUGUE81 to estimate
transformation parameters for distortion correction. The unwarped temporal mean was rigidly
coregistered to the subject’s structural scan using FreeSurfer’s boundary-based registration algorithm82,
yielding transformation parameters for coregistration. The spatial transformations from motion
correction, distortion correction, and coregistration were then combined and applied to each volume
of the original time series in a single interpolation step. The time series were masked using the brain mask
created from the structural image (see above). The six motion parameters and their first derivatives were
included as nuisance regressors in a general linear model (GLM), along with regressors representing
outliers as identified by Nipype’s rapidart algorithm (https://nipype.readthedocs.io/en/latest/interfaces/
generated/nipype.algorithms.rapidart.html), as well as linear and quadratic trends. To remove
physiological noise from the residual time series, we followed the aCompCor approach as described by
Behzadi and colleagues83. Masks of the white matter and cerebrospinal fluid were created by applying FSL
FAST84 to the T1-weighted image, thresholding the resulting probability images at 99%, eroding by one
voxel and combining them to a single mask. Of the signal of all voxels included in this mask, the first six
principal components were included as additional regressors in a second GLM, run on the residual time
series from the first GLM. The denoised time series were temporally filtered to a frequency range between
0.01 and 0.1 Hz using FSL, mean centered and variance normalized using Nitime85. The fully
preprocessed time series of all for runs were temporally concatenated. To facilitate analysis in standard
space, the previously derived transformation was used to project the full-length time series into MNI152 2
mm space. The preprocessed data are made available in the subjects’ native structural space and MNI
standard space, along with the subject’s brain mask and all regressors used for denoising.

Data security and data anonymization procedures
Data for all participants was stored on our instance of the eXtensible Neuroimaging Archive Toolkit
(XNAT86) v.1.6.5. at the MPI-CBS. Access to the initial project was restricted (via XNAT’s private project
mode) to members of the Neuroanatomy & Connectivity Group at MPI-CBS for initial curation and
quality assessment of data. All data comprised in the MPI-Leipzig Mind-Brain-Body database were
derived from MPI-CBS so data import into XNAT was done from a local secured network.

A specially customized XNAT uploader was used to upload all participants’ data to XNAT. The native
DICOM format was used for MRI data, whilst a standard ASCII (∗.csv, ∗.txt) format was employed to
upload all other experimental data such as surveys, test batteries, and demographical data.

The anonymization measures applied to the MRI data consisted of removal of DICOM header tags
containing information which could lead to the identification of test subjects as well as the defacing of all
structural (NIFTI) scans. Specific surveys and test batteries containing sensitive information are only
available via the restricted project in XNAT for which access needs to be applied for (see the Usage Notes
section below).

Code availability
All code that was implemented for data acquisition and processing is available online (https://
neuroanatomyandconnectivity.github.io/opendata/). Data handling and computation of summary
measures were implemented in Python. The pipeline used for MRI preprocessing is also available
(https://github.com/NeuroanatomyAndConnectivity/pipelines/tree/v2.0/src/lsd_lemon, releasev2.0).

The tasks that the participants received were implemented using the Python package PsychoPy2
Experiment Builder v1.81.0387,88, OpenSesame 0.27.489, and Presentation® software (Version 16.5,
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Neurobehavioral Systems, Inc., Berkeley, CA, http://www.neurobs.com). We provide the respective
source codes of the Adaptive Visual and Auditory Oddball Target Detection Task e.g.,55; cf.56 (Oddball;
https://github.com/NeuroanatomyAndConnectivity/opendata/tree/master/scripts), Conjunctive Contin-
uous Performance Task51 (CCPT; https://github.com/NeuroanatomyAndConnectivity/ConjunctiveCon-
tinuousPerformanceTask), and Emotional Task Switching50,58 (ETS; https://github.com/
NeuroanatomyAndConnectivity/opendata/tree/master/scripts).

Data Records
Survey and task data
Data from all questionnaires are open access, except for two (Facebook Intensity Scale28 and Multi-
Gender Identity Questionnaire35). Results of questionnaires are released as summary scores, except for:
Multi-Gender Identity Questionnaire35 (MGIQ), Mobile Phone Usage (MPU), Facebook Intensity Scale28

(FBI), New York Cognition Questionnaire49 (NYC-Q), and the short version of the New York Cognition
Questionnaire9 (Short-NYC-Q). Task data for the CCPT51, ETS50,58, and oddball task e.g.,55; cf.56 are
available via subject-specific .csv files. Accompanying specifications and information for each
questionnaire and task are given in .txt file format.
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A basic demographic summary is provided together with general information on data acquisition. The
metafile includes gender, age (5-year bins), body mass index, handedness, current or past diagnosed
psychiatric disorder(s), result of the drug test on day of scanning, and formal education.

Behavioral and questionnaire data is provided at https://dataverse.harvard.edu/ through the following
link https://doi.org/10.7910/DVN/VMJ6NV (Data Citation 2).

MRI data
The dataset is organized in concordance with the Brain Imaging Data Structure (BIDS) format90. This
facilitates data analysis, for example with BIDS-Apps91 (http://bids-apps.neuroimaging.io). BIDS-Apps
encapsulate standard MRI analysis tools within an application that understands the BIDS format and
allows to automatically access relevant data and metadata.

MRI data are currently available from three locations:

1. OpenfMRI.org (now renamed to OpenNeuro) platform also hosts the raw data (Data Citation 3)
The OpenfMRI repository provides API access available via https://openfmri.org/dataset/api/. In
addition, similar to all other datasets in OpenfMRI, our dataset is available via Amazon Web Services
S3 object data store under the s3://openneuro/ds000221/

2. International Neuroimaging Data-sharing Initiative, INDI (Data Citation 4)
3. Gesellschaft für wissenschaftliche Datenverarbeitung mbH Göttingen (GWDG): https://www.gwdg.de/

Raw and preprocessed data at this location is accessible through web browser (https://ftp.gwdg.de/pub/
misc/MPI-Leipzig_Mind-Brain-Body/) and a fast FTP connection (ftp://ftp.gwdg.de/pub/misc/MPI-
Leipzig_Mind-Brain-Body/). In the case the location of the data changes in the future, the location of
the dataset can be resolved with PID 21.11101/0000-0004-2CD6-A (e.g., https://hdl.handle.net/
21.11101/0000-0004-2CD6-A).

Technical Validation
All datasets were manually assessed for missing or corrupt data (see Supplementary Table 3 and
Supplementary File 1). Further quality control of the data was applied to the MRI and behavioral
measures, as described below.

MRI data quality assessment
Preprocessed MRI data were assessed for quality using the mriqc package92 (the code was adapted from
https://github.com/chrisfilo/mriqc and can be found at https://github.com/NeuroanatomyAndConnec-
tivity/pipelines/tree/master/src/lsd_lemon, release v2.0), implemented in Python. mriqc creates a report
for each individual scan based on assessment of movement parameters, coregistration, and temporal

Figure 4. Temporal signal-to-noise (tSNR). Group-level variance in temporal signal-to-noise (tSNR) across
the brain. tSNR values are lower in ventral regions including orbitofrontal and temporal cortex.
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signal-to-noise (tSNR) calculations. For comparison, all individual-level scores are displayed with respect
to the group-level distribution. We visually inspected the quality assessment reports for each subject to
ensure adequate coregistration and fieldmap correction.

As motion during the resting-state fMRI scan poses a substantial source of noise93, we characterized
motion for each run as the mean and maximum framewise displacement (Fig. 2). Overall, the summary
of motion parameters demonstrates that the data are largely of sufficient quality, with 89.2% of runs
showing less than one voxel (2.3 mm) maximum framewise displacement, and a mean framewise
displacement of 0.18 mm (SD= 0.08 mm).

Fieldmap correction provides an approach to correct for distortions due to susceptibility artifacts.
While unable to recover signal loss, the correction of such nonlinear distortions improves coregistration
between scan types, and group-level alignment94. As an example, we present a single dataset, pre- and
post-fieldmap correction, in Fig. 3. As expected, fieldmap correction primarily shifted voxels within
ventral regions.

Temporal signal-to-noise (tSNR), which is calculated on the voxel-level as the mean signal divided by
the standard deviation, offers a general overview of the local differences across the brain. We observed
lower tSNR in ventral regions, including the orbitofrontal and temporal cortex (Fig. 4).

Translated Questionnaires Cronbach’s alpha coefficient (α)

Personality and Habitual Behaviors

Abbreviated Math Anxiety Scale9 α= 0.92 (English original: α= 0.90)

Body Consciousness Questionnaire21 Private body scale, α= 0.63
Public body scale, α= 0.62
Body competence scale, α= 0.62
Note. Cronbach’s α coefficients of the original scales are not available

Boredom Proneness Scale22 α= 0.84 (English original: α= 0.79)

Internet Addiction Test32 α= 0.91 (item 3 was excluded from the analysis due to different scaling; values for English unavailable)

Involuntary Musical Imagery Scale33 Negative valence, α= 0.88 for (English original: α= 0.91)
Movement, α= 0.92 (English original: α= 0.88)
Personal reflections, α= 0.64 (English original: α= 0.76)
Help, α= 0.90 (English original: α= 0.84)

Multimedia Multitasking Index35 α= 0.97 (English original: not reported)

Self-Esteem Scale38 α= 0.88 (English original: α= 0.79 for males; α= 0.83 for females)

Short Dark Triad39 Machiavellianism, α= 0.68 (English original: α= 0.78)
Narcissism, α= 0.65 (English original: α= 0.77)
Psychopathy, α= 0.59 for (English original: α= 0.80)

UPPS-P Impulsive Behavior Scale42,43, cf.45 Negative urgency, α= 0.83 (English original: α= 0.90)
Lack of premeditation, α= 0.75 (English original: α= 0.91)
Lack of perseverance, α= 0.84 (English original: α= 0.82)
Sensation seeking, α= 0.82 (English original: α= 0.86)
Positive urgency, α= 0.90 (English original: not reported)

Mind-Wandering and Mindfulness

Five Facets of Mindfulness46 Observing scale, α= 0.68 (English original: α= 0.83)
Describing scale, α= 0.89 (English original: α= 0.91)
Acting with Awareness scale, α= 0.70 (English original: α= 0.87)
Nonjudging scale, α= 0.87 (English original: α= 0.87)
Nonreactivity scale, α= 0.69 (English original: α= 0.75)

Metacognition Questionnaire46,48 Cognitive confidence, α= 0.80 (English original: α= 0.93)
Positive beliefs, α= 0.85 (English original: α= 0.92)
Cognitive self-consciousness, α= 0.85 (English original: α= 0.92)
Uncontrollability and danger, α= 0.80 (English original: α= 0.91)
Need to control thoughts, α= 0.67 (English original: α= 0.72)

Spontaneous and Deliberate Mind-Wandering51, cf.45 Deliberate mind-wandering, α= 0.81 (English original: α= 0.90)
Spontaneous mind-wandering, α= 0.81 (English original: α= 0.88)

Varieties of Inner Speech Questionnaire52 Dialogic inner speech, α= 0.74 (English original: α= 0.83)
Condensed inner speech, α= 0.79 (English original: α= 0.83)
Other people in inner speech, α= 0.86 (English original: α= 0.88)
Evaluative inner speech, α= 0.74 (English original: α= 0.80)

Cognitive Control and Sustained Attention

Attention Control Scale56 α= 0.74 (English original: not reported)

Creativity

Creative Achievement Questionnaire60 α= 0.67 (English original: α= 0.96)

Table 3. Reliability of translated questionnaires. Estimated reliability of the English-German translated
questionnaires using Cronbach’s Alpha coefficient (α). Note. Cronbach’s alpha coefficient was not computed
for the NYC-Q and the Short-NYC-Q, as the heterogeneity of items within these questionnaires do not describe
a unitary phenomenon and are not designed to be internally consistent94. We recommend a factor analytic
approach to derive behavioral scores from these questionnaires (see48).
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Behavioral measures quality assessment
Fifteen questionnaires without a published German version were in-house translated (English-German).
To ensure general usability of the translated questionnaires, their reliability was estimated using
Cronbach’s Alpha coefficient (see Table 3). For comparison, the Cronbach’s Alpha coefficients from the
original questionnaires are also reported in Table 3.

Internal consistency95 of the majority of questionnaires was acceptable, with an average Cronbach’s
Alpha of 0.78, thus showing that the German translations of those specific questionnaires are
reproducible and valid. However, three questionnaires (Short Dark Triad40, Body Consciousness
Questionnaire22, and the Creative Achievement Questionnaire61) and four scales (two scales of the Five
Facets of Mindfulness Questionnaire46, one scale of the Metacognition Questionnaire47, and one scale of
the Involuntary Musical Imagery Scale34) showed modest reliability, with Cronbach’s Alpha coefficient
o0.70, and should be interpreted with caution.

Usage Notes
The MRI dataset can be accessed at https://openneuro.org, http://fcon_1000.projects.nitrc.org, or https://
www.gwdg.de/ and the behavioral data is available at http://www.nitrc.org (http://nitrc.org/projects/
mpilmbb/). The following data are publicly available: 1) MRI data (structural and functional), 2) general
demographic of the studied population, 3) summary scores and/or indexes of the questionnaires and
tasks, and 4) raw scores of the measures that do not possess summary scores and have not been classified
as sensitive. All MRI datasets are made available in NIFTI format, and all anatomical scans have been
defaced.

The dataset, protocols, and software used in the acquisition and processing of the data are
documented, curated, and available for download. For access to the behavioral data, users must first agree
to the terms of data usage, which prohibit any usage that aims to identify the individuals based on these
phenotypic data.

Additional access to sensitive behavioral measures
Individual behavioral scores and sensitive phenotypic measures may be made available upon request to
the corresponding authors. The completion of additional data license and confidentiality forms will be
required in advance of further data access.
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Abstract
Objective
To test whether elevated blood pressure (BP) relates to gray matter (GM) volume (GMV)
changes in young adults who had not previously been diagnosed with hypertension (systolic BP
[SBP]/diastolic BP [DBP] ≥140/90 mm Hg).

Methods
We associated BP with GMV from structural 3T T1-weighted MRI of 423 healthy adults
between 19 and 40 years of age (mean age 27.7 ± 5.3 years, 177 women, SBP/DBP 123.2/73.4
± 12.2/8.5 mm Hg). Data originated from 4 previously unpublished cross-sectional studies
conducted in Leipzig, Germany. We performed voxel-based morphometry on each study
separately and combined results in image-based meta-analyses (IBMA) to assess cumulative
effects across studies. Resting BP was assigned to 1 of 4 categories: (1) SBP <120 and DBP
<80 mm Hg, (2) SBP 120–129 or DBP 80–84 mm Hg, (3) SBP 130–139 or DBP 85–89 mm
Hg, (4) SBP ≥140 or DBP ≥90 mm Hg.

Results
IBMA yielded the following results: (1) lower regional GMV was correlated with higher
peripheral BP; (2) lower GMV was found with higher BP when comparing individuals in
subhypertensive categories 3 and 2, respectively, to those in category 1; (3) lower BP-related
GMV was found in regions including hippocampus, amygdala, thalamus, frontal, and parietal
structures (e.g., precuneus).

Conclusion
BP ≥120/80 mm Hg was associated with lower GMV in regions that have previously been
related to GM decline in older individuals with manifest hypertension. Our study shows that
BP-associated GM alterations emerge continuously across the range of BP and earlier in
adulthood than previously assumed. This suggests that treating hypertension or maintaining
lower BP in early adulthood might be essential for preventing the pathophysiologic cascade of
asymptomatic cerebrovascular disease to symptomatic end-organ damage, such as stroke or
dementia.
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Hypertension (HTN) is highly prevalent and the leading
single risk factor for global disease burden and overall
health loss.1,2 The risk for insidious brain damage and
symptomatic cerebrovascular disease (CVD) (e.g., stroke
and vascular dementia) multiplies with manifestation
of HTN.3 Midlife HTN is a major risk factor for late-
life cognitive decline and has been associated with risk
for dementia, including late-onset Alzheimer disease
(AD).3–5

Importantly, HTN is also related to subclinical
functional6,7 and structural5–14 brain changes, or asymp-
tomatic CVD, including brain volume reductions in the
medial temporal and frontal lobes.5,6,9–11,15 Hippocampal
volumes, in particular, have been consistently associated
with HTN-related reductions.5,9,10,15 Furthermore, com-
putational anatomy has been employed to detect subtle
cerebral changes, such as microstructural white matter
(WM) alterations13 or reductions in regional gray matter

(GM),5,11 in middle-aged and older adults with elevated
blood pressure (BP).

Recent statements suggest that symptomatic clinical dis-
ease, resulting from elevated BP, could be prevented by
avoiding primary BP elevations and subclinical target or-
gan damage (including brain damage) in early adulthood
and middle age.3,16,17 However, effects of elevated BP
on adult brains before the age of 40 are unclear. Pre-
liminary evidence from 32 young, normotensive adults
showed that BP reactivity correlated with lower amygdala
volume.18

This study aimed to investigate if subtle structural brain
changes occur in early adulthood (<40 years) at sub-
hypertensive BP levels. We hypothesized that higher BP
would relate to lower regional GM volume (GMV) and that
this would predominantly affect frontal and medial temporal
lobes, including amygdala and hippocampus.

Glossary
AD = Alzheimer disease; ANOVA = analysis of variance; BMI = body mass index; BP = blood pressure; CSFV = cerebrospinal
fluid volume; CVD = cerebrovascular disease; DBP = diastolic blood pressure; FA = flip angle; FLAIR = fluid-attenuated
inversion recovery; FOV = field of view; FWE = family-wise error; GM = gray matter; GMV = gray matter volume; HTN =
hypertension; IBMA = image-based meta-analyses; LIFE Study = Leipzig Research Centre for Civilization Diseases Study;
ROI = region of interest; SBP = systolic blood pressure; SDM = seed-based d mapping; TE = echo time; TI = inversion time;
TIV = total intracranial volume; TR = repetition time; VBM = voxel-based morphometry;WM = white matter;WMH = white
matter hyperintensities; WMV = white matter volume.
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Methods
We applied voxel-based morphometry19,20 (VBM) to 4
previously unpublished independent datasets including
young adults aged between 19 and 40 years without pre-
vious diagnosis of HTN or any other severe, chronic, or
acute disease. Results from each dataset were combined in
image-based meta-analyses (IBMA) for well-powered,
cumulative evaluation of findings across study differences
(i.e., recruitment procedure, inclusion criteria, and data
acquisition, figure 1 and table e-1, doi.org/10.1101/
239160).

Participants
We included cross-sectional data of 423 young participants
from 4 samples. The samples were drawn from larger studies
that were conducted in Leipzig, Germany, between 2010
and 2015: (1) Leipzig Study for Mind–Body–Emotion
Interactions (Babayan et al., under review), (2) Neural
Consequences of Stress Study (Reinelt et al., in prepara-
tion), (3) Neuroanatomy and Connectivity Protocol,21 and
(4) Leipzig Research Centre for Civilization Diseases Study
(LIFE Study).22

The objective of study 1 was to cross-sectionally investigate
mind–brain–body–emotion interactions in a younger (20–35
years) and an older (59–77 years) group of 228 healthy vol-
unteers. Study 2 aimed to investigate neural correlates of acute
psychosocial stress in 79 young (18–35 years), healthy, non-
smoking men. The study protocol for the baseline assessment
of participants in study 2 was adapted from the protocol in
study 1. In study 3, 194 healthy volunteers between 20 and 75
years of age participated in 1 session of MRI and completed an
extensive assessment of cognitive and personality measures.
This dataset aimed to relate intrinsic functional brain connec-
tivity with cognitive faculties, self-generated mental experience,
and personality features. Together, studies 1–3 constitute the
MPI-Leipzig Mind–Brain–Body database. Study 4 (LIFE
Study) is a population-based dataset in Leipzig, Germany, with
the objective to investigate the development of major modern
diseases. Overall, 10,000 participants were randomly drawn
from the local population, of whom 2,667 underwent MRI and
detailed screening. With dementia being one of the key sci-
entific topics in this study, most participants in the MRI sub-
cohort were adults older than 60 years. The exact inclusion
procedure and numbers for the current investigation are

Figure 1 Flow chart with inclusion procedure for the 4 samples

Sample 1: Leipzig Study for Mind–Body–Emotion Interactions. Sample 2: Neural Consequences of Stress Study. Sample 3: Neuroanatomy and Connectivity
Protocol. Sample 4: Leipzig Research Centre for Civilization Diseases (MRI subcohort).
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Table 1 Characteristics by blood pressure (BP) category

Total Category 1 Category 2 Category 3 Category 4 p Value
Pairwise
comparisons

No. (%) 423 (100) 175 (41) 121 (29) 80 (19) 47 (11)

Women, n (%) 177 (42) 117 (67) 40 (33) 11 (14) 9 (19) a 2,a 3,a 4a

Age, y, mean (SD) 27.66 (5.27) 27.61 (5.53) 27.30 (4.95) 28.01 (5.24) 28.21 (5.23)

Range, y, min–max 19–40 19–40 20–40 20–40 20–39

SBP, mm Hg, mean
(SD)

123.2 (12.19) 111.91 (5.44) 123.99 (3.62) 134.57 (3.48) 143.56 (7.76) a 2a 3,a 4a

DBP, mm Hg, mean
(SD)

73.38 (8.49) 67.67 (5.81) 73.64 (5.77) 78.79 (6.46) 84.75 (8.26) a 2,a 3,a 4a

Body mass index, kg/
m2, mean (SD)

23.48 (3.25) 22.60 (2.74) 23.45 (3.23) 24.22 (3.42) 25.59 (3.62) a 2,b 3,c 4a

Missing values, n (%) 13 (3) 5 (3) 4 (3) 1 (1) 3 (6)

Range, kg/m2,
min–max

17.96–36.93

Smoking status, n (%)

Nonsmoker 273 (65) 113 (65) 78 (64) 53 (66) 29 (62)

Occasional smoker 57 (13) 23 (13) 17 (14) 13 (16) 4 (9)

Smoker 73 (17) 29 (17) 21 (17) 13 (16) 10 (21)

Missing values 20 (5) 10 (6) 5 (4) 1 (1) 4 (9)

Fazekas score, n (%)

0 303 (72) 123 (70) 85 (70) 59 (74) 36 (77)

1 72 (17) 39 (22) 16 (13) 10 (13) 7 (15)

2 0 (0) 0 (0) 0 (0) 0 (0) 0 (0)

3 0 (0) 0 (0) 0 (0) 0 (0) 0 (0)

Missing values 48 (11) 13 (7) 20 (17) 11 (14) 4 (9)

Total intracranial
volume, mL, mean
(SD)

1,450.05 (137.39) 1,400.49 (127.47) 1,457.43 (142.07) 1,508.05 (116.23) 1,516.90 (126.29)

Gray matter volume,
mL, mean (SD)

777.41 (88.69) 748.55 (79.50) 784.29 (90.41) 809.72 (87.36) 812.16 (86.47)

White matter volume,
mL, mean (SD)

449.79 (55.74) 435.84 (53.56) 452.75 (55.93) 464.19 (53.34) 469.58 (55.52)

CSF volume,mL,mean
(SD)

222.86 (56.60) 216.09 (54.57) 220.40 (59.53) 234.14 (54.14) 235.16 (57.34)

Hippocampal volume,
left, mL, mean (SD)

3.90 (0.45) 3.77 (0.41) 3.93 (0.46) 4.06 (0.43) 4.09 (0.43)

Hippocampal volume,
right, mL, mean (SD)

3.97 (0.43) 3.83 (0.40) 4.00 (0.44) 4.12 (0.40) 4.14 (0.39)

Amygdalar volume,
left, mL, mean (SD)

1.68 (0.19) 1.62 (0.18) 1.68 (0.19) 1.75 (0.18) 1.75 (0.18)

Amygdalar volume,
right, mL, mean (SD)

1.50 (0.16) 1.45 (0.15) 1.51 (0.17 1.56 (0.16) 1.57 (0.15)

Abbreviations: DBP = diastolic blood pressure; SBP = systolic blood pressure.
The p Value column specifies significant results of comparisons between BP categories: empty cells = p > 0.05.
The Pairwise comparisons column specifies significant post hoc comparisons for: 2 = category 1 vs 2, 3 = category 1 vs 3, 4 = category 1 vs 4. a p < 0.001; b p <
0.05; c p < 0.01.
Definition of BP categories: category 1, SBP <120 mm Hg and DBP <80 mm Hg; category 2, SBP 120–129 mm Hg or DBP 80–84 mm Hg; category 3, SBP
130–139 mm Hg or DBP 85–89 mm Hg; and category 4, SBP ≥140 mm Hg or DBP ≥90 mm Hg.
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Table 2 Characteristics by sample

Total Sample 1 Sample 2 Sample 3 Sample 4 p Value Pairwise comparisons

No. 423 81 52 70 220

Women, n (%) 177 (42) 37 (46) 0 (0) 43 (61) 97 (44) a 1 vs 2,a 2 vs 3,a 2 vs 4,a 3
vs 4b

Age, y, mean (SD) 27.66 (5.27) 24.36 (3.07) 25.77 (2.44) 26.54 (4.82) 29.69 (5.65) a 1 vs 3,b 1 vs 4,a 2 vs 4,a 3
vs 4a

Range, y, min–max 19–40 20–35 21–31 20–40 19–40

SBP, mm Hg, mean (SD) 123.2 (12.19) 121.8
(12.02)

128.4 (9.80) 128.4 (12.16) 120.8 (11.95) a 1 vs 2,c 1 vs 3,a 2 vs 4,a 3 vs
4a

DBP, mm Hg, mean (SD) 73.38 (8.49) 73.27 (6.77) 75.68 (8.03) 79.91 (7.65) 70.80 (8.20) a 1 vs 3,a 1 vs 4,b 2 vs 3,c 2 vs
4,a 3 vs 4a

BP category, n (%) a 1 vs 2,b 1 vs 3,c 2 vs 4,a 3 vs
4a

Category 1 (SBP <120 mm Hg
and DBP <80 mm Hg)

175 (41) 38 (47) 10 (19) 15 (21) 112 (51)

Category 2 (SBP 120–129 mm
Hg or DBP 80–84 mm Hg)

121 (29) 23 (28) 21 (40) 19 (27) 58 (26)

Category 3 (SBP 130–139 mm
Hg or DBP 85–89 mm Hg)

80 (19) 13 (16) 12 (23) 21 (30) 34 (15)

Category 4 (SBP ≥140 mm Hg
or DBP ≥90 mm Hg)

47 (11) 7 (9) 9 (17) 15 (21) 16 (7)

Body mass index, kg/m2,
mean (SD)

23.48 (3.25) 23.14 (3.06) 23.02 (2.47) 23.17 (3.58) 23.79 (3.38)

Missing values, n (%) 13 (3) 0 (0) 0 (0) 12 (17) 1 (0)

Range, kg/m2, min–max 17.96–36.93 18.0–34.5 17.96–28.85 18.1–36.88 18.55–36.93

Smoking status, n (%) a 1 vs 2,a 1 vs 4,a 2 vs 3,a 2
vs 4,a 3 vs 4b

Nonsmoker 273 (65) 57 (70) 52 (100) 40 (57) 124 (56)

Occasional smoker 57 (13) 16 (20) 0 (0) 11 (16) 30 (14)

Smoker 73 (17) 5 (6) 0 (0) 6 (9) 62 (28)

Missing values 20 (5) 3 (4) 0 (0) 13 (19) 4 (2)

Fazekas score, n (%)

0 303 (72) 60 (74) 15 (29) 49 (70) 179 (81)

1 72 (17) 14 (17) 4 (8) 16 (23) 38 (17)

2 0 (0) 0 (0) 0 (0) 0 (0) 0 (0)

3 0 (0) 0 (0) 0 (0) 0 (0) 0 (0)

Missing values 48 (11) 7 (9) 33 (63) 5 (7) 3 (1)

Total intracranial volume, mL,
mean (SD)

1,450.05
(137.39)

1,448.41
(138.07)

1,553.45
(100.05)

1,424.99
(127.14)

1,434.19
(137.82)

a 1 vs 2,a 2 vs 3,a 2 vs 4a

Gray matter volume, mL,
mean (SD)

777.41
(88.69)

829.38
(74.94)

880.24
(59.62)

805.25
(64.19)

725.11
(66.89)

a 1 vs 2,a 1 vs 3,b 1 vs4,a 2 vs
3,a 2 vs 4,a 3 vs 4a

White matter volume, mL,
mean (SD)

449.79
(55.74)

430.85
(49.28)

467.25
(40.38)

420.51
(46.23)

461.95
(58.48)

a 1 vs 2,a 1 vs 4,a 2 vs 3,a 3
vs 4a

CSF volume, mL, mean (SD) 222.86
(56.60)

188.19
(42.88)

205.97
(36.83)

199.22
(48.70)

247.13
(56.18)

a 1 vs 4,a 2 vs 4,a 3 vs 4a

Hippocampal volume, left, mL,
mean (SD)

3.90 (0.45) 4.17 (0.39) 4.42 (0.33) 4.03 (0.35) 3.65 (0.32) a 1 vs 2,a 1 vs 3,b 1 vs 4,a 2
vs 3,a 2 vs 4,a 3 vs 4a

Continued
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depicted in figure 1. Inclusion criteria for our study were age
between 19 and 40 years, availability of high-resolution struc-
tural T1-weightedMRI, and ≥1 BPmeasurements. Participants
were excluded in case of previously diagnosed HTN, intake of
antihypertensive drugs, or severe diseases (table e-1, doi.org/
10.1101/239160).

Standard protocol approvals, registrations,
and patient consents
The studies were in agreement with the Declaration of Hel-
sinki and approved by the ethics committee of the medical
faculty at the University of Leipzig, Germany (ethics reference
numbers: study 1: 154/13-ff; study 2: 385/14-ff; study 3:
097/15-ff; study 4: 263-2009-14122009). Before entering the
studies, participants gave written informed consent.

BP measurements
Systolic BP (SBP) and diastolic BP (DBP) were measured at
varying times of day using an automatic oscillometric BP
monitor (OMRONM500 [samples 1–3], 705IT [sample 4],
OMRON Medizintechnik, Mannheim, Germany) after
a seated resting period of 5 minutes. In sample 1, 3 meas-
urements were taken from participants’ left arms on 3 sep-
arate occasions within 2 weeks. In sample 2, 2 measurements
were taken from participants’ left arms on 2 separate occa-
sions on the same day. In sample 3, BP was measured once
before participants underwent MRI. In sample 4, the pro-
cedure consisted of 3 consecutive BP measurements, taken
from the right arm in intervals of 3 minutes. In each sample,
all available measurements per participant were averaged to
1 SBP and 1 DBP value. These averages were used for
classification of BP.

Neuroimaging
MRI was performed at the same 3T MAGNETOM Verio
Scanner (Siemens, Erlangen, Germany) for all studies with
a 32-channel head coil. Whole-brain 3DT1-weighted volumes
with a resolution of 1 mm isotropic were acquired for the
assessment of brain structure. T1-weighted images in sample
4 were acquired with a standard magnetization-prepared rapid
gradient echo protocol (inversion time [TI] 900 ms, repeti-
tion time [TR] 2,300 ms, echo time [TE] 2.98 ms, flip angle

[FA] 9°, field of view [FOV] 256 × 240 × 176 mm3, voxel size
1 × 1 × 1 mm3), while T1-weighted images in samples 1–3
resulted from anMP2RAGE protocol (TI1 700 ms, TI2 2,500
ms, TR 5,000 ms, TE 2.92 ms, FA1 4°, FA2 5°, FOV 256 × 240
× 176 mm3, voxel size 1 × 1 × 1 mm3). GM and WM contrast
are comparable for the 2 sequence protocols,1,2 but additional
preprocessing steps were performed for MP2RAGE T1-
weighted images (e-Methods, doi.org/10.1101/239160).
Fluid-attenuated inversion recovery (FLAIR) images were
acquired in all samples for radiologic examination for in-
cidental findings and for Fazekas scale ratings for WM
hyperintensities (WMH) (tables 1 and 2).

Data processing and statistical analysis
Details on all analysis methods can be found in the e-Methods
(doi.org/10.1101/239160).

BP classification
For statistical analyses, all available BP measurements per partic-
ipant were averaged to 1 mean SBP and DBP, respectively. Based
on these averages, we categorized BP according to the European
guidelines for the management of arterial hypertension23: cate-
gory 1 (SBP <120 mm Hg and DBP <80 mm Hg), category 2
(SBP 120–129mmHg orDBP 80–84mmHg), category 3 (SBP
130–139 mm Hg or DBP 85–89 mmHg), and category 4 (SBP
≥140 mm Hg or DBP ≥90 mm Hg).

VBM: Association of regional GMV and BP within each
sample
For each of the 4 samples, 3T high-resolution T1-weighted
3D whole-brain images were processed using VBM and the
diffeomorphic anatomical registration using the expo-
nentiated lie algebra (DARTEL) method19,20 within SPM12.
Voxel-wise general linear models were performed to relate BP
and GMV within each sample: we tested for a continuous
relationship between GMV and SBP or DBP, in separate
models, with a multiple linear regression t contrast. The
overall effect of BP category on GMV was tested with an
analysis of variance (ANOVA) F contrast. To assess differ-
ences in GMV between BP categories, the following pairwise t
comparisons were tested: (1) category 4 vs category 1, (2)
category 3 vs category 1, (3) category 2 vs category 1. All

Table 2 Characteristics by sample (continued)

Total Sample 1 Sample 2 Sample 3 Sample 4 p Value Pairwise comparisons

Hippocampal volume, right,
mL, mean (SD)

3.97 (0.43) 4.20 (0.37) 4.43 (0.36) 4.06 (0.36) 3.74 (0.33) a 1 vs 2,a 1 vs 3,a 1 vs 4,a 2
vs 3,a 2 vs 4,a 3 vs 4a

Amygdalar volume, left, mL,
mean (SD)

1.68 (0.19) 1.77 (0.18) 1.88 (0.14) 1.71 (0.17) 1.58 (0.15) a 1 vs 2,a 1 vs 3,b 1 vs 4,a 2
vs 3,a 2 vs 4,a 3 vs 4a

Amygdalar volume, right, mL,
mean (SD)

1.50 (0.16) 1.58 (0.16) 1.67 (0.14) 1.53 (0.14) 1.43 (0.13) a 1 vs 2,a 1 vs 3,b 1 vs 4,a 2
vs 3,a 2 vs 4,a 3 vs 4a

Abbreviations: BP = blood pressure; DBP = diastolic blood pressure; SBP = systolic blood pressure.
The p Value column specifies significant results of comparisons between samples: empty cells = p > 0.05.
The Pairwise comparisons column specifies significant post hoc comparisons between samples: a p < 0.001, b p < 0.05, c p < 0.01.
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analyses included total intracranial volume (TIV), sex, and age
as covariates. The influence of bodymass index (BMI) did not
significantly contribute to the models and was thus not in-
cluded as covariate in the analyses. We considered a sample
eligible for image-based meta-analysis if its F contrast effects
exceeded an uncorrected peak-level threshold of p < 0.001.
Effects within each sample were explored at cluster-level p <
0.05 with family-wise error (FWE) correction for multiple
comparisons.

IBMA:Associationof regionalGMVandBPacross samples
To evaluate cumulative results from all samples while con-
sidering their heterogeneities, we combined the VBM out-
come of each sample in IBMA.Meta-analyses were performed
on the unthresholded t maps with seed-based d mapping
(SDM) software using default parameters.24 Statistical sig-
nificance of mean effect size maps was evaluated according to
validated thresholds of high meta-analytic sensitivity and
specificity24: voxel threshold = p < 0.005, peak height
threshold = SDM-Z > 1.0, and cluster extent threshold = k ≥
10 voxels.

Exploratory IBMA for positive associations were performed in
analogy to negative associations as described above.

IBMA of regions of interest (ROI): Association of
regional GMV and BP across samples in hippocampus
and amygdala
We performed IBMA within atlas-defined masks to test if
regional bilateral hippocampal and amygdalar volumes related

to SBP, DBP, and BP categories, respectively. The statistical
thresholds were defined as p < 0.05, SDM-Z >1.0, and k ≥ 1
voxel.

Volumetry: Association of total brain volumes and BP
within the pooled sample
In addition to VBM and IBMA, we explored if total brain
volumes (average volume over all voxels within a region)
differed between BP categories. Specifically, we tested if es-
timated TIV, total GM volume, total WM volume (WMV),
total amount of WMH, total CSF volume (CSFV), total left
and right hippocampal, and amygdalar volume differed be-
tween BP categories. WMH was assessed by Fazekas scale
ratings from FLAIR images.25 For these comparisons within
the total sample, we defined correlation models (for SBP and
DBP as independent variable, respectively) and ANOVA
models for BP category as independent variable. The models
included the respective volume as dependent variable, as well
as TIV (where applicable), sex, age, and sample (where ap-
plicable) as covariates. We considered p values < 0.05 as
significant. The analyses were performed with R (3.2.3, R
Core Team, 2015, Vienna, Austria; R-project.org/).

Data sharing
Results (i.e., unthresholded whole-brain statistical maps)
from VBM analyses of each sample and from all IBMAs can be
found online in the public repository NeuroVault for detailed,
interactive inspection (neurovault.org/collections/
FDWHFSYZ/). Raw data of samples 1–3 are available from
openfmri.org/dataset/ds000221/.

Figure 2 Associations between gray matter (GM) volume and blood pressure (BP) within each sample

Sagittal views of voxel-basedmorphometry F contrast results show the overall effect of BP category onGM volume per sample. Each sample is represented in
1 row (A–D). Slice order runs from left hemisphere (left-hand side of the plot) to right hemisphere (right-hand side of the plot). Color bars represent F values
(uncorrected). Sample sizes: sample 1, n = 81; sample 2, n = 52; sample 3, n = 70; sample 4, n = 220. 3D volumetric results of these analyses can be inspected in
detail on neurovault.org/collections/FDWHFSYZ/.
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Results
Sample characteristics
The characteristics of the total sample by BP category are
reported in table 1. The total sample included 423 participants
between 19 and 40 years of age, of whom 177 were women
(42%). Mean (SD) age was 27.7 (5.3) years. SBP, DBP, and
BMI differed between BP categories (all p < 0.001). An effect
of sex yielded that men were more frequent in higher BP
categories (all p < 0.001).

Table 2 shows differences in characteristics among the 4 in-
cluded samples. The samples differed in almost all charac-
teristic variables, specifically regarding sex, age, SBP, DBP,
smoking status, and brain volumes (all p < 0.001).

VBM: Association of regional GMV and BP
within each sample
Figure 2 shows differences in regional GMV between BP cat-
egories for each of the 4 samples tested with an ANOVA F
contrast. Results show significant clusters of various extents that
were distributed heterogeneously between the samples. Explo-
ration of sample-specific effects showed a cluster in the left
posterior insula for the F contrast (peak Montreal Neurological
Institute coordinates [−38,−24,24], F = 11.35, cluster size k =
1,239) as well as clusters in left inferior frontal gyrus
([−42,34,0], T = 4.99, k = 2,039) and in right anterior cingulate
cortex ([14,34,14], T = 4.44, k = 2,086) for the contrast BP
category 4 < 1 in sample 1. In sample 2, the contrast BP category
4 < 1 yielded a cluster in left planum polare ([−44,−22,−3], T =
10.70, k = 1,151) and the contrast BP category 2 < 1 yielded
a trend for a cluster in left middle temporal gyrus (pFWE = 0.059
[−54,−28,−9], T = 5.41, k = 683). Furthermore, higher DBP
was associated with a cluster of lower GMV in left middle
temporal gyrus in sample 2 ([−57,−45,6], T = 6.03, k = 1,180).
All other comparisons yielded no suprathreshold voxels (all
pFWE > 0.05). The statistical maps for sample-specific effects can
be inspected on NeuroVault.

IBMA: Association of regional GMV and BP
across samples

Meta-analytic parametric relations between lower
GMV and higher BP
As expected, increases in systolic and diastolic BP were as-
sociated with lower GMV. Specifically, higher SBP related to
lower GMV in right paracentral/cingulate areas ([8,−30,56],
SDM-Z = −3.859, k = 288), bilateral inferior frontal gyrus
(IFG, left: [−40,30,0], SDM-Z = −3.590, k = 49; right:
[−40,30,0], SDM-Z = −3.394, k = 16), bilateral sensorimotor
cortex (left: [−58,−20,24], SDM-Z = −3.290, k = 146; right:
[48,0,48], SDM-Z = −3.196, k = 127), bilateral superior
temporal gyrus (left: [−52,−10,6], SDM-Z = −3.268, k = 78;
right: [64,−42,12], SDM-Z = −3.192, k = 42), bilateral cuneus
cortex (left: [−8,−76,18], SDM-Z = −3.019, k = 27; right:
[10,−68,26], SDM-Z = −2.937, k = 18), and right thalamus
([8,−28,2], SDM-Z = −2.977, k = 45; figure 3A and table 3).
Increases in DBP were related to lower GMV in bilateral

anterior insula (left: [−36,26,6], SDM-Z = −3.876, k = 266;
right: [34,10,8], SDM-Z = −3.139, k = 100), frontal regions
([−26,24,54], SDM-Z = −3.820, k = 62), right midcingulate
cortex ([4,−34,50], SDM-Z = −3.545, k = 246), bilateral in-
ferior parietal areas (left: [−46,−26,48], SDM-Z = −3.239, k =
59; right: [44,−44,50], SDM-Z = −3.188, k = 18), and right
superior temporal gyrus ([60,2,−12], SDM-Z = −2.991, k =
35; figure 3B and table 3).

Meta-analytic differences in regional GMV between BP
categories
Meta-analytic results for category 4 (highest BP) compared to
category 1 (lowest BP) yielded lower regional GMV in frontal,
cerebellar, parietal, occipital, and cingulate regions (figure
3C). Table 3 describes the specific regions with lower GMV,
including bilateral IFG (left: [−52,−28,12], SDM-Z = −3.473,
k = 107; right: [40,30,26], SDM-Z = −3.093, k = 10), right
midcingulate cortex ([12,−42,48], SDM-Z = −2.854, k = 11),
and right precuneus ([10,−52,18], SDM-Z = −2.836, k = 21).

We also compared GMV of individuals at subhypertensive
levels (category 3 and 2, respectively) to GMV of individuals
in category 1. Figure 3D shows meta-analysis results for the
comparison between category 3 and category 1. Compared to
category 1, category 3 was associated with lower GMV in
bilateral IFG (left: [−40,30,2], SDM-Z = −2.598, k = 24; right:
[36,6,34], SDM-Z = −3.474, k = 179), sensorimotor cortices
(left: [−60,−20,36], SDM-Z = −2.857, k = 205; right:
[6,−28,54], SDM-Z = −3.119, k = 179), bilateral middle
temporal gyrus (left: [−56,−64,16], SDM-Z = −2.222, k = 28;
right: [48,−50,20], SDM-Z = −3.119, k = 179), right insula
([36,8,−18], SDM-Z = −2.523, k = 123), right occipital
regions ([42,−74,12], SDM-Z = −2.454, k = 25), left parietal
([−60,−20,36], SDM-Z = −2.857, k = 205), bilateral thalamus
(left: [−12,−32,0], SDM-Z = −2.264, k = 133; right:
[20,−32,6], SDM-Z = −2.384, k = 133), left anterior cingulate
cortex ([−10,36,−6], SDM-Z = −2.384, k = 102), and left
precuneus ([−12,−54,14], SDM-Z = −2.187, k = 20; table 3).

Figure 3E illustrates brain regions that yielded lower meta-
analytic GMV comparing category 2 to category 1. These in-
clude left frontal regions ([−54,−10,14], SDM-Z = −3.407, k =
230), right inferior occipital gyrus ([30,−96,−8], SDM-Z =
−3.290, k = 102), bilateral temporal regions (left:
[−34,−16,−30], SDM-Z = −3.164, k = 133; right: [46,−74,12],
SDM-Z = −2.734, k = 26), left precuneus ([−8,−54,22], SDM-
Z = −3.084, k = 433), and inferior parietal regions (supra-
marginal, [54,−24,32], SDM-Z = −2.968, k = 31, and angular
gyri, [−36,−64,42], SDM-Z = −2.827, k = 30), as well as mid-
cingulate cortex ([8,−18,46], SDM-Z = −2.647, k = 32; table 3).

Meta-analytic differences in regional hippocampal and
amygdalar volumes between BP categories
In this IBMA ROI comparison, higher SBP was correlated
with lower bilateral posterior medial hippocampal volume
(figure 4). Higher DBP was correlated with lower left hip-
pocampal volume and lower right anterior hippocampal
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Figure 3 Meta-analytic differences in gray matter (GM) volume between blood pressure (BP) categories

Glass brain views of image-based meta-analysis results for the BP category contrasts of interest with relevant slice views below (A–E). A and B depict
associations between higher systolic BP (SBP)/diastolic BP (DBP), respectively, and lower GM volume, i.e., negative correlations. Blue clusters indicate meta-
analytic GM volumedifferences for the given contrast at a voxel threshold of p < 0.005with peak height threshold of seed-based dmapping (SDM) Z < −1.0 and
cluster extent threshold of k ≥ 10 (validated for high meta-analytic sensitivity and specificity24). Color bars represent SDM-Z values. 3D volumetric results of
these analyses can be inspected in detail on neurovault.org/collections/FDWHFSYZ/. L = left hemisphere; R = right hemisphere.
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Table 3 Image-based meta-analysis results of regional gray matter (GM) volume differences associated with blood
pressure (BP)

MNI, x,y,z SDM-Z
p
Value k Peak description Q I2

Negative correlation with SBP 8,−30,56 −3.859 0.000 288 Right paracentral lobule 0.000 0.0

−40,30,0 −3.590 0.000 49 Left inferior frontal gyrus (pars triangularis) 0.053 0.0

36,6,34 −3.394 0.000 16 Right inferior frontal gyrus (pars
opercularis)

0.000 0.0

10,2,40 −3.325 0.001 45 Right midcingulate cortex 0.000 0.0

−58,−20,24 −3.290 0.001 146 Left postcentral gyrus 0.000 0.0

−52,−10,6 −3.268 0.001 78 Left superior temporal gyrus 0.000 0.0

48,32,10 −3.204 0.001 27 Right inferior frontal gyrus (pars triangularis) 0.000 0.0

48,0,48 −3.196 0.001 127 Right precentral gyrus 0.000 0.0

64,−42,12 −3.192 0.001 42 Right superior temporal gyrus 0.000 0.0

6,8,−18 −3.110 0.001 40 Right subgenual cingulate cortex 0.000 0.0

50,8,28 −3.045 0.002 26 Right inferior frontal gyrus (pars
opercularis)

0.000 0.0

−8,−76,18 −3.019 0.002 27 Left cuneus cortex 0.175 0.0

8,−28,2 −2.977 0.002 45 Right thalamus 0.000 0.0

10,−68,26 −2.937 0.002 18 Right cuneus cortex 0.000 0.0

58,4,−8 −2.934 0.002 32 Right temporal pole 0.000 0.0

−28,10,60 −2.896 0.003 19 Left middle frontal gyrus 0.000 0.0

−52,−12,42 −2.860 0.003 10 Left postcentral gyrus 0.116 0.0

Negative correlation with DBP −36,26,6 −3.876 0.000 266 Left insula 0.000 0.0

−26,24,54 −3.820 0.000 62 Left middle frontal gyrus 0.000 0.0

4,−34,50 −3.545 0.000 246 Right midcingulate cortex 0.000 0.0

−60,−24,14 −3.462 0.000 90 Left supramarginal gyrus 0.000 0.0

−46,−26,48 −3.239 0.001 59 Left inferior parietal lobule 0.000 0.0

44,−44,50 −3.188 0.001 18 Right inferior parietal lobule 0.257 0.0

36,8,32 −3.180 0.001 25 Right inferior frontal gyrus (pars
opercularis)

0.000 0.0

34,10,8 −3.139 0.001 100 Right insula 0.000 0.0

28,14,60 −3.069 0.001 12 Right superior frontal gyrus 0.000 0.0

62,−44,16 −2.991 0.002 35 Right superior temporal gyrus 0.000 0.0

−38,14,−20 −2.983 0.002 30 Left temporal pole 0.000 0.0

60,2,−12 −2.862 0.003 13 Right superior temporal gyrus 0.189 0.0

−38,40,32 −2.845 0.003 14 Left middle frontal gyrus 0.000 0.0

30,28,0 −2.796 0.003 14 Right insula 0.000 0.0

−36,8,10 −2.788 0.003 24 Left insula 0.000 0.0

−58,−46,30 −2.750 0.004 11 Left supramarginal gyrus 0.000 0.0

−34,32,32 −2.734 0.004 11 Left middle frontal gyrus 0.201 0.0

Continued
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Table 3 Image-based meta-analysis results of regional gray matter (GM) volume differences associated with blood
pressure (BP) (continued)

MNI, x,y,z SDM-Z
p
Value k Peak description Q I2

Category 4 (SBP ≥140 mm Hg or DBP ≥90 mm
Hg) < category 1 (SBP <120 mm Hg and DBP
<80 mm Hg)

−52,28,12 −3.473 0.000 107 Left inferior frontal gyrus (pars triangularis) 0.324 3.9

−48,−4,4 −3.322 0.000 93 Left rolandic operculum 0.297 1.8

18,−52,−48 −3.097 0.001 40 Right cerebellum, hemispheric lobule VIIIb 0.000 0.0

40,30,26 −3.093 0.001 10 Right inferior frontal gyrus (pars
triangularis)

0.000 0.0

48,32,10 −3.064 0.001 48 Right inferior frontal gyrus (pars
triangularis)

0.000 0.0

−38,48,−16 −3.014 0.001 40 Left inferior frontal gyrus (pars orbitalis) 0.000 0.0

−54,−12,42 −2.940 0.002 30 Left postcentral gyrus 0.000 0.0

−8,−76,18 −2.936 0.002 14 Left cuneus 0.000 0.0

−16,−36,−18 −2.872 0.002 24 Left cerebellum, hemispheric lobule V 0.000 0.0

12,−42,48 −2.854 0.002 11 Right midcingulate cortex 0.000 0.0

−12,−50,−56 −2.849 0.002 30 Left cerebellum, hemispheric lobule IX 0.325 4.0

10,−52,18 −2.836 0.002 21 Right precuneus 0.000 0.0

64,−44,14 −2.824 0.002 26 Right superior temporal gyrus 0.000 0.0

10,−66,28 −2.821 0.002 56 Right precuneus 0.000 0.0

6,−28,50 −2.792 0.003 16 Right midcingulate cortex 0.025 0.0

18,−54,22 −2.765 0.003 15 Right precuneus 0.000 0.0

Category 3 (SBP 130–139 mm Hg or DBP
85–89 mm Hg) < category 1

36,6,34 −3.474 0.000 179 Right inferior frontal gyrus (pars
opercularis)

0.000 0.0

6,−28,54 −3.119 0.000 179 Right posterior-medial frontal gyrus 0.127 0.0

48,−50,20 −2.917 0.000 74 Right middle temporal gyrus 0.000 0.0

−60,−20,36 −2.857 0.000 205 Left postcentral gyrus 0.000 0.0

−40,30,2 −2.598 0.000 24 Left inferior frontal gyrus (pars triangularis) 0.000 0.0

36,8,−18 −2.523 0.001 123 NA (Right insula) 0.000 0.0

42,−74,12 −2.454 0.001 25 Right middle occipital gyrus 0.200 0.0

−62,−42,28 −2.433 0.001 41 Left supramarginal gyrus 0.000 0.0

20,−32,6 −2.384 0.001 133 Right thalamus 0.000 0.0

−10,36,−6 −2.384 0.001 102 Left anterior cingulate cortex 0.000 0.0

28,−94,−4 −2.373 0.001 14 Right inferior occipital gyrus 0.000 0.0

−12,−32,0 −2.264 0.002 133 Left thalamus 0.237 0.0

−56,−64,16 −2.222 0.002 28 Left middle temporal gyrus 0.050 0.0

−40,8,30 −2.197 0.002 82 Left precentral gyrus 0.000 0.0

−12,−54,14 −2.187 0.002 20 Left precuneus 0.000 0.0

Category 2 (SBP 120–129 mm Hg or DBP
80–84 mm Hg) < category 1

−54,−10,14 −3.407 0.000 230 Left rolandic operculum 0.016 0.0

30,−96,−8 −3.290 0.000 102 Right inferior occipital gyrus 0.038 0.0

Continued
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volume. Furthermore, all higher BP categories were associated
with lower regional hippocampal volume when compared to
the lowest BP category 1 (figure 4). Compared to category 1,
BP category 4 was predominantly associated with lower left
medial posterior hippocampus volume and category 3 with
lower bilateral posterior and left medial hippocampus volume
across samples. Lower volume comparing categories 2 and 1
was predominantly located in left lateral anterior hippocam-
pus. Category 4 vs category 1 and the associations with higher
SBP and DBP also yielded significantly lower regional volume
in bilateral amygdala, respectively. Effect sizes highly varied
across samples (figure 4).

Meta-analytic relations between higher GMV and
higher BP
Exploratory analyses also revealed associations between
higher BP and higher GMV (figure e-1, table e-2, doi.org/10.
1101/239160, and NeuroVault maps). However, the cumu-
lative positive effects are comparably weaker than the cumu-
lative negative results (table 3, negative: 17 out of 34 clusters
from parametric analyses with SDM-Z > 3.0; positive: 0 out of
28 clusters from parametric analyses with SDM-Z > 3.0), they
show greater heterogeneity across studies (negative: maxi-
mum I2 = 4.0; positive: maximum I2 = 56.3), and they seem to
appear primarily in regions where standard preprocessing of
brain tissue is suboptimal (e.g., in cerebellum/inferior occip-
ital regions26). We therefore regard these findings as ques-
tionable overall. By also providing the results as statistical

maps on NeuroVault, future investigations can use the data
for reliability analyses of potential positive associations.

Volumetry in pooled sample: Association of
total brain volumes and BP
All associations of volumetric brain measures (TIV, total GMV,
total WMV, total CSFV, total hippocampal, total amygdalar
volume, and total WMH) with SBP or DBP in the correlation
models, or with BP categories in the ANOVA models, were
below the statistical threshold (all p > 0.05, table 1).

Discussion
In this image-based meta-analysis of 4 previously unpublished
independent samples, we found that elevated, subhypertensive
BP was correlated with lower GMV in several brain regions,
including parietal, frontal, and subcortical structures in young
adults (<40 years). These regions are consistent with the lower
regional GMV observed in middle-aged and older individuals
with HTN.5,6,9–11,15 Our results show that BP-associated GM
alterations emerge earlier in adulthood than previously as-
sumed and continuously across the range of BP.

Interestingly, we found that BP was associated with lower
hippocampal volume. In older individuals, the hippocampal
formation and surrounding structures are known to be af-
fected by HTN.5,8–10,15 In a meta-analytic evaluation of HTN

Table 3 Image-based meta-analysis results of regional gray matter (GM) volume differences associated with blood
pressure (BP) (continued)

MNI, x,y,z SDM-Z
p
Value k Peak description Q I2

−34,−16,−30 −3.164 0.000 133 Left fusiform gyrus 0.000 0.0

−8,−54,22 −3.084 0.000 433 Left precuneus 0.000 0.0

54,−24,32 −2.968 0.000 31 Right supramarginal gyrus 0.019 0.0

−46,28,0 −2.942 0.000 41 Left inferior frontal gyrus (pars triangularis) 0.000 0.0

−64,−20,30 −2.939 0.000 227 Left postcentral gyrus 0.000 0.0

−62,−42,34 −2.876 0.000 68 Left supramarginal gyrus 0.000 0.0

−36,−64,42 −2.827 0.001 30 Left angular gyrus 0.000 0.0

18,−72,54 −2.804 0.001 40 Right superior parietal lobule 0.083 0.0

46,−74,12 −2.734 0.001 26 Right middle temporal gyrus 0.000 0.0

8,−18,46 −2.647 0.001 32 Right midcingulate cortex 0.000 0.0

56,−32,12 −2.470 0.002 52 Right superior temporal gyrus 0.000 0.0

28,−72,−38 −2.413 0.002 23 Right cerebellum, crus I 0.000 0.0

−62,−22,−30 −2.403 0.003 11 NA (Left inferior temporal gyrus) 0.000 0.0

Abbreviations: DBP = diastolic blood pressure; MNI = Montreal Neurologic Institute; SBP = systolic blood pressure; SDM = seed-based d mapping.
Image-basedmeta-analysis results of significant clusters yielding lowerGMvolume for the respective contrast of interest. Columns indicate cluster-specificMNI
coordinates of peak voxels, meta-analytic SDM-Z-value, meta-analytic p value, number of voxels in cluster, and anatomical label of the peak voxel. Anatomical
labels were assigned using SPM’s Anatomy toolbox. Q and I2 are measures of meta-analytic heterogeneity. Voxel threshold was set to p < 0.005, peak height
threshold was set to SDM-Z > 1.0, and cluster extent threshold was set to k ≥ 10 voxels as recommended in reference 24. Final voxel size was 2 × 2 × 2 mm3.
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effects on total GMV and on hippocampal volume, lower
volumes across studies were only consistently found for the
hippocampus.15 In analogy to those findings, our results
showed that hippocampal volume was affected by higher BP
in a considerably younger sample. It should bementioned that
the effects in hippocampus only exceeded statistical thresh-
olds in ROI analyses, similar to previous reports of lower
hippocampal volume in older samples with manifest HTN
that were all ROI-based.5,9,10,15 As potential pathophysiologic
explanations, it has been proposed that medial temporal (and
frontal regions) might be especially sensitive to effects of
pulsation, hypoperfusion, and ischemia, which often result
from increasing pressure.3,15

We furthermore observed correlations between lower amyg-
dalar and thalamic volumes and higher BP, notably already
below levels that are currently regarded as hypertensive.
Amygdalar and thalamic nuclei are substantially involved in
BP regulation as they receive baroreceptor afferent signals via
the brainstem andmesencephalic nuclei, relaying these signals

to primary cortical regions of viscerosensory integration, such
as anterior cingulate cortex and insula.27 It has been shown
that lower amygdalar volume correlates with increased BP
reactivity during cognitive demand among young normo-
tensive adults.18 Previous studies have reported lower tha-
lamic volume in HTN,5 heart failure,28 asymptomatic carotid
stenosis,29 and aging.30 Higher systolic BP has also been re-
lated to higher mean diffusivity of WM thalamic radiations.13

Our results are in line with accumulating evidence of amygdalar
and thalamic involvement in cardiovascular (dys-) regulation
but may also reflect early pathology in these regions. For ex-
ample, occurrence of neurofibrillary tangles in thalamus has also
been reported in the earliest stages of AD neuropathology.31

Beyond subcortical structures, we found lower volumes in
cortical regions: cingulate volume and insular volume were
markedly lower with higher DBP in the meta-analysis results
and in the individual analyses of sample 1. As noted above,
these regions constitute primary cortical sites of afferent vis-
cerosensory integration and modulate homeostasis via

Figure 4 Meta-analytic differences in volumes of hippocampus and amygdala (region of interest [ROI] analysis)

Upper part of plot: Glass brain views of image-based meta-analysis ROI results for the BP category contrasts of interest in bilateral hippocampus and
amygdalamasks. Voxel threshold was set to p < 0.05with a peak height threshold of seed-based dmapping (SDM) Z < −1.0 and a cluster extent threshold of k ≥
1. Lower part of plot: Exemplary forest plots of sample-specific peak voxels’ effect sizes for the negative correlationwith systolic BP (SBP) in the respective ROI.
The box sizes are determined by each sample’s weight. Light blue boxes include ROI name andMontreal Neurologic Institute coordinates of the peak voxel. Q
and I2 aremeasures ofmeta-analytic heterogeneity. Definition of BP categories: category 1 (SBP < 120mmHg and diastolic BP [DBP] < 80mmHg), category 2
(SBP 120–129 mmHg or DBP 80–84mmHg), category 3 (SBP 130–139 mmHg or DBP 85–89mmHg), and category 4 (SBP ≥ 140 mmHg or DBP ≥ 90mmHg).
L = left hemisphere; R = right hemisphere; SBP− = negative correlation with SBP.
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efferents to brainstem nuclei.27 Lesions in cingulate cortex
and insula result in altered cardiovascular regulation, in-
creased sympathetic tone,32,33 and myocardial injury.34 Both
regions are also critical for the appraisal and regulation of
emotion and stress.27 Thus, structural alterations in these
regions may contribute to insidious BP elevations via sym-
pathetic pathways.

Frontal and parietal volumes were affected in all our statistical
comparisons. The precuneus cortex, especially, was associated
with lower GMV in BP categories 4, 3, and 2 compared to
category 1. Our results of lower BP-related GMV in regions
such as hippocampal, frontal, and parietal areas highlight
specific brain regions that are known to be vulnerable to
putative vascular or neurodegenerative damage
mechanisms.5,6,8–11,15,35 Raised midlife BP is not only known
to be a major risk factor for vascular dementia, but some
reports suggest a link between HTN and AD-type
pathophysiology.3,4 For example, in neuropathologic stud-
ies, raised midlife BP has been associated with lower post-
mortem brain weight, increased numbers of hippocampal
neurofibrillary tangles, and higher numbers of hippocampal
and cortical neuritic plaques.8 Similarly, a potential patho-
physiologic link between HTN and AD has been supported
by noninvasive MRI studies: regions referred to as AD-
signature regions (including inferior parietal, precuneus cor-
tices, and medial temporal structures) have been associated
with cortical thinning years before clinical AD symptoms
arise35 and with brain volume reductions predicted by in-
creasing BP from middle to older age.5 In light of these pre-
vious results, our findings of lower BP-related GMV in AD
signature regions may be indicative of a link to AD pathology
at an even earlier age; however, this cannot be causally
inferred from our cross-sectional data. In the study by Power
et al.,5 BP also predicted volume loss in non-AD-typical brain
regions, such as frontal lobe and subcortical GM, which may
relate to other (than AD-related) pathophysiologic mecha-
nisms. A similar pattern seems to be reflected in our findings
of lower GMV related to higher BP in non-AD-typical regions.

Some previous studies did not find relations between HTN
and lower brain volumes, but associated HTN with other
forms of structural or functional brain alterations, such asWM
injury36 or reduced cerebral perfusion.37 A key aspect of di-
verging results is the heterogeneity of methods used to assess
brain volumes. Earlier investigations of BP effects on brain
tissues have applied manual or automated volumetric meth-
ods to quantify total brain volumes in preselected ROIs.9,10,12

The focus of this study was to employ computational anatomy
methods to assess regional GM differences across the whole
brain. We found significant differences between BP groups
using VBM but not in the analysis of total brain volumes. This
supports the view that VBM is a sensitive measure to quantify
regional morphologic differences38 that might be undetected
from the analysis of total brain volumes alone. In addition, we
employed random-effects IBMA, which results in effects that
are consistent across studies and that may otherwise be

neglected at subthreshold. Investigating effects of BP on re-
gional vs total brain volumes at all stages of health and disease
thus warrants further research with standardized methods to
identify neuropathologic mechanisms.

Our data, however, do not allow inference on causality be-
tween lower brain volumes and HTN, which likely involves
complex interactions of different pathophysiologic mecha-
nisms that still need to be fully elucidated. It is assumed that
vascular stiffness, endothelial failure, and a dysfunctional
blood–brain barrier are precursors of cerebral small and large
vessel disease that reduce cerebral blood flow, disturb autor-
egulatory adjustment, and decrease vasomotor reactivity,
which may impair perivascular central nervous waste clear-
ance systems.3 Thesemechanisms have also been suggested to
potentially underlie the epidemiologic connection between
vascular risk factors, such as HTN, and AD.3 The similarities
between our findings and AD signature regions (see above)
would also be consistent with this putative link. Conse-
quently, demyelination, apoptosis, and intoxication of neu-
rons and glial cells, as well as GM and WM necrosis,
accumulate and may be reflected in neuroimaging on a mac-
roscopic scale. Lower GMV assessed by VBM, as reported in
our study, can thus arise from neuronal loss, but also from
alterations of glial cells or composition of microstructural or
metabolic tissue properties.39 Our findings point to an early
effect of such mechanisms on GM integrity, which is present
in the absence of overt disease, such as HTN, and in young
age. Indicators of early atherosclerosis in major peripheral
arteries can already be detected in youth.40 Recently, arterial
stiffness has also been associated with WM and GM alter-
ations among adults between 24 and 76 years of age.41 Thus,
early and subtle vascular changes, deficient cerebral perfusion,
and impaired perivascular clearance systems may initiate and
sustain neuropathology from early to late adulthood.

The cross-sectional design of our 4 study samples limits the
interpretation frame for the results presented. Causality be-
tween BP and potential brain damage cannot be assessed with
these data but is crucial for implications of early signs of
cerebrovascular disease. Furthermore, the study samples dif-
fered regarding recruitment, sex distribution, sample size,
prevalence of high BP, and data acquisition methods (BP and
MRI), which might not represent the general population or
standard acquisition protocols: similar to German preva-
lence,42 men had higher BP in our study. We thus included sex
as covariate in all our analyses to adjust for sex effects. We did
not perform separate analyses for men and women given that
1 of the 4 samples included only men. However, the topic of
sex differences in brain structure related to BP is an interesting
open question for future investigations. In sample 3, only 1 BP
measurement was recorded, which could be biased due to
white coat hypertension or BP variability. Practice guidelines
recommend an average of ≥2 seated readings obtained on ≥2
occasions to provide a more accurate estimate of an individ-
ual’s BP level.23,43,44 By combining the samples in random-
effects IBMA, we considered the limitations of each sample
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and accounted for within- and between-sample heterogeneity
and evaluated effects cumulatively. Moreover, this approach
enabled us to investigate the expected small effects of BP-
related GM alterations in a well-powered total sample of over
400 young adults. To further ensure that the results are not
substantially influenced by the heterogeneity of BP meas-
urements across studies, we recalculated the parametric SBP
analysis (figure 3A) with only the first SBP reading in each
study. The results of this additional analysis are strikingly
similar to the results reported here (table e-3 and figure e-2,
doi.org/10.1101/239160). HTN is also the most important
risk factor for WM damage3,12 and subclinical WM injury in
relation to elevated BP levels has recently been reported in 19-
to 63-year-old adults.13 As our study included only GM
measures, we cannot assess mediating effects of WM injury on
GMV differences. We did not observe any significant differ-
ences in Fazekas scores for WMH between BP categories,
likely due to their lower sensitivity and poorer specificity as
a proxy for vascular disease in a subclinical sample of young
adults with (mostly) normal BP.

Our study shows that BP-related brain alterations may occur
in early adulthood and at BP levels below current thresholds
for manifest HTN. Contrary to assumptions that BP-related
brain damage arises over years of manifest disease, our data
suggest that subtle pressure-related GM alterations can be
observed in young adults without previously diagnosed HTN.
Considering our results, large-scale cohort studies should
investigate whether subhypertensive BP and related brain
changes in early adulthood increase the risk for subsequent
development of CVD later in life. Gaining insights whether
and how the brain is globally affected by vascular changes or if
these are specific to susceptible regions could help identify
neuroimaging biomarkers for the earliest stages of CVD. Such
data would provide evidence for future guidelines to formu-
late informed recommendations for BPmanagement in young
adults, which are critical for the prevention of CVD. Lifestyle
interventions and neurobehavioral therapy have recently been
suggested to benefit CVD prevention.17 Our results highlight
the importance of taking BP levels as a continuous measure
into consideration, which could help initiate such early pre-
ventive measures.
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A B S T R A C T

Resting heart rate variability (HRV), an index of parasympathetic cardioregulation and an individual trait marker
related to mental and physical health, decreases with age. Previous studies have associated resting HRV with
structural and functional properties of the brain – mainly in cortical midline and limbic structures. We hypoth-
esized that aging affects the relationship between resting HRV and brain structure and function. In 388 healthy
subjects of three age groups (140 younger: 26.0! 4.2 years, 119 middle-aged: 46.3! 6.2 years, 129 older:
66.9! 4.7 years), gray matter volume (GMV, voxel-based morphometry) and resting state functional connectivity
(eigenvector centrality mapping and exploratory seed-based functional connectivity) were related to resting HRV,
measured as the root mean square of successive differences (RMSSD). Confirming previous findings, resting HRV
decreased with age. For HRV-related GMV, there were no statistically significant differences between the age
groups, nor similarities across all age groups. In whole-brain functional connectivity analyses, we found an age-
dependent association between resting HRV and eigenvector centrality in the bilateral ventromedial prefrontal
cortex (vmPFC), driven by the younger adults. Across all age groups, HRV was positively correlated with network
centrality in the bilateral posterior cingulate cortex. Seed-based functional connectivity analysis using the vmPFC
cluster revealed an HRV-related cortico-cerebellar network in younger but not in middle-aged or older adults. Our
results indicate that the decrease of HRV with age is accompanied by changes in functional connectivity along the
cortical midline. This extends our knowledge of brain-body interactions and their changes over the lifespan.

1. Introduction

Behavioral and physiological changes that occur with advancing age
become manifest in the structure and function of multiple macro- and
micro-systems of the human organism (Arking, 2006). Important alter-
ations occur in the cardiovascular and nervous systems, which are
coupled to react dynamically to environmental demands (McEwen,
2003). Such adaptations to internal and external challenges, while
leaving an imprint on body and brain, underlie healthy aging (Lipsitz and

Goldberger, 1992; Swank, 1996). They are also reflected in brain-heart
interactions – particularly in parasympathetic cardioregulation – that
can be measured by resting heart rate variability (HRV).

HRV quantifies variations in the cardiac beat-to-beat (or RR) interval
that can be measured by electrocardiogram (ECG). Phasic modulation of
heart rate (HR) arises from both branches of the autonomic nervous
system, the parasympathetic (PNS) and sympathetic (SNS). The PNS
quickly reduces HR while the SNS slowly increases it. Some HRV mea-
sures represent parasympathetic (i.e., vagal) influences on the heart more
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than others (Thayer and Lane, 2007). HRV, typically acquired at rest, is
known to decrease with age (De Meersman and Stein, 2007; Umetani
et al., 1998). Preservation of autonomic function, as indexed by relatively
increased HRV, has been related to longevity and healthy aging (Zulfiqar
et al., 2010). Higher HRV has also been associated with better health
outcomes (Kemp and Quintana, 2013), for example, with lower risk for
cardiovascular diseases (Liao et al., 1997; Thayer et al., 2010) and
reduced overall mortality (Buccelletti et al., 2009). In older adults, HRV
can indicate inter-individual differences in cognitive performance (Kim
et al., 2006; Mahinrad et al., 2016; Zeki Al Hazzouri et al., 2014). Hence,
resting HRV could be regarded as a biomarker of healthy aging.

Based on resting state fMRI (i.e., continuous fMRI recordings in the
absence of overt task performance or experimental stimulation), spon-
taneous modulations of the blood oxygenation level dependent (BOLD)
signal are used to quantify temporal correlations between brain regions
to extract functional connectivity patterns. The number of functional
networks in the resting brain is consistent across individuals (Dam-
oiseaux et al., 2006), reliable across time (Shehzad et al., 2009; Zuo et al.,
2010), and has been related to inter-individual differences in behavior
and cognition (Adelstein et al., 2011; Mennes et al., 2011; Smith et al.,
2015). Common ways to examine connectivity patterns of specific brain
regions are seed-based functional connectivity analysis (SBCA) or inde-
pendent component analysis (ICA; Margulies et al., 2010; for a review).
Further, graph theory provides a powerful approach to investigate
complex brain connectivity patterns (Bullmore and Sporns, 2009; Rubi-
nov and Sporns, 2010). One commonly used measure is eigenvector
centrality mapping (ECM). ECM can identify important network nodes
(in this case: voxels) based on their functional connectivity (similar to
Google's page rank algorithm) without the need to select specific seed
regions a priori or specify the number of networks/components (Loh-
mann et al., 2010; Wink et al., 2012). Since ECM focuses on the inte-
gration of individual brain regions into the whole brain network, it is a
useful whole-brain measure to assess the resting state architecture as it
relates to an individual's physiology (García-García et al., 2015; Lohmann
et al., 2010), psychology (Koelsch et al., 2013), or health/disease (Bin-
newijzend et al., 2014; Mueller et al., 2016).

Using such connectivity methods, brain networks associated with
autonomic, affective, and cognitive regulation have been identified
(Babo-Rebelo et al., 2016; Gould van Praag et al., 2017; Sakaki et al.,
2016). One of those is the “central autonomic network” (CAN; Benarroch,
1993), which includes cortical midline structures such as the anterior
cingulate cortex (ACC), orbitofrontal cortex (OFC), ventromedial pre-
frontal cortex (vmPFC), and subcortical areas like the insula, amygdala,
and hypothalamus (Beissner et al., 2013; Thayer et al., 2009). With its
connections to the sinoatrial node of the heart, via the stellate ganglia
and vagus nerve (Beissner et al., 2013; Thayer et al., 2009), the CAN
supports visceromotor and neuroendocrine responses that are critical for
goal-directed behavior, adaptability, and health (Benarroch, 1993;
Hagemann et al., 2003). The “neurovisceral integration model”, a
framework to explain individual differences in resting vagal function
(Kemp et al., 2017; Thayer et al., 2012), extends the role of the CAN in
parasympathetic cardioregulation. According to this model, frontal and
midbrain areas interact. In particular, the prefrontal cortex (PFC) inhibits
subcortical regions and the ANS. Assuming this close interaction of the
brain and the ANS in HR regulation, it has been suggested that
inter-individual differences in HRV may reflect structural and functional
differences in the brain (Thayer et al., 2012). Indeed, resting HRV has
been associated with cortical thickness in the right anterior midcingulate
cortex (aMCC) in a young sample (Winkelmann et al., 2017). A similar
association between cortical thickness and the (rostral anterior) cingulate
cortex was found in Yoo et al. (2017), which also included older subjects.
The main result of the latter study was an age-invariant association be-
tween resting HRV and cortical thickness in ventral brain areas like the
lateral OFC (Yoo et al., 2017) (Carnevali et al., 2018 for a review).
Another recent study in individuals between 20 and 60 years found a
negative correlation between resting HRV and gray matter volume

(GMV) in limbic structures such as the insula, amygdala, and para-
hippocampal gyrus (Wei et al., 2018). Similar brain regions have also
been related to HRV in functional neuroimaging studies (Holzman and
Bridgett, 2017; Mather and Thayer, 2018; Thayer et al., 2012); both
task-based (e.g., BOLD: Critchley et al., 2000; regional cerebral blood
flow; rCBF: Gianaros et al., 2004; meta-analyses: Beissner et al., 2013;
Thayer et al., 2012) and under resting state conditions (Chang et al.,
2013; Jennings et al., 2016; Sakaki et al., 2016). In these studies, acti-
vation and connectivity in the medial prefrontal cortex (mPFC), ACC, and
posterior cingulate cortex (PCC) have most consistently been associated
with HRV and parasympathetic cardioregulation.

Here, we investigated brain-heart interactions across the adult life-
span by combining measures of brain structure and function with the
assessment of resting HRV. So far, the only fMRI study that investigated
heart-brain interactions on functional connectivity across the adult life-
span included 17 younger and 18 older subjects and restricted their an-
alyses to a priori defined regions-of-interest (Sakaki et al., 2016). Across
all subjects, higher HRV was related to stronger functional connectivity
between the right amygdala and medial prefrontal regions, while age
group differences were found in HRV-related connectivity between the
right amygdala and lateral prefrontal regions. The main aims of this study
were to examine (i) the relationship between resting HRV, brain struc-
ture, and functional connectivity as well as (ii) its dependence on age in a
large sample of healthy adults across the lifespan. Based on structural and
functional findings (reviewed above), we hypothesized that the neural
correlates of resting HRV are age-dependent. To detect HRV-related
structural alterations, we used voxel-based morphometry (VBM) (Ash-
burner and Friston, 2000). To assess HRV-related changes in the func-
tional architecture across the whole brain, we used ECM as a data-driven
approach, which allows the characterization of whole-brain network
architecture without requiring a priori assumptions (Lohmann et al.,
2010). To further explore age-dependent ECM-derived whole-brain
connectivity patterns, we also implemented an exploratory SBCA (for
more details see Methods).

2. Methods

2.1. Participants

Data from two studies were used: (I) the “Leipzig Research Centre for
Civilization Diseases” (LIFE; Loeffler et al., 2015) and (II) the “Leipzig
Study for Mind-Body-Emotion Interactions” (LEMON; Babayan et al. in
revision).

LIFE is a large population-based cohort study from Leipzig, Germany
(Loeffler et al., 2015). From the sample of LIFE subjects with MRI data
(n¼ 2667), we selected healthy subjects between the ages of 20 and 80
years. We applied strict exclusion criteria in three categories: i)
health-related criteria; participants were excluded if they reported any
medication intake except vitamin food supplements, any past or present
cardiovascular health problems, diagnoses, or surgeries, any other
medical history and/or diagnosis, in a medical interview. ii) ECG-related
criteria (see details on ECG acquisition below); if a subject had more than
one ECG recording, we used the first acquired ECG file that was collected
on the same day as the MRI acquisition. Otherwise, we selected the ECG
recording that was temporally closest to MRI acquisition. Regarding data
quality, we excluded data with unrepairable signal artifacts or problems
regarding R-peak detection. We also omitted data with any abnormal
ECG signal (e.g., supraventricular extrasystoles) after visual inspection as
well as subjects with extreme HRV values based on Tukey's (1977) cri-
terion of 3 interquartile ranges (IQR) above the LIFE sample median
(N¼ 14, Median: 30.13, IQR: 29.76). iii) MRI-related criteria; we
excluded subjects with incidental findings (e.g., brain tumor, multiple
sclerosis, or stroke) on T1-weighted and/or fluid-attenuated inversion
recovery (FLAIR) images. We further excluded subjects based on rs-fMRI
quality assessment, for example with faulty preprocessing (e.g., during
denoising) or excessive head motion (criterion: mean framewise
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displacement (FD)> 0.6mm; Power et al., 2015, 2012).
LEMON is a cross-sectional sample of healthy younger and older

subjects from Leipzig, Germany, who had never participated in another
“psychological or MRI research”-related study, did not report any
neurological disorders, head injury, any medication affecting the car-
diovascular and/or central nervous system, alcohol or other substance
abuse, hypertension, pregnancy, claustrophobia, chemotherapy and
malignant diseases, current and/or previous psychiatric disease
(Babayan et al. in revision). The LEMON sample comprised 171 eligible
subjects divided into two age groups (young: 20–35 years, old: 59–77
years). Similar to the exclusion criteria mentioned above, subjects with
incomplete data (N¼ 38), incidental findings in MRI (FLAIR,
T2-weighted, T1-weighted, SWI) (N¼ 7), or psychoactive drug intake
(e.g., tetrahydrocannabinol) determined by urine test (N¼ 9) were
excluded. Two subjects were discarded due to the HRV outlier criterion
mentioned above (LEMON sample Median: 40.62, IQR: 39.82) and five
subjects due to excessive head motion (mean FD> 0.6mm; Power et al.,
2015, 2012). To increase the statistical power and the comparability, we
pooled the two samples and divided them into three age groups: young
(20-35 years from LIFE and LEMON), middle-aged (35–60 years from
LIFE), and old (60-80 years from LIFE and LEMON). Details are provided
in Table 1. The participant characteristics separately for each sample and
comparing the samples can be found in Supplementary Tables 1-5.

All participants provided written informed consent approved by the
ethics committee of the medical faculty at the University of Leipzig,
Germany. Both studies were in agreement with the Declaration of
Helsinki.

2.2. ECG collection and HRV analysis

LIFE sample. Ten seconds of a standard medical 12-lead resting ECG
were acquired using a Page-Writer TC50 ECG system (Philips Medical
Systems, Amsterdam, Netherlands) in supine position. The subjects did
not receive an explicit instruction before the ECG acquisition. We used
lead I (from Einthoven's triangle) for the analysis. R-peaks were auto-
matically detected using the findpeaks function in Matlab 9 (The Math-
Works, Inc., Natick, Massachusetts) or Kubios 2.2 (Tarvainen et al.,
2014). The ECG data for each subject was manually checked for physi-
ological or computational artifacts like supraventricular extrasystoles or
faulty peak detection, respectively. From RR interval time series (i.e.,
tachograms), we calculated the root mean square of successive differ-
ences (RMSSD) of adjacent RR intervals (Task Force of the European
Society of Cardiology and the North American Society of Pacing Elec-
trophysiology, 1996; Munoz et al., 2015; Nussinovitch et al., 2011a,
2011b).

LEMON sample. Four minutes of resting ECG were acquired using a
Biopac MP35 amplifier with the acquisition software AcqKnowledge

version 4.0 (Biopac Systems Inc., http://www.biopac.com, Goleta, CA,
USA) and three disposable electrodes on the thorax: the reference elec-
trode was attached near the right collarbone, the measuring electrode on
the left-hand side of the body on the same level as the 10th rib, and the
ground electrode on the right hip bone. The subjects were instructed to
think about daily routines, relax, and breathe at a comfortable rate in
sitting position. The peak detection and RMSSD calculation were per-
formed using Kubios 2.2 (Tarvainen et al., 2014).

RMSSD values of our sample were natural log-transformed to obtain
normally distributed data (Shapiro-Wilk tests; W¼ 0.99, p¼ 0.12). In the
following, log-transformed RMSSD will be referred to as “HRV”.

2.3. MRI acquisition

Brain imaging for both datasets was performed on the same 3 T
Siemens Magnetom Verio MR scanner (Siemens Medical Systems,
Erlangen, Germany) with a standard 32-channel head coil. In both
samples, subjects were instructed to keep their eyes open and not to fall
asleep during the acquisition period.

LIFE sample. The structural T1-weighted images were acquired using a
generalized auto-calibrating partially parallel acquisition technique
(Griswold et al., 2002) and the Alzheimer's Disease Neuroimaging
Initiative standard protocol with the following parameters: inversion
time (TI)¼ 900ms, repetition time (TR)¼ 2.3ms, echo time
(TE)¼ 2.98ms, flip angle (FA)¼ 9#, band width¼ 240Hz/pixel, field of
view (FOV)¼ 256$ 240$ 176mm3, voxel size¼ 1$ 1$ 1mm3, no
interpolation. T2*-weighted functional images were acquired using an
echo-planar-imaging (EPI) sequence with the following parameters:
TR ¼ 2000 ms, TE ¼ 30 ms, FA ¼ 90#, FOV ¼ 192 $ 192 $ 144 mm3,
voxel size¼ 3mm$ 3mm, slice thickness¼ 4mm, slice gap¼ 0.8mm,
300 vol, duration¼ 10.04min. A gradient echo field map with the sam-
ple geometry was used for distortion correction (TR¼ 488ms, TE
1¼ 5.19ms, TE 2¼ 7.65ms).

LEMON sample. The structural image was recorded using an
MP2RAGE sequence (Marques et al., 2010) with the following parame-
ters: TI 1¼ 700ms, TI 2¼ 2500ms, TR¼ 5000ms, TE¼ 2.92ms, FA
1¼ 4#, FA 2¼ 5#, band width¼ 240 Hz/pixel,
FOV¼ 256$ 240$ 176mm3, voxel size¼ 1$ 1$ 1mm3. The func-
tional images were acquired using a T2*-weighted multiband EPI
sequence with the following parameters: TR ¼ 1400 ms, TE ¼ 30 ms,
FA ¼ 69#, FOV ¼ 202 mm, voxel size ¼ 2.3 $ 2.3 $ 2.3 mm3, slice
thickness¼ 2.3mm, slice gap¼ 0.67mm, 657 vol, multiband accelera-
tion factor¼ 4, duration¼ 15.30min. A gradient echo field map with the
sample geometry was used for distortion correction (TR¼ 680ms, TE
1¼ 5.19ms, TE 2¼ 7.65ms).

Table 1
Participant characteristics for each age group. For continuous variables, data is provided in means and standard deviations (in parenthesis). One-way ANOVAs were used
to detect age group differences.

Young (20-35 years) Middle (35-60 years) Old (60-80 years) df F-value Eta-squared (η2)

(N¼ 140) (N¼ 119) (N¼ 129)

Age (years) 26.01 (4.17) 46.39 (6.25) 66.88 (4.68)
Sex 38 F/102M 36 F/83M 50 F/79M 4.38a

Resting HRV (RMSSD in ms) 53.35 (27.11) 32.77 (21.01) 27.27 (22.99) 385 43.01*** 0.18
Mean HR (1/min) 64.38 (9.62) 62.93 (10.01) 66.24 (10.44) 385 3.41* 0.02
RR interval (ms) 952.56 (137.06) 977.87 (149.75) 928.32 (148.53) 385 3.62* 0.02
mean FD (mm) 0.18 (0.05) 0.28 (0.10) 0.31 (0.11) 385 82.61*** 0.30
BMI (kg/m2) 23.58 (3.03) 26.51 (3.62) 26.54 (3.57) 382 33.34*** 0.15
WHR 0.86 (0.07) 0.92 (0.08) 0.95 (0.08) 381 47.64*** 0.20
SBP (mmHg) 122.08 (11.42) 126.55 (13.74) 138.76 (18.2) 381 45.45*** 0.20
DBP (mmHg) 71.23 (7.33) 78.21 (9.11) 80.00 (10.44) 381 35.47*** 0.16
TMT A (s) 24.95 (7.79) 30.33 (12.73) 40.01 (13.54) 384 58.48*** 0.23
TMT B (s) 57.72 (17.89) 71.40 (39.04) 95.15 (45.09) 382 45.73*** 0.20

*p < 0.05; **p < 0.01; ***p < 0.001, 2-tailed.
a Kruskal-Wallis-Test.
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2.4. MR data preprocessing and analysis

Structural MRI. We analyzed structural brain alterations on the T1-
weighted 3D image using VBM (Ashburner and Friston, 2000) as
implemented in SPM12 (Wellcome Trust Centre for Neuroimaging, UCL,
London, UK) and the Computational Anatomy Toolbox (CAT12: http://
dbm.neuro.uni-jena.de/cat/), running on Matlab 9.3 (Mathworks,
Natick, MA, USA). In the LEMON sample before the preprocessing, we
removed the background noise fromMP2RAGE on the computed uniform
images via masking (Streitbürger et al., 2014). The preprocessing steps
consisted of segmentation, bias-correction, and normalization using
high-dimension Diffeomorphic Anatomical Registration Through Expo-
nentiated Lie Algebra (DARTEL; Ashburner, 2007) with the template
from 550 healthy controls of all ages in the IXI Dataset (http://www.
brain-development.org) in MNI space. We then applied a 12-parameter
affine registration and nonlinear transformation to correct for image
size and position. The voxel size was resampled to 1.5$ 1.5$ 1.5mm
and smoothed using an 8-mm Gaussian kernel. For each subject,
whole-brain GMV was calculated. An absolute threshold mask of 0.05
was specified in the analyses to cover the whole brain. For quality
assessment, we visually inspected the segmentation quality and image
homogeneity with the CAT12 toolbox. One participant from the
middle-aged group was excluded because of MRI inhomogeneities.

Functional MRI. Preprocessing was implemented in Nipype (Gorgo-
lewski et al., 2011), incorporating tools from FreeSurfer (Fischl, 2012),
FSL (Jenkinson et al., 2012), AFNI (Cox, 1996), ANTs (Avants et al.,
2011), CBS Tools (Bazin et al., 2014), and Nitime (Rokem et al., 2009).
The pipeline comprised the following steps: (I) discarding the first five
EPI volumes to allow for signal equilibration and steady state, (II) 3D
motion correction (FSL mcflirt), (III) distortion correction (FSL fugue),
(IV) rigid body co-registration of functional scans to the individual
T1-weighted image (Freesurfer bbregister), (V) denoising including
removal of 24 motion parameters (CPAC, Friston et al., 1996), motion,
signal intensity spikes (Nipype rapidart), physiological noise in white
matter and cerebrospinal fluid (CSF) (CompCor; Behzadi et al., 2007),
together with linear and quadratic signal trends, (VI) band-pass filtering
between 0.01 and 0.1 Hz (Nilearn), (VII) spatial normalization to
MNI152 standard space (3mm isotropic) via transformation parameters
derived during structural preprocessing (ANTS). (VIII) The data were
then spatially smoothed with a 6-mm FWHM Gaussian kernel.

The reproducible workflows containing all implementation details
for our datasets can be found here: LIFE; https://github.com/fliem/
LIFE_RS_preprocessing, LEMON; https://github.com/NeuroanatomyAnd
Connectivity/pipelines/releases/tag/v2.0.

Eigenvector Centrality Mapping (ECM). In ECM, each voxel in the brain
receives a centrality value that is larger if the voxel is strongly correlated
with many other voxels that are themselves central (Lohmann et al.,
2010). Higher EC values thus indicate stronger connectedness of the
respective area (Lohmann et al., 2010; Wink et al., 2012). ECM is
computationally efficient, enables connectivity analysis at the voxel
level, and does not require initial thresholding of connections (Lohmann
et al., 2010). Here, the fast ECM implementation was used (Wink et al.,
2012). We restricted our ECM analysis to GM, which we extracted with a
mask from the tissue priors in SPM12 by selecting voxels with a GM tissue
probability of 20% or higher. The resulting mask contained ~63,000
voxels covering the entire brain.

Exploratory Seed-based Functional Connectivity Analysis (SBCA). To
further explore the connectivity patterns of significant age-dependent
centrality changes across the whole brain, ECM was complemented by
SBCA. Regions detected in ECM can be used as seeds in a subsequent
SBCA to investigate intrinsic functional connectivity patterns (Taubert
et al., 2011). A bilateral vmPFC seed was created by binarizing the sig-
nificant ECM findings (MNI coordinates: [x ¼ 0, y ¼ 57, z ¼ %6], cluster
size k¼ 62). Time series were extracted and averaged across all voxels of
the seed. For each subject, a correlation between the time series of the
seed and every other voxel in the brain was calculated using 3dfimþ

(AFNI). The resulting correlation maps were Fisher r-to-z transformed
using 3dcalc (AFNI).

Statistical analyses for f/MRI. Statistical analyses were carried out
using the general linear model (GLM) approach implemented in SPM12.
For all analyses, we used resting HRV as the variable of interest and age,
sex, study, and either total intracranial volume (TIV, for VBM analysis) or
in-scanner head motion (mean FD; Power et al., 2015, 2012 for ECM and
SBCA) as covariates of no interest. We performed a one-way ANOVAwith
three age groups (young, middle, and old) as between-subject factor and
calculated the interaction effect between HRV and age group. Based on
the significant results of the ANOVA, we computed pairwise group dif-
ferences using independent t-tests. Using one-sample t-tests, we further
tested the main effect of HRV across all subjects and for each age group
separately.

As additional controls, (1) both samples were analyzed separately (for
more details see Supplementary Table 7), (2) HRV analyses were
repeated using resting HR – instead of HRV – as variable of interest and
age, sex, study, and either TIV (for VBM) or mean FD (for ECM and SBCA)
as covariates of no interest, as well as (3) the effect of age on EC maps –
controlling for sex, study, and mean FD (Long et al., 2017; Zuo et al.,
2012).

For each statistical analysis, a positive and a negative contrast were
computed. Only results surviving whole-brain family-wise error (FWE)
correction at p< 0.05 (cluster-level) with a voxel-level threshold of
p< 0.001 were considered significant. All (unthresholded) statistical
maps are available at NeuroVault (Gorgolewski et al., 2015) for detailed
inspection in 3D (http://neurovault.org/collections/TELEUIIY).

2.5. Potential confounding factors for HRV

Sex. As HRV has been reported to differ between sexes (Koenig and
Thayer, 2016; Voss et al., 2015; Thayer et al., 2015), we analyzed sex
differences in HRV per age group in a 2 (sex)$ 3 (age group) ANOVA.

Smoking. Since smoking has a short- and long-term impact on HRV
(Felber Dietrich et al., 2007; Hayano et al., 1990), we examined potential
effects of smoking status on HRV. To this end, we classified subjects into
three groups (smokers: N¼ 75, former smokers: N¼ 84, and
non-smokers: N¼ 220, [no info available: NA¼ 9]). We used a 2 (sex) x 3
(smoking) ANOVA to test the mean differences between the groups using
sex as additional between-subjects factor.

Blood Pressure. Systolic blood pressure (SBP) and diastolic blood
pressure (DBP) were measured in a seated position using an automatic
oscillometric blood pressure (BP) monitor (LIFE sample; OMRON 705IT,
LEMON sample; OMRON M500) after a resting period of 5min. While in
the LIFE sample three consecutive BP measurements were taken from the
right arm in intervals of 3min, in the LEMON sample measurements were
taken from participants' left arms on three separate occasions within two
weeks. In each sample, all available measurements per participant were
averaged to one SBP and one DBP value.

Anthropometric measurements. Subjects' heights and weights were
taken according to a standardized protocol by trained study staff. Body
mass index (BMI; in kg/m2) was calculated by dividing the body weight
by the square of the body height, while waist to hip ratio (WHR) was
calculated as waist circumference measurement divided by hip circum-
ference measurement (Huxley et al., 2010). As a control, all analyses on
the association between HRV and the brain across the age groups were
repeated with BP and BMI as additional covariates of no interest.

Cognition. Previous studies have related resting HRV to cognitive
performance (Hansen et al., 2004; Mahinrad et al., 2016; Zeki Al Haz-
zouri et al., 2014). The latter is often assessed using the Trail Making Test
(TMT), which measures executive function, processing speed, or mental
flexibility (Reitan, 1955; Reitan and Wolfson, 1995). By drawing lines,
subjects sequentially connect numbers and/or letters while their reaction
times are recorded. In the first part of the test (TMT-A) the targets are all
numbers (1, 2, 3, etc.), while in the second part (TMT-B), participants
need to alternate between numbers and letters (1, A, 2, B, etc.). In both
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TMT A and B, the time to complete the task quantifies the performance
and lower scores indicate better performance.

For cognition, BP, and anthropometric measurements, we assessed
age-group differences statistically using one-way ANOVAs and then
tested their association with HRV using Spearman correlations for each
age group. To determine statistical significance, we used a two-sided
α-level of 0.05. Statistical analyses were conducted using R version
3.3.2 (R Core Team, 2016).

3. Results

Details about the demographic, anthropometric, cardiovascular, and
cognitive characteristics of the 388 participants can be found in Table 1.
The age groups differed significantly on all variables (Table 1). Compared
to population-based norms (Hobert et al., 2011; Then et al., 2014;
Tombaugh, 2004), our sample shows higher TMT scores, indicating
cognitive health.

Note. HRV¼ heart rate variability; RMSSD¼ root mean square of
successive differences; HR¼ heart rate, FD¼ framewise displacement;
BMI¼ body mass index; WHR¼waist to hip ratio; SBP¼ systolic blood
pressure; DBP¼ diastolic blood pressure; TMT¼ trail making test.

There was a significant main effect of age group (F(2,382)¼ 63.552,
p¼ 2$ 10%16, η2¼ 0.182), no significant main effect of sex
(F(1,382)¼ 0.187, p¼ 0.666), and no significant age group$ sex

interaction on HRV (F(2,382)¼ 0.233, p¼ 0.792). HRV did not differ as
a function of smoking status (main effect smoking group:
F(2,373)¼ 1.241, p¼ 0.290, main effect of sex: F(1,373)¼ 0.473,
p¼ 0.492; smoking group$ sex interaction: F(2,373)¼ 0.606,
p¼ 0.546).

HRV was negatively correlated with age (rho¼%0.210, p¼ 0.010),
BMI (rho¼%0.207, p¼ 0.020), and DBP (rho¼%0.231, p¼ 0.012) in
the middle-aged individuals. No significant associations were found be-
tween HRV and mean FD, SBP, WHR, TMT A, or TMT B in any of the age
groups (Supplementary Table 6).

Voxel-based Morphometry (VBM). There was no significant association
between HRV and GMV across all subjects. Also, an ANOVA did not yield
a significant age group$HRV interaction on GMV. While an exploratory
one-sample t-test in the middle-aged group indicated a significant HRV-
related increase of GMV in the left cerebellum (MNI coordinates: [-15,
%87,%51], k¼ 1540, T¼ 3.92, pFWE¼ 0.004), there were no significant
effects of HRV on GMV for younger and older adults. Control analyses
that included BP and BMI as covariates of no interest did not change the
results (https://neurovault.org/collections/TELEUIIY/). Additional ana-
lyses using resting HR as covariates of interest did not show any signif-
icant VBM results neither across all age groups, nor in each age group
(https://neurovault.org/collections/TELEUIIY/).

Eigenvector Centrality Mapping (ECM). A significant effect of age group
on the relation between resting HRV and EC was detected in the bilateral

Fig. 1. Association between resting heart rate variability (HRV), measured as root mean square of successive differences (RMSSD), and eigenvector centrality (EC). A)
The interaction between age group and HRV was significant in the bilateral ventromedial prefrontal cortex (vmPFC; MNI coordinates: [0, 57, %6], k¼ 62, F¼ 10.79,
pFWE¼ 0.006), displayed at x¼%3. B) An increased EC in the bilateral posterior cingulate cortex (PCC; MNI coordinates [6, %54, 36], k¼ 204, T¼ 5.29,
pFWE< 0.001) across all age groups, displayed at x¼ 6. Threshold: p< 0.001 at the voxel and p< 0.05 with family-wise error (FWE) correction at the cluster level.
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vmPFC (MNI coordinates: [0, 57, %6], k¼ 62, F¼ 10.79). The resulting
beta values for each age group are plotted in Fig. 1A, suggesting that
younger adults show a stronger positive association between HRV and EC
in the bilateral vmPFC than middle-aged and older individuals (Table 2).
This was supported by post-hoc two-sample t-tests, which indicated that
the correlation between HRV and EC in the bilateral vmPFC was signif-
icantly stronger for young> old and young>middle-age subjects
(Table 2). A one-sample t-test across all subjects showed increased EC
with higher HRV in the bilateral PCC (Fig. 1B). The negative contrast did
not yield any significant results. In separate one-sample t-tests for each
age group, we found HRV-dependent EC increases in the right vmPFC,
bilateral PCC, and superior frontal gyrus (SFG), as well as HRV-
dependent EC decreases in the left superior occipital gyrus (SOG)
including the cuneus and calcarine sulcus in the group of young subjects.
Our data did not show any significant positive or negative correlation
with HRV in the groups of middle-aged and old subjects that were
correctable for multiple comparisons. The complete ECM results are
presented in Table 2.

Control analyses that included BP and BMI as covariates of no interest
did not change the results (https://neurovault.org/collections/
TELEUIIY/). Resting HR – instead of HRV –was not significantly associ-
ated with functional brain centrality, neither across all age groups, nor in
each age group separately (https://neurovault.org/collections/
TELEUIIY/). The association between age and EC is shown in Supple-
mentary Figure 1.

Exploratory Seed-based Functional Connectivity Analysis (SBCA). In the
additional exploratory SBCA, a significant effect of age group on the
relation between resting HRV and whole-brain bilateral vmPFC connec-
tivity was found in the bilateral cerebellum, right superior parietal lobe

(SPL), left middle occipital gyrus (MOG), inferior occipital gyrus (IOG),
and left SFG extended to the supplementary motor area (SMA). The beta
values from the right cerebellum for each age group are plotted in
Fig. 2A, suggesting that younger adults show stronger functional con-
nectivity between the bilateral vmPFC and right cerebellum than middle-
aged and older individuals (Table 3). The post-hoc two-sample t-tests
similarly indicated that higher HRV levels were significantly correlated
with stronger functional connectivity between the bilateral vmPFC and
cerebellum, right SPL, left MOG, left post-central gyrus, and left SMA for
the contrasts of young> old and young>middle (Table 3). A one-sample
t-test in the overall sample, to assess the association between HRV and
bilateral vmPFC connectivity, showed an increased functional connec-
tivity with the left middle frontal gyrus (MFG) extending to the dorso-
lateral prefrontal cortex (DLPFC) (Fig. 2B). Separate one-sample t-tests
for each age group showed no significant association for the middle-aged
and older subjects but an increased vmPFC connectivity in distributed
brain regions including the bilateral cerebellum, bilateral MOG, and the
right SMA for the young subjects. We did not observe any significant
negative correlations, neither in the overall sample nor in each age
group. Control analyses that included BP and BMI as covariates of no
interest did not change the results (https://neurovault.org/collections/
TELEUIIY/). The complete SBCA results are presented in Table 3.

4. Discussion

In the present study, we assessed the relationship between para-
sympathetic cardioregulation (indexed by HRV) and brain structure
(using VBM) as well as whole-brain resting state functional connectivity
(using ECM and SBCA) in a large sample of healthy young, middle-aged,

Table 2
Brain regions that show significant increases or decreases in eigenvector centrality with resting heart rate variability (HRV). Threshold: p< 0.001 at the voxel and
p< 0.05 with family-wise error (FWE) correction at the cluster level.

Regions H cluster size k (Voxel) MNI coordinates FWE z F/T-value

x y z

ANOVA Ventromedial prefrontal cortex R/L 62 0 57 %6 0.006 4.03 10.79
%3 48 %6 3.76 9.63
0 60 3 3.49 8.53

Across age groups (þ) Posterior cingulate cortex/precuneus R/L 204 6 %54 36 <0.001 5.29 5.39
%9 %57 33 4.04 4.09
%12 %51 45 3.35 3.38

Young (þ) Ventromedial prefrontal cortex R 316 0 57 %6 <0.001 5.07 5.16
6 51 9 4.89 4.98
15 60 15 4.22 4.16

Posterior cingulate cortex/precuneus R/L 167 6 %57 27 <0.001 4.46 4.52
%9 %54 18 3.72 3.75
%9 %60 27 3.70 3.74

Superior frontal gyrus R/L 240 15 33 48 0.002 4.50 4.56
15 48 39 4.32 4.37
%6 36 48 4.24 4.29

Young (%) Superior occipital gyrus L 129 %6 %96 3 <0.001 4.63 4.70
%15 %99 %3 4.24 4.29
0 %84 %3 3.71 3.76

Middle (þ) n.s
Middle (%) n.s
Old (þ) n.s
Old (%) n.s

Young>Old Ventromedial prefrontal cortex R/L 131 0 57 %6 <0.001 4.45 4.51
0 60 3 4.01 4.05
%3 45 %8 3.62 3.65

Young<Old n.s
Middle> Young n.s
Middle< Young Ventromedial prefrontal cortex R/L 85 3 45 %6 0.005 4.09 4.13

%12 48 %9 4.06 4.11
6 45 15 3.58 3.61

Old>Middle n.s
Old<Middle n.s

Note. R¼ right, L¼ left, H¼ hemisphere, ANOVA¼ analysis of variance, MNI¼Montreal Neurological Institute, n.s¼ not significant.

D. Kumral et al. NeuroImage 185 (2019) 521–533

526



and older participants. We used an optimally healthy sample for a given
age range in terms of both physical (e.g., Janssen et al., 2002) and
cognitive health (e.g., Hobert et al., 2011; Tombaugh, 2004). We found
the frequently observed age-related decrease in resting HRV (Almeida--
Santos et al., 2016; Voss et al., 2015) to be accompanied by
age-dependent and age-invariant alterations in brain function. Specif-
ically, higher HRV was linked to stronger network centrality in several
brain regions, particularly along the cortical midline. In the PCC, this
correlation was present in all age groups while in the vmPFC, network
centrality was related to higher HRV in young but not in middle-aged and
old adults. These findings support the view that altered HRV during aging
may have a functional brain component associated with it.

4.1. Age-dependent association of resting HRV with functional connectivity

Given the relationship between HRV and age (Almeida-Santos et al.,
2016; Voss et al., 2015), HRV and brain structure (Wei et al., 2018), as
well as HRV and brain function (Sakaki et al., 2016), we hypothesized the
neural correlates of resting HRV to be also age-dependent. Our results
confirm that the relationship between HRV and network centrality at rest
differs between age groups. Evidence is accumulating that alterations of
intrinsic brain activity are a key feature of normal brain aging (Dam-
oiseaux et al., 2008). Age-dependent intrinsic connectivity alterations in

the DMN have been found not only in healthy aging (Ferreira and
Busatto, 2013) but also in age-related pathologies, for example, in in-
dividuals with a high familial risk for depression (Posner et al., 2016) and
in young APOE-ε4 carriers (Filippini et al., 2009), which is a possible
biomarker for Alzheimer's dementia (Kanekiyo et al., 2014). Our finding
that resting HRV is related to increased network centrality in medial
frontal regions in the young but not in the middle-aged or old age group
could be interpreted in the framework of the functional plasticity hy-
pothesis of cognitive aging (Greenwood, 2007). According to this hy-
pothesis, the structural vulnerability – particularly of prefrontal cortex –
leads to an age-related functional reorganization (e.g., Grady, 2012; for a
review). The changes in the resting state network architecture around the
vmPFC that are related to parasympathetic cardioregulation could thus
represent altered cardiovascular control with advancing age and
concomitant network reorganization.

In addition to the age-dependent association of resting HRV with
functional brain network centrality in medial frontal regions, we also
found an HRV-related bilateral medial parietal cluster in the PCC that
was independent of age. Both vmPFC and PCC are central nodes of the
CAN (Benarroch, 1993) and the DMN (Greicius et al., 2003; Uddin et al.,
2009) and have been related to self-generated or internally directed
mental processes like thoughts and feelings (Andrews-Hanna et al., 2014;
Raichle et al., 2001). The medial frontal (e.g., vmPFC) and medial

Fig. 2. Association between resting heart rate variability (HRV), measured as root mean square of successive differences (RMSSD), and brain function in an
exploratory seed-based functional connectivity analysis originating from the bilateral ventromedial prefrontal cortex (vmPFC). A) The interaction between age group
and HRV was significant in the right cerebellum (MNI coordinates [33, %42, %45], k¼ 46, F¼ 15.19, pFWE< 0.001), displayed at x¼ 33. B) An increased functional
connectivity in the right dorsolateral prefrontal cortex (DLPFC; MNI coordinates [-30, 54, 12], k¼ 67, T¼ 4.10, pFWE¼ 0.032) was found across all age groups,
displayed at z¼ 12. Threshold: p< 0.001 at the voxel and p< 0.05 with family-wise error (FWE) correction at the cluster level.
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Table 3
Brain regions that show resting heart rate variability-related connectivity with the bilateral ventromedial prefrontal cortex (vmPFC) in an exploratory seed-based
functional connectivity analysis. Thresholds: p< 0.001 at the voxel and p< 0.05 with family-wise error (FWE) correction at the cluster level.

Regions H cluster size k (Voxels) MNI coordinates FWE z F/T- value

x y z

ANOVA Cerebellum R 46 33 %42 %45 0.049 4.91 15.19
Superior parietal lobe R 203 24 %75 51 <0.001 4.48 12.94

33 %78 45 4.34 12.25
36 %75 30 3.82 9.88

Middle occipital gyrus L 57 %33 %84 30 0.021 4.24 11.74
%39 %66 24 3.31 7.84

Inferior occipital gyrus 60 %33 %69 %6 0.016 3.85 9.97
%42 %63 %3 3.76 9.61
%51 %69 %15 3.62 9.03

Cerebellum L 61 %30 %60 %30 0.015 3.83 9.91
%33 %66 %21 3.59 8.91
%39 %72 %18 3.58 8.87

Superior frontal gyrus extended to supplementary motor area R/
L

71 0 15 66 0.007 3.73 9.47

0 3 57 3.6 8.96
9 12 57 3.53 8.66

Across age groups (þ) Middle frontal gyrus extended to dorsolateral prefrontal cortex L 67 %30 54 12 0.032 4.06 4.10
%36 54 3 3.54 3.57
%18 51 3 3.39 3.42

Young (þ) Cerebellum R 131 33 %42 %45 0.001 5.06 5.15
42 %60 %48 4.68 4.75
36 %63 %39 3.29 3.31

Cerebellum L 116 %12 %57 %54 0.002 4.6 4.67
%21 %69 %54 4.2 4.25
%15 %48 %51 4.09 4.14

Middle occipital gyrus R 163 39 %75 42 <0.001 4.46 4.52
30 %69 51 4.15 4.20
21 %78 51 3.63 3.67

Middle occipital gyrus L 131 %39 %66 24 0.001 4.31 4.37
%33 %84 30 3.94 3.98
%39 %60 12 3.47 3.50

Cerebellum R 63 18 %75 %18 0.04 4.13 4.18
27 %81 %18 3.68 3.72
18 %84 %15 3.64 3.67

Cerebellum L 102 %33 %81 %21 0.005 4.13 4.18
%30 %60 %30 3.7 3.74
%21 %90 %15 3.59 3.62

Supplementary motor area R 87 3 6 54 0.01 3.77 3.81
0 15 69 3.68 3.72
9 12 57 3.59 3.63

Young (%) n.s
Middle (þ) n.s
Middle (%) n.s
Old (þ) n.s
Old (%) n.s
Young>Old Cerebellum R 67 33 %42 %45 0.032 4.59 4.66

15 %48 %51 3.63 3.67
27 %57 %45 3.41 3.44

Inferior occipital gyrus L 237 %33 %69 %6 <0.001 4.41 4.47
%42 %63 %3 4.33 4.38
%39 %72 %18 4.14 4.19

Superior parietal lobe R 275 24 %78 51 <0.001 4.31 4.37
36 %75 45 4.21 4.26
36 %75 27 3.95 4.00

Middle occipital gyrus L 140 %27 %84 27 0.001 4.30 4.35
%36 %66 24 3.89 3.93
%39 %60 12 3.62 3.65

Superior frontal gyrus extended to supplementary motor area R/
L

147 %3 3 57 0.001 3.99 4.04

12 6 63 3.72 3.75
3 12 66 3.61 3.65

Postcentral gyrus R 72 42 %6 30 0.024 3.87 3.91
54 6 24 3.69 3.73
54 0 33 3.53 3.56

Superior frontal gyrus extended to supplementary motor area R/
L

73 3 %18 60 0.022 3.62 3.66

%3 %36 69 3.56 3.59
3 %9 69 3.29 3.31

Young<Old n.s
Middle> Young n.s
Middle< Young Cerebellum R 189 33 %42 %45 <0.001 4.99 5.08

42 %60 %48 4.60 4.67

(continued on next page)
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parietal components (e.g., PCC and precuneus) of CAN and DMN have
been particularly implied in parasympathetic functioning (Beissner et al.,
2013; Benarroch, 1993). In addition, prefrontal visceral structures (Price,
2007, 1999) respond to heartbeats (Babo-Rebelo et al., 2016; Park et al.,
2014) and modulate HR or HRV (Makovac et al., 2017; Van Eden and
Buijs, 2000). It is plausible that in the absence of external stimulation,
brain function (i.e., activity and connectivity) in CAN and DMN is pre-
dominantly allocated to the “internal milieu”, that is, to monitoring and
regulating bodily signals (e.g., the parasympathetic “rest-and-digest”).
Fittingly, the PCC has been found active in tasks that involved the
assessment of self-relevance (Yu et al., 2011) as well as self-location and
body ownership (Guterstam et al., 2015), while the vmPFC was related to
processing bodily information (Gusnard et al., 2001), autonomic control
(Critchley et al., 2011), and cardiovascular arousal (Wong et al., 2007).

Using the cluster that showed a significant interaction in the cen-
trality analyses, the exploratory SBCA similarly showed an age-
dependent relationship between resting HRV and functional brain con-
nectivity. Specifically, we found stronger functional connectivity be-
tween the bilateral vmPFC and a widespread set of brain regions
including the bilateral cerebellum, bilateral occipital gyrus, right SPL,
and bilateral SFG extending to the SMA in young but not in middle-aged
or older adults. These results extend the ECM findings by suggesting
additional cortico-cerebellar regions might be involved in the modula-
tion of visceral processes. In line with this interpretation, activation in
the cerebellum has been connected to the regulation of visceral responses
(Demirtas-Tatlidede et al., 2011), fear conditioning (Leaton, 2003; Sac-
chetti et al., 2002), feeding (Tataranni et al., 1999), as well as the co-
ordination and control of cardiovascular activities (Bradley et al., 1991;
Ghelarducci and Sebastiani, 1996). Furthermore, autonomic activity
during cognitive and motor tasks was positively associated with activa-
tion in the cerebellum and, among other regions, the SMA and dorsal
ACC (Critchley et al., 2003).

Despite previous evidence of the relationship between GMV and
vagally-mediated HRV in CAN regions (Wei et al., 2018), using
whole-brain VBM analysis, we only found a significant GMV change
related with resting HRV in the cerebellum for the middle-aged group.
Notably, in the study by Wei et al. (2018), reduced GM volume in the
cerebellum was associated with HR (but not HRV) in healthy
middle-aged individuals. However, using resting HR, we were also not
able to replicate the previous findings (Wei et al., 2018). The divergent
results could be due to different measurement parameters (e.g., MRI
sequence parameters) but also to different effect size or statistical power
(for more details see Limitations).

Finally, while our study investigated the neural correlates of resting

HRV, previous studies investigated the neural correlates of HR at rest and
HR changes with stimulation or tasks (e.g., Beissner et al., 2013 for a
review). Our additional analyses using resting HR as covariate of interest
did not show significant associations with brain structure or function.
This suggests that resting HRV and resting HR (as they are differentially
influenced by the branches of the ANS) have different neural components
at rest.

4.2. Physiological and psychophysiological interpretations of HRV

The most fundamental (purely physiological) understanding of the
role of the ANS – and particularly the PNS – is to ensure visceral and
cardiovascular functioning or bodily homeostasis by allowing rapid
adaptive behavioral and physiological reactions in ever-changing envi-
ronments, or by disengagement and relaxation in resting moments (“rest-
and-digest”; e.g., Cannon, 1929). More psychophysiological in-
terpretations of ANS function have extended this view to cognitive, af-
fective, and social phenomena. For example, the neurovisceral
integration model takes higher HRV to facilitate physiological, cognitive,
socio-emotional, and behavioral flexibility or adaptation (Smith et al.,
2017; Thayer and Lane, 2000; Thayer and Ruiz-Padial, 2006). It explic-
itly links the brain and the rest of the body by assuming that the PFC –
and particularly the vmPFC – tonically inhibits the amygdala, which af-
fects autonomic function, thereby linking both nervous systems to
inhibitory or self-regulatory processes (Holzman and Bridgett, 2017;
Kemp et al., 2017; Thayer et al., 2012). Convergently, resting HRV has
recently been associated with vmPFC activation during a dietary
self-control task in young adults (Maier and Hare, 2017).

5. Limitations

There are a number of limitations that should be considered in the
interpretation of our results. The study design is cross-sectional and does
not allow us to infer the directionality of the association between resting
HRV and the brain. Additionally, our health criteria also allowed inclu-
sion of subjects with higher BMI (>25 kg/m2) or untreated/undiagnosed
hypertension (SBP> 140mmHg, DBP> 90mmHg). This makes it diffi-
cult to disentangle HRV-related influences from other bodily/cardio-
vascular influences, which are also physiologically related (BMI: Molfino
et al., 2009; BP: Singh et al., 1998). However, control analyses that
accounted for BP and BMI showed very similar results of the association
between resting HRV and the brain. Although psychological in-
terpretations of a single physiological marker like resting HRV are
intrinsically limited, previous studies have associated HRV with different

Table 3 (continued )

Regions H cluster size k (Voxels) MNI coordinates FWE z F/T- value

x y z

18 %45 %51 4.34 4.40
Superior parietal lobe R 270 27 %72 51 <0.001 4.76 4.83

33 %78 45 4.51 4.58
36 %75 30 4.04 4.09

Cerebellum L 239 %12 %57 %54 <0.001 4.74 4.82
%15 %45 %51 4.61 4.68
%12 %39 %45 4.36 4.42

Middle occipital gyrus L 76 %33 %84 30 0.019 4.59 4.66
%45 %72 27 3.37 3.40

Cerebellum R/
L

313 %30 %60 %30 <0.001 4.27 4.32

12 %69 %21 4.18 4.23
18 %78 %18 3.95 3.99

Superior frontal gyrus extended to supplementary motor Area L 109 0 15 66 0.003 4.19 4.24
15 9 69 3.61 3.64

Old>Middle n.s
Old<Middle n.s

Note. R¼ right, L¼ left, H¼ hemisphere, ANOVA¼ analysis of variance, MNI¼Montreal Neurological Institute.
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trait or state levels of, for example, executive control (Capuana et al.,
2014), stress (Sin et al., 2016), and emotion regulation (Williams et al.,
2015). For a psychological interpretation of our finding that the associ-
ation between HRV and functional connectivity at rest is age-dependent,
similar analyses on task-related parasympathetic and neural activity
could be helpful. The samples differed significantly, for example in
resting HRV (young subjects), sex distribution, sample size, BP, and
MRI/ECG acquisition parameters (Supplementary Table 1, Tables 4 and
5). Although we accounted for within- and between-sample variance in
the second-level GLM, these differences may still have influenced our
results (e.g., for structural MRI; Streitbürger et al., 2014). Further, we
calculated the RMSSD using 10 s of ECG data, which has been shown to
be a valid measurement (Munoz et al., 2015; Nussinovitch et al., 2011a,
2011b). Nevertheless, ECG data recorded over longer periods (e.g., 24-h)
can complement this “ultra-short” evaluation of parasympathetic func-
tion. Finally, although ECM is a relatively new measure that has certain
advantages (see above and Lohmann et al., 2010; Wink et al., 2012),
studies using other measures of functional connectivity could comple-
ment our findings on the association of parasympathetic cardioregulation
and functional brain connectivity.

6. Conclusion

In this cross-sectional study, we examined the association of resting
HRV with brain structure and functional connectivity in different age
groups of healthy adults. Our main findings are correlations between
resting HRV and brain network architecture in the PCC across all age
groups and in the vmPFC in young but not in middle-aged or older
subjects. These support the view that the well-known HRV decrease with
age may have a functional brain network component along the cortical
midline. Consistent with the role of these areas in affective, cognitive,
and autonomic regulation, our results provide a comprehensive picture of
the differential effect of aging on heart-brain interactions. These findings
emphasize the importance of parasympathetic cardioregulation in
healthy aging.
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A B S T R A C T

Acute stress triggers a broad psychophysiological response that is adaptive if rapidly activated and terminated.
While the brain controls the stress response, it is strongly affected by it. Previous research of stress effects on brain
activation and connectivity has mainly focused on pre-defined brain regions or networks, potentially missing
changes in the rest of the brain. We here investigated how both stress reactivity and stress recovery are reflected
in whole-brain network topology and how changes in functional connectivity relate to other stress measures.

Healthy young males (n¼ 67) completed the Trier Social Stress Test or a control task. From 60min before until
105min after stress onset, blocks of resting-state fMRI were acquired. Subjective, autonomic, and endocrine
measures of the stress response were assessed throughout the experiment. Whole-brain network topology was
quantified using Eigenvector centrality (EC) mapping, which detects central hubs of a network.

Stress influenced subjective affect, autonomic activity, and endocrine measures. EC differences between groups
as well as before and after stress exposure were found in the thalamus, due to widespread connectivity changes in
the brain. Stress-driven EC increases in the thalamus were significantly correlated with subjective stress ratings
and showed non-significant trends for a correlation with heart rate variability and saliva cortisol. Furthermore,
increases in thalamic EC and in saliva cortisol persisted until 105min after stress onset.

We conclude that thalamic areas are central for information processing after stress exposure and may provide
an interface for the stress response in the rest of the body and in the mind.

1. Introduction

A typical response to stress involves changes in subjective experience
(Hellhammer and Schubert, 2012), in the brain's functional connectivity
and activity (van Oort et al., 2017), and in the autonomic nervous as well
as the endocrine system (Allen et al., 2017). Through these changes, the
acute stress response enables adequate reactions to a stressor. It is

therefore highly adaptive, especially if rapidly activated and rapidly
terminated (McEwen and Gianaros, 2011; Steptoe and Kivim€aki, 2013).
Moreover, an efficient neural processing of stressors is crucial for
adapting to future occurrences of similar stressors (Peters et al., 2017).
Insufficient initialisation or delayed termination of the stress response
(“delayed stress recovery”) constitute a major risk factor for mental
(Faravelli et al., 2012; Hermans et al., 2014; Pittenger and Duman, 2008)

* Corresponding author. Max Planck Institute for Human Cognitive and Brain Sciences, Stephanstr. 1A, 04103, Leipzig, Germany.
E-mail address: reinelt@cbs.mpg.de (J. Reinelt).

1 shared first authors.

Contents lists available at ScienceDirect

NeuroImage

journal homepage: www.elsevier.com/locate/neuroimage

https://doi.org/10.1016/j.neuroimage.2019.06.005
Received 18 December 2018; Received in revised form 29 May 2019; Accepted 3 June 2019
Available online 5 June 2019
1053-8119/© 2019 Published by Elsevier Inc.

NeuroImage 199 (2019) 680–690



and physical health (Steptoe and Kivim€aki, 2013). Although it is largely
acknowledged that brain networks orchestrate the overall stress response
and adaptability (Hermans et al., 2014), it remains unclear what circuit
guides it (Peters et al., 2017).

Stress-driven changes in the activation and functional connectivity of
the brain have been reported in several regions relevant to emotional
processing, autonomic control, thoughts, and memory (van Oort et al.,
2017). For example, seed-based connectivity analysis of resting-state
data acquired after stress exposure showed an increased connectivity of
the amygdala – using the averaged time course of bilateral amygdala
seeds (Quaedflieg et al., 2015; van Marle et al., 2010) – with multiple
regions, including the parahippocampal gyrus and the medial prefrontal
cortex (Quaedflieg et al., 2015) as well as the dorsal anterior cingulate
(van Marle et al., 2010). Persistent amygdala-hippocampus connectivity,
between a bilateral hippocampus seed and amygdala regions, was also
related to prolonged subjective stress (Vaisvaser et al., 2013). In another
study, elevated connectivity between a bilateral amygdala seed and the
posterior cingulate cortex, the ventromedial prefrontal cortex (vmPFC),
and the frontal pole until 60min after stressor offset was found (Veer
et al., 2011).

While these studies have shown connectivity changes between pre-
defined subcortical seed regions and the rest of the brain, this region-of-
interest (ROI) approach may have missed connectivity between other
regions in the brain that are relevant for stress processing. To our
knowledge, only two studies so far have investigated neural effects of
acute stress at the whole-brain level: Using an independent component
approach, which requires a priori definition of the number of compo-
nents or networks, Hermans et al. (2011) found increased connectivity in
regions of the salience network, including anterior insula, inferotemporal
cortex, amygdala, and thalamus. Through a pharmacological interven-
tion, blocking either β-adrenergic receptors or cortisol synthesis, the
authors could also relate stress-induced connectivity increases to endo-
crine changes. In another study, Maron-Katz et al. analysed whole-brain
functional connectivity using a parcellation-based univariate analysis to
show an increased coupling of the thalamus with regions in the frontal,
parietal, and temporal lobes after subjects were exposed to a stressful
arithmetic task (Maron-Katz et al., 2016). Another study, in which stress
was induced through a stressful arithmetic task in the MRI, used the
graph-based metrics of “network efficiency” in 106 literature-derived
ROIs and of “betweenness centrality” in 12 ROIs (in hippocampus,
amygdala, and mPFC) to find a stress-related decrease in “flow of infor-
mation” (Wheelock et al., 2018).

We here aimed to expand the scope on the stress response in terms of
modalities (including psychological, bodily, and brain measures), time
(longer sampling period until 105min after onset of the intervention),
and space (voxel-level connectivity analysis), compared to previous
stress studies. We chose the Trier Social Stress Test (TSST) as a natural-
istic stressor with pronounced, lasting effects on subjective, autonomic,
and endocrine stress measures (Allen et al., 2014). To closely control for
the study procedure – and particularly for physical activity (standing,
walking), which is known to influence endocrine and autonomic pa-
rameters (Het et al., 2009) – the so-called “placebo TSST”was chosen as a
control intervention (Het et al., 2009). This control procedure involves
the same sequence of standing, sitting, talking, and calculating as the
TSST but without the social stress of a committee. To investigate
stress-related changes in functional network topology, Eigenvector cen-
trality (EC) mapping (ECM) was applied (Lohmann et al., 2010). ECM is
an exploratory and data-driven whole-brain approach that allows the
quantification of the importance of network nodes with a voxel-wise
resolution and without the need to preselect specific ROIs. In contrast
to other centrality measures (e.g., [within-module] degree centrality), EC
uses all correlations of the adjacency matrix, that is, it not only regards
direct connections but integrates information about all linked regions. To
maximally capture the large-scale effects of stress on brain functional
connectivity (Hermans et al., 2014), the whole-brain approach of ECM
was chosen. Voxels and regions with high EC can be considered

“influential hubs” within a network, which facilitate functional integra-
tion and are essential to network resilience under stress perturbation
(Joyce et al., 2010; Rubinov and Sporns, 2010).

In this study, we aimed to (1) investigate stress reactivity in the brain
and hypothesized immediate stress-driven effects on whole-brain
network topology, based on previous findings of functional connectiv-
ity changes after stress (Hermans et al., 2014; van Oort et al., 2017). We
also aimed to (2) explore the association between neural stress reactivity
and other dimensions of the stress response, expecting a correlation with
subjective stress ratings as well as with autonomic (heart rate and its
variability) and – particularly – endocrine stress markers (i.e., cortisol)
(Hermans et al., 2014). Finally, we aimed to (3) characterize the time
course of stress-induced brain connectivity alterations by extending the
sampling window to the point at which stress-related changes in func-
tional connectivity are assumed to recover (i.e., 60–90min after stress
onset or approximately 40–70min after stress offset; Hermans et al.,
2014).

2. Methods

2.1. Participants

Male participants between 18 and 35 were recruited via leaflets,
online advertisements, and from a database at the Max Planck Institute
for Human Cognitive and Brain Sciences in Leipzig, Germany. We limited
the sample to male participants, since the female reproductive cycle
impacts stress hormone levels (Childs et al., 2010). Prior to the stress
study, participants were tested according to the protocol of the
MPI-Leipzig Mind-Brain-Body database that comprised cognitive testing,
blood screening, anthropometric measurements, structural and
resting-state functional MRI scans, resting-state electroencephalography
(EEG), self-report questionnaires, and a structured clinical interview (for
details, cf. Babayan et al., 2019; Mendes et al., 2019). A pre-screening
was conducted via telephone with the following exclusion criteria:
smoking, excessive alcohol or drug consumption, past or present enrol-
ment in a psychology study programme, no previous exposure to the
TSST or similar stress experiments, regular medication intake, history of
cardiovascular, psychiatric, or neurological diseases, or body mass index
higher than 27 kg/m2. For magnetic resonance imaging (MRI), standard
MRI exclusion criteria additionally applied (e.g., tattoos, irremovable
metal objects such as retainers or piercings, tinnitus, or claustrophobia).
For details, cf. Babayan et al. (2019) and Mendes et al. (2019). 67 par-
ticipants were included in the study and randomly assigned to either the
TSST (n¼ 33) or the control group (n¼ 34). Written informed consent
was obtained from all participants. The study was approved by the ethics
committee at the Medical Faculty of the University of Leipzig (number
385-1417112014). Participants received a financial compensation for
their participation.

2.2. Procedure

For an overview of the whole procedure, see Fig. 1. Appointments
were scheduled at the same time of day (11:45 am) to control for diurnal
fluctuations of hormones (e.g., cortisol). Participants were asked to get at
least 8 h of sleep before the day of the experiment, to get up no later than
9 am, to have a normal breakfast, and then refrain from eating until their
appointment. Additionally, participants were asked not to exercise or to
consume stimulant drinks like coffee or black tea before their study
appointment, since caffeine intake may alter the hypothalamic-pituitary-
adrenal axis response (al’Absi et al., 1998) and resting-state measures
(Rack-Gomer et al., 2009). The experimental staff was blind to the par-
ticipant's group assignment before the intervention, after which they did
not communicate with the participant (until the second anatomical scan).
Throughout the experiment, there were fifteen time points (T0-T14) at
which saliva samples and subjective measures were collected and 14 time
points (T1-T14) at which blood samples were collected. After a short
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period of familiarisation to the experimental environment, signing con-
sent forms, and receiving instructions, participants chewed on a first
Salivette swab (Sarstedt AG & Co. KG, Nümbrecht, Germany) while they
answered questions about their current subjective experiences (T0). The
second psychometric and saliva sample were acquired together with the
first blood sample, after participants were equipped with an intravenous
catheter and the portable electrocardiography (ECG) device (T1, 210min
before TSST onset). Participants then gave a urine sample before they had
a 15-min break, during which they received a standardised lunch. Par-
ticipants then filled out self-report trait questionnaires (see below and
Table S2) and rested for 30 min, before sampling instance T2 followed
(90 min before TSST onset). Afterwards, participants completed the
pre-intervention scanning session, consisting of a quin pilot (to plan
details like the slice positioning of the subsequent image acquisition), a
pulsed arterial spin labelling (pASL) scan (the results of which will be
reported elsewhere), a high-resolution anatomical scan (MP2RAGE), and
two resting-state (RS) scans (T2*-weighted EPI). While participants were
in the MRI, they completed twomore sampling instances: T3 between the
MP2RAGE and the first RS scan (45 min before TSST onset) as well as T4
between the two successive RS scans (30 min before TSST onset). After
the baseline RS scan (rest2, 25 min before TSST onset), sampling instance
T5 followed in the MRI (15 min before TSST onset). Participants were
then brought to the testing room, where they underwent either the TSST
or the “placebo” TSST (cf. Next section and supplementary material for
details). During the intervention, there were two sampling instances: T6
(þ5 min after TSST onset) and T7 (þ15 min after TSST onset). Following
the intervention, participants were brought back to the MRI, where
sampling instance T8 (þ25 min after TSST onset) followed. The
post-intervention scan protocol consisted of a second quin pilot, two RS
scans (rest3, þ30 min after TSST onset, and rest4, þ50 min after TSST
onset), a second pASL scan, a second high-resolution anatomical scan
(MP2RAGE), again followed by two RS scans (rest5, þ85 min after TSST
onset, and rest6, þ105 min after TSST onset). Between the sequences,
there were sampling instances T9 (þ45 min after TSST onset), T10 (þ60
min after TSST onset), T11 (þ80 min after TSST onset), T12 (þ95 min
after TSST onset), and T13 (þ110min after TSST onset). For the sampling
instances between the scans, participants stayed within the MRI bore and
the scanner bed was not moved. The Salivette was placed inside the
participant's mouth through the bore opening close to his head. Blood
drawing inside the scanner was accomplished through a tube attached to
the intravenous catheter. Following the last RS scan, participants left the

MRI and completed a post-event processing questionnaire (Fehm et al.,
2008), the results of which will be presented elsewhere. In the end,
participants were brought to a separate room, where they were debrie-
fed. The experiment ended with final sampling instance T14 (þ130 min
after TSST onset).

2.3. Stress and control intervention

To elicit a pronounced stress response, which is required for the study
of its time course (Linden et al., 1997), we chose the Trier Social Stress
Test (TSST) as one of the strongest and most naturalistic stressors
applicable in humans (Kirschbaum et al., 1993). To tightly control for
physical and cognitive load, the “placebo” TSST was selected as the
control task (Het et al., 2009; Kirschbaum et al., 1993). A detailed
description of both conditions can be found in the supplementary ma-
terial. After participants in the TSST group had finished the mental ar-
ithmetics, they were told that another task would follow in the MRI; to
maximize and extend the psychological and physiological effects of the
TSST. They were then brought back to the scanning area in the company
of the experimenter and the committee members. After rest4 (þ60 min
after TSST onset), they were told that no additional task would follow
and that they could relax.

2.4. Psychometric data

Throughout the experiment, subjective ratings were collected at 15
time points (T0-T14, see Fig. 1). Except for the first two (T0, T1), all
sampling instances followed the same procedure: questionnaires were
presented with OpenSesame 3.1.2 (Mathôt et al., 2011) on a laptop
screen (outside the scanner) or on the MRI screen (inside the scanner).
Participants answered the questionnaires with the laptop keyboard
(outside the scanner) or an MRI-compatible button box (inside the
scanner). Subjective experience was measured using an affect grid
(Killgore, 1998), the state trait anxiety questionnaire (STAI, state sub-
scale, Grimm et al., 2009; Spielberger, 1983), the “current mood scale”
(“Aktuelle Stimmungsskala” (Dalbert, 1992), and a set of individual
questions (e.g., “How stressed do you feel right now?“), which were
answered using visual analogue scales (VAS) with sliding bars from
0 (“not at all”) to 100 (“very much”). For details cf. Table S1.

In addition to the psychometric assessment of subjective state mea-
sures, participants completed self-report trait questionnaires during the

Fig. 1. Experimental design. Between-subject
design with one group (n¼ 33) undergoing the
Trier Social Stress Test (TSST) and the other
(n¼ 34) a “placebo” TSST. Six 8-min blocks of
resting-state fMRI were acquired: two before
(rest1, rest2) and four after the intervention (rest3-
rest6). During resting-state fMRI, participants
were instructed to fixate a crosshair. Psychomet-
ric ratings, saliva, and blood samples were ac-
quired at 14 time points throughout the
experiment (T1-T14). The hours indicate the time
at which important sampling points were sched-
uled. Heart rate was recorded inside and outside
the scanner. The resting-state blocks before (rest2)
and after (rest3) the intervention (labelled in or-
ange) were used for the analysis of stress reac-
tivity. White boxes labelled “anat” represent
sequences of cerebral blood flow (pulsed arterial
spin labelling; results reported elsewhere) and
high-resolution anatomical image acquisition
(MP2RAGE). The grey boxes indicate phases in
the MRI. The TSST and the control condition took
place outside of the scanner.
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relaxation period prior to the first MRI measurement (between T1 and
T2). These included the Trier Inventory of Chronic Stress (Schulz and
Schlotz, 1999), the Perceived Stress Scale (Klein et al., 2016), and
questions regarding individual sportive activity and sleep quality (for
details cf. Table S2).

For the analysis of subjective experience, we focused on the measures
most relevant to subjective stress and used in previous stress studies (e.g.
Allen et al., 2014; Hellhammer and Schubert, 2012): That is, anxiety and
subjective stress at each sampling time point were quantified using the
STAI sum score and the VAS value of the question “How stressed to you
feel right now?“, respectively. Results of other psychometric measures
will be reported elsewhere.

2.5. Autonomic data

To measure heart rate (HR) and its variability (HRV), electrocardi-
ography (ECG) and photoplethysmography (PPG) were recorded.
Outside the MRI, a 1-channel ECG was recorded (at 250 Hz) using a
BioHarness3 (Zephyr, Annapolis, Maryland, US) strap attached to the
participants' chests at the height of the xiphoid process. Inside the MRI,
ECG was recorded (at 1000Hz) using an MR-compatible BrainAmp ExG
MR amplifier (Brain Products GmbH, Gilching, Germany) with Power-
Pack battery, SyncBox synchronization interface and the acquisition
software BrainVision Recorder (Version 1.20). To reduce artifacts related
to breathing (i.e., movement of the thorax), three electrodes were placed
on the participants’ backs (adjacent to cervical spine c7, above the coc-
cyx, and 15 cm below the left armpit). Also in the MRI, PPG was recorded
(at 1000Hz) using an OXY100C pulse oximeter module with TSD123A
finger clip transducer and a BIOPAC MP150 system with the acquisition
software AcqKnowledge (Version 4.0, BIOPAC Systems Inc., Goleta, CA,
USA).

For the analysis of HR and HRV, the time series were binned into
intervals of 3min. This resulted in two intervals per RS scan and one
interval for each phase of the TSST (“anticipation”, “interview”, “arith-
metics”). For ECG data acquired during RS fMRI, gradient artefacts were
removed using a self-built template-based subtraction method in Matlab
(Nierhaus et al., 2013). For ECG and PPG data, peaks were automatically
detected and – if needed – manually corrected (less than 1% of peaks)
upon visual inspection using Matlab's findpeaks function or Kubios 2.2
(Tarvainen et al., 2014). For each interval, either PPG or ECG data were
used for HR/V analysis: For data acquired in the MRI, the PPG data was
used unless when missing (in total 37 intervals) or when the number of
faulty, manually uncorrectable peaks (due to wrong detection and/or
artefacts) exceeded 5% (in total 40 intervals); then, the ECG data for that
interval were analysed instead. The heart period (average interbeat in-
terval length in ms or inverse HR) was determined for each interval and
HRV was quantified as root mean square of successive differences
(RMSSD), indexing parasympathetic cardio-regulation (e.g. Berntson
et al., 1997).

2.6. Endocrine data

In parallel to the subjective ratings, blood and saliva samples were
obtained at 14 time points throughout the procedure (T1-T14, also see
Fig. 1). While participants were responding to the questionnaires, saliva
was sampled with a Sarstedt Salivette (duration: at least 2 min). During
the subjective sampling, the experimenter acquired blood samples
(serum and plasma, Sarstedt Monovette) from the intravenous catheter in
the left or right cubital vein. Samples were centrifuged and aliquoted for
the quantitative analysis. Cortisol concentrations in saliva were deter-
mined using Liquid chromatography-tandemmass spectrometry (LC-MS/
MS) at the Institute for Laboratory Medicine, Clinical Chemistry and
Molecular Diagnostics, University of Leipzig, following the protocol
described in (Gaudl et al., 2016). For a different focus of the study, other
endocrine markers in blood and serum were measured (results reported
in Bae et al., 2019).

2.7. Neuroimaging data

Magnetic resonance imaging (MRI) was performed on a 3 T S
MAGNETOM Verio (Siemens, Erlangen, Germany) scanner using a 32-
channel Siemens head-coil. High resolution structural MR images
were acquired using an MP2RAGE sequence: sagittal acquisition orien-
tation, one 3D volume with 176 slices, repetition time (TR)¼ 5000ms,
TE¼ 2.92ms, TI1¼ 700ms, TI2¼ 2500ms, FA1¼ 4⁰, FA2¼ 5⁰, pre-
scan normalization, echo spacing¼ 6.9ms, bandwidth¼ 240 Hz/pixel,
FOV¼ 256mm, voxel size¼ 1mm isotropic, GRAPPA acceleration fac-
tor 3, slice order¼ interleaved, duration¼ 8min 22 s (Marques et al.,
2010). Six blocks (see Fig. 1) of 8-min RS fMRI (336 vol) were acquired
using a T2*-weighted echo planar imaging (EPI) sequence: axial
acquisition orientation, phase encoding ¼ A ≫ P, voxel size ¼ 2.3 mm
isotropic, FOV ¼ 202 mm, imaging matrix ¼ 88 x 88, 64 slices with 2.3
mm thickness, TR ¼ 1400 ms, TE ¼ 30 ms, flip angle ¼ 69#, echo
spacing ¼ 0.67 ms, bandwidth ¼ 1776 Hz/pixel, partial fourier 7/8, no
pre-scan normalization, multiband acceleration factor ¼ 4, 336 vol, slice
order ¼ interleaved, duration ¼ 7 min 50 s. During each RS scan,
participants were instructed to lie still with their eyes open and to
loosely fixate a low-contrast crosshair. Before each RS scan, a pair of
gradient echo non-EPI scans (TR ¼ 0.68 s, TE1 ¼ 5.19 ms, TE2 ¼ 7.65
ms, flip angle ¼ 60#, voxel size ¼ 2.3 mm isotropic, FOV ¼ 202 mm, 64
slices) and two sets of spin echo EPI scans (TR ¼ 2.2 s, TE ¼ 50 ms, flip
angle ¼ 90#, multiband factor ¼ 4, voxel size ¼ 2.3 mm isotropic, FOV
¼ 202 mm, 64 slices, phase encoding ¼ AP, 3 vol/PA, 3 vol) were ac-
quired for field map and reverse phase encoding distortion correction,
respectively. FMRIB Software Library FSL (Smith et al., 2004) was used
for all preprocessing steps except for spatial transformations, which
were performed with Advanced Normalization Tools (ANTs; Avants
et al., 2011). To ensure a standardised and reproducible procedure, the
complete pipeline (https://github.com/NeuroanatomyAndConnectivit
y/pipelines/tree/master/src/lsd_lemon) was implemented in Nipype
(Gorgolewski et al., 2011). Preprocessing of the RS data fMRI
comprised: discarding the first 5 vol, realignment, distortion correction,
denoising (motion parameters and physiological noise), co-registration
to the T1-weighted high resolution image, high pass filtering
(0.01 Hz), spatial smoothing with a 6mm full-width-at-half-maximum
(FWHM) kernel, and normalisation to standard space (MNI152). A
detailed description of the preprocessing pipeline can be found in the
supplementary material.

Quality reports for all RS scans were created using a customized
Nipype workflow described in Mendes et al. (2019) and are available at
https://github.com/NeuroanatomyAndConnectivity/pipelines/tree/m
aster/src/lsd_lemon. Quality assessment (QA) included the calculation
of motion parameters such as framewise displacement (calculated as the
sum of the absolute values of the six realignment parameters), and the
visual assessment of co-registration quality, and temporal
signal-to-noise (tSNR). Each individual's scan quality scores were
compared to the group-level distribution and for each scan, the QA
report was visually inspected to ensure adequate data quality (cf. “Data
availability”).

2.7.1. Eigenvector centrality mapping
To assess stress-related changes in the topology of whole-brain

functional connectivity, Eigenvector centrality (EC) mapping (ECM;
Lohmann et al., 2010) was used. The graph-analytic metric EC quantifies
the importance of individual nodes (here: voxels) within a network
(Joyce et al., 2010; Rubinov and Sporns, 2010), that is, high EC indicates
that a node is highly connected to other nodes of the network, which are
themselves highly connected. ECM allows an exploratory whole-brain
approach independent from predefined seed regions (Lohmann et al.,
2010). Voxelwise ECMs were calculated (for each RS scan) using the fast
ECM algorithm (Wink, de Munck, van der Werf, van den Heuvel and
Barkhof, 2012).
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2.8. Statistical analysis

2.8.1. Data availability
From the analysis of the MRI data, six participants were excluded:

four due to excessive head movement (criterion: at least one volume with
>2.3mm [voxel length] of framewise displacement; Power et al., 2012)
in the RS scans immediately before (rest2) or after (rest3) the interven-
tion, one participant aborted the scan, and one participant was excluded
because of an incidental finding that was discovered after the data
acquisition was completed. Imaging data from 29 participants in the
stress and 32 participants in the control group were analysed. From the
analysis of EC, psychometric, autonomic, and endocrine data using linear
mixed models, an additional participant in the stress group was excluded
because of a cortisol increase below 1.5 nmol/l, which is considered a
non-responder (Miller et al., 2013). For the correlations between brain
measures and subjective or autonomic stress markers within the stress
group, participants with missing data points at either rest2 or rest3 were
excluded: None for psychometric data (total n¼ 28) and three for HR/V
analysis due to mis-sampled ECG/PPG data (total n¼ 26).

For the endocrine data, two single missing sampling time points (T8,
in the stress group) were imputed with the mean of the values before and
after the missing value. In total, cortisol data from 28 participants were
analysed.

2.8.2. Group-level analysis of EC maps
Differential effects of the intervention on both groups were analysed

using a “flexible factorial” model in SPM12 (Wellcome Trust Centre).
ECMs from rest2 (immediately before the intervention) and rest3
(immediately after the intervention, i.e., þ30 min after its onset) were
entered into a model including the factors pre-post (rest2, rest3;
within-subject), group (stress, control; between-subject), and subject. We
defined contrasts which tested the interaction of time point and group, as
well as the simple effect of time point, within the stress and the control
group, respectively. To specify stress-related EC changes, the ECMs of the
time point by group interaction and of the simple effect of time point in
the stress group were overlaid using FSLmaths. The resulting mask was
binarized and used to extract EC values from all participants and scans
(rest1 to rest6), which were then correlated with psychometric, endo-
crine, and autonomic data.

All maps were corrected for multiple comparisons using a cluster-
level family wise error (FWE) correction (Nichols and Hayasaka, 2003)
with a threshold of p< 0.005 (uncorrected) at the voxel-level and of
p< 0.05 (FWE-corrected) at the cluster-level (Bansal and Peterson, 2018;
Mueller et al., 2017). The cluster extent (kE) threshold was set using the
tool SPM_ClusterSizeThreshold (Phillips, 2016), yielding a cluster extent
threshold of kE¼ 251. To investigate the network of stress-related EC
changes, an exploratory seed-based functional connectivity was per-
formed (cf. Supplement for methods and results).

2.8.3. Linear mixed models of stress measures
To investigate the time courses of EC values and other (i.e., psycho-

metric, autonomic, and endocrine) measures across all RS scans (rest1 to
rest6), linear mixed models (Baayen, R Harald, 2008; Brown et al., 2014)
were computed using the function lmer of the package lme4 (version
1.1–13; Bates et al., 2015) in R 3.0.2 (R Core Team, 2008). To test
whether the measures of interest were specifically influenced by stress
(i.e., the interaction of RS-scan and group), the model included the
respective measure as the outcome variable and RS-scan as well as group
as fixed effects. To correct for differences in baseline values, these were
included (average values during rest2) as a fixed effect. To control for the
repeated measures, “participant” was included as a random intercept.
Significance of the full model was determined by comparing it to a
reduced model without the interaction of RS-scan and group using a
likelihood ratio test (R function anova with argument test set to “Chisq”;
Dobson and Barnett, 2018; Forstmeier and Schielzeth, 2011). In case of a
significant difference between the full and the reduced model, post-hoc

least-squares means tests, adjusted for multiple comparisons using
Tukey's method, were performed with the R-package emmeans (version
1.1.2.; Lenth et al., 2018). Prior to analyses, the data were inspected, the
required assumptions were tested, and parametric variables were
z-transformed (see supplementary material for details).

2.8.4. Correlations between brain measures and other stress markers
To analyse the relationship between stress-related changes in EC

values and the other (psychometric, autonomic, and endocrine) stress
markers, their deltas were computed by subtracting rest2 values from
rest3 values and correlated using Spearman's rank correlation (due to the
non-normality of EC values; Shapiro-Wilk test: W(29)¼ 0.87, p¼ 0.002)
in R 3.0.2 (R Core Team, 2008). As psychometric (state anxiety, subjec-
tive stress) and endocrine (salivary cortisol) stress markers were not
acquired during the fMRI sequence but before and after each RS scan, the
two values were averaged before the delta between rest2 and rest3 was
created. For the heart rate data, the two 3-min intervals during the RS
scans were averaged before the correlation.

3. Results

The stress and the control group did not differ significantly in age,
hours of sleep before the day of the experiment, average sportive activity
per week, or self-reported chronic stress (see Table S5).

3.1. Psychometric, autonomic, and endocrine results

In response to the TSST, the stress group showed significantly
different reactions in psychometric (state anxiety and subjective stress),
autonomic (HR and HRV), and endocrine (salivary cortisol) stress
markers compared to the control group (Fig. 2).

3.1.1. State anxiety and subjective stress
For state anxiety (STAI) scores, there was a significant interaction

between RS-scan and group (χ2(5)¼ 27.62, p< 0.001). Post-hoc tests
showed significant group differences at rest3 (þ35 min, t-ratio (272.59)
¼ $3.13; p < 0.01; stress > control group), and rest6 (þ105 min, t-ratio
(272.59) ¼ 2.20; p < 0.05; control > stress group). For subjective stress
(VAS “stressed”), there was a significant interaction between RS-scan and
group (χ2(5)¼ 15.19, p< 0.01). Post-hoc tests did not show significant
group differences at rest3 (þ35 min, t-ratio (303.44) ¼ $1.57; p ¼ 0.11)
but at rest6 (þ105 min, t-ratio (303.44)¼ 2.60; p< 0.01; control> stress
group).

3.1.2. Heart rate and heart rate variability
For HR changes, there was a significant interaction between RS-scan

and group (χ2(5)¼ 74.94, p< 0.001). Post-hoc tests revealed significant
group differences (stress> control group) in HR at rest3 (þ35 min, t-ratio
(180.67) ¼ $7.96; p < 0.0001), rest4 (þ55 min, t-ratio (180.67) ¼ $5.4;
p < 0.0001), rest5 (þ90 min, t-ratio (180.67) ¼ $3.87; p < 0.001), and
rest6 (þ105 min, t-ratio (184.36) ¼ $4.48; p < 0.0001). For HRV
measured as RMSSD changes, there was a significant interaction between
RS-scan and group (χ2(5)¼ 15.68, p< 0.01). Post-hoc tests revealed
significant group differences (control> stress group) in RMSSD at rest3
(þ35 min, t-ratio (220.13)¼ 2.95; p< 0.01) and rest6 (þ105 min, t-ratio
(223.84) ¼ 2.24; p < 0.05).

3.1.3. Saliva cortisol
For saliva cortisol there was a significant RS-scan by group interaction

(χ2(5)¼ 183.62, p< 0.001) driven by significant group difference
(stress> control group) for all RS scans after stress exposure, at rest3
(þ35 min, t-ratio (232.35)¼$12.64 p< 0.0001), rest4 (þ55 min, t-ratio
(232.35) ¼ $11.75; p < 0.0001), rest5 (þ90 min, t-ratio (232.35) ¼
$7.75; p < 0.0001), and rest6 (þ105 min, t-ratio (232.35) ¼ $6.48, p <

0.0001).
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3.2. Neuroimaging results

The interaction of pre-post (rest2, rest3) and group (stress, control) was

significant in subcortical and frontal clusters. In the stress group
(compared to the control group), EC in a subcortical cluster around the
bilateral thalamus (peak MNI coordinate: [$6, $26, 2], T¼ 4.14,

Fig. 2. Mean time courses of state anxiety (STAI), subjective
stress (VAS, “stressed”), heart rate (HR, in beats per minute,
bpm), heart rate variability (HRV, as root mean square of
successive differences, RMSSD, in ms), and saliva cortisol (in
nmol/l), plotted over the six resting-state (RS) scans (baseline-
corrected with the values of rest2). Timing relative to TSST
(start, end, darker grey area). The lighter grey area highlights
the time when participants in the stress group were still
expecting another task (see section 2.3). After rest4 (þ60 min
after TSST onset), they were told that no additional task would
follow and that they could relax. The hours indicate the time at
which important sampling points were scheduled. Linear
mixed models show significant RS-scan by group interactions
for all five measures. For visualization purposes and to be
comparable to the brain measure of Eigenvector centrality, the
values were down-sampled by taking the mean per RS scan.
See Fig. S1 for the time courses over all 14 time points. Error
bars: 95% confidence interval. * ¼ p < .05.

Fig. 3. Changes in Eigenvector centrality (EC) after an acute stressor and their association with other stress markers. (A) Significant clusters of increased EC, rest2
(20min before the stressor)< rest3 (þ35 min after the stressor). The overlap between the RS-scan by group interaction and the simple effect of RS-scan in the stress
group (which almost completely overlays the cluster of the simple effect) was located in the bilateral thalamus. Threshold: p< 0.005 (uncorrected) at the voxel and
p< 0.05 (FWE-corrected) at the cluster level. (B) Box plots (horizontal bar: median; whiskers: 1.5 interquartile range; dots: data from individual participants) of the
extracted EC values from the overlap of simple and interaction effect depicted in (A) plotted for rest2 and rest3 in the stress (red) and control (black) group. (C) Stress-
related EC increases in the subcortical cluster (overlap simple and interaction effect) significantly correlated (Spearman's rank correlation on deltas between rest3 and
rest2) with other stress measures in the stress group: (top left) positively with subjective stress (visual analogue scale, VAS, “How stressed do you feel right now?“), (top
middle) negatively with heart rate variability (HRV, measured as root mean squared successive differences, RMSSD, in ms), and (top right) positively with saliva cortisol
(in nmol/l) but not with (bottom left) state anxiety (STAI) or (bottom right) heart rate. Dashed lines support visual estimation.
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pFWE¼ 0.011, kE¼ 335; see Fig. 3A, see Table 1), increased from pre-
stress (rest2, 20min before TSST onset) to post-stress (rest3, þ35 min
after TSST onset). Significant clusters of increased EC in the simple effect
in the stress group overlapped with the clusters of the interaction effect
and showed a wider extension to bilateral putamen and caudate nucleus
(MNI coordinate: [$26, 12, $6], T ¼ 5.24, pFWE< 0.001, kE¼ 545; and
MNI coordinate: [28, 14, $8], T¼ 4.5, pFWE< 0.001, kE¼ 1336,
respectively, see Table 1). The simple effect in the stress group also
showed a significant cluster of increased EC in the bilateral cerebellum

(MNI coordinate: [$16, $72, $24], T¼ 4.28, pFWE< 0.001, kE¼ 766,
see Table 1). Furthermore, the interaction contrast for testing the
decrease of EC within the stress group revealed a significant cluster in the
frontal pole (MNI coordinate: [8, 62, $4], T¼ 4.18, pFWE¼ 0.005,
kE¼ 374, see Table 1). However, this did not overlap with any simple
effect. The simple effect in the control group showed a significant EC
increase in a cluster around the left lateral temporal pole (MNI coordi-
nate: [30,$30,$32], T¼ 5.27, pFWE< 0.05, kE¼ 276, see Table 1) and a
decrease in occipital cluster (MNI coordinate: [4, $88, 8], T¼ 5.22,
pFWE< 0.001, kE¼ 1427, see Table 1). Both clusters did not overlap with
significant clusters in the interaction analysis.

The exploratory seed-based analysis yielded widespread connectivity
increases between the thalamic cluster and parietal as well as temporal
regions in the stress group (cf. Fig. S3), including bilateral hippocampus
and amygdala.

3.3. Associations between stress measures

For delta values (rest3-rest2) in the stress group, EC showed a signif-
icant positive correlation with both subjective stress (rho(28)¼ 0.45,
p¼ 0.02). The positive correlation between saliva cortisol and EC
showed a non-significant trend (rho(28)¼ 0.34, p¼ 0.08). Similarly, the
negative correlation between HRV/RMSSD and EC showed a non-
significant trend (rho(26)¼$0.35, p¼ 0.08) (see Fig. 3C). No signifi-
cant correlations were found between EC and STAI scores
(rho(28)¼ 0.15, p¼ 0.44) or between EC and heart rate (rho(26)¼ 0.21,
p¼ 0.31).

3.4. Time courses of subcortical eigenvector centrality

EC time courses of subcortical clusters in the stress and the control
group are shown in Fig. 4. The full model that included the RS-scan by
group interaction and the null model (without the interaction term)
differed significantly (likelihood ratio test: χ2(5)¼ 18.46, p< 0.01).
Post-hoc tests showed significantly higher EC values in the stress than in
the control group at rest3 (þ35 min; t-ratio (312.18)¼$3.40; p< 0.001)
and rest4 (þ55 min; t-ratio (312.18) ¼ $2.49; p < 0.05). Qualitatively,
EC values decreased at 50 min after stressor onset (rest4) but then
increased again at 85min (rest5) to stay elevated (at least) until 105min
after stress onset (rest6). At rest5 and rest6, subcortical EC values in the
control group showed a similar increase.

4. Discussion

In this study, we investigated functional brain network topology in
response to an acute psychosocial stressor and during the recovery from
it. Eigenvector centrality (EC) mapping was used to identify brain hubs
involved in stress processing, which were subsequently related to sub-
jective, autonomic, and endocrine stress markers. First, our results show
that the TSST elicits strong subjective, autonomic, and endocrine stress
responses, as previously described (for a review see Allen et al., 2014).
Second, we found an immediate, stress-driven change in whole-brain
network topology: EC increased in a cluster peaking in the thalamus,
which was connected to regions across the whole brain. This EC increase
was more pronounced in participants who also showed stronger
stress-related changes in subjective (VAS stressed) as well as – to a lesser
extent – autonomic (HRV), and endocrine (saliva cortisol) measures.
Third, and different from our expectations based on Hermans et al.
(2014), the stress-driven elevation of EC did not recover within 105min
after stress onset. EC values did decrease at 50min after stressor onset
(rest4) but then increased again (at least) until the 105min after stressor
onset (rest6).

Stress-related changes in brain network topology indicate that
thalamic connectivity may be important to information processing
immediately after stress exposure. Especially in the immediate aftermath
of stress exposure, when the organism is in a hypervigilant state (van

Table 1
Stress-related increases in subcortical Eigenvector centrality.

Contrast cluster/
extent (n
voxels)

Region Peak Voxel
coordinates (MNI)

T
max

x y z

Interaction stress vs.
control (pre-post
by group)

Cluster 1/
335

Thalamus
Maximum 1 $6 $26 2 4.14
Maximum 2 8 $14 6 3.86
Maximum 3 $4 $16 8 3.69
Maximum 4 18 $20 6 3.44
Maximum 5 4 $4 4 2.94

Simple effect in
stress group
(rest2< rest3)

Cluster 1/
1336

Thalamus
Maximum 1 28 14 $8 4.50
Maximum 2 28 6 $2 4.32
Maximum 3 $8 $18 8 4.29
Maximum 4 28 0 8 4.19
Maximum 5 10 0 18 4.16
Maximum 6 $4 $16 16 4.08
Maximum 7 $6 $20 10 3.89
Maximum 8 28 $10 10 3.87
Maximum 9 16 0 18 3.70
Maximum
10

12 $4 14 3.68

Maximum
11

26 4 $10 3.67

Cluster 2/
766

Cerebellum
Maximum 1 $16 $72 $24 4.28
Maximum 2 $36 $62 $28 4.26
Maximum 3 $44 $70 $14 4.03
Maximum 4 $6 $70 $34 3.90
Maximum 5 $16 $48 $24 3.82
Maximum 6 $38 $58 $40 3.76
Maximum 7 $24 $60 $30 3.66
Maximum 8 $32 $70 $24 3.37
Maximum 9 $10 $56 $28 3.34
Maximum
10

$32 $76 $30 3.32

Maximum
11

$18 $66 $32 3.26

Cluster 3/
545

Putamen
Maximum 1 $26 12 $6 5.24
Maximum 2 $26 2 $2 4.44
Maximum 3 $22 6 6 3.92
Maximum 4 $26 0 6 3.89
Maximum 5 $18 8 20 3.60
Maximum 6 $26 $16 6 3.50
Maximum 7 $12 14 14 3.22
Maximum 8 $32 $8 $4 3.19
Maximum 9 $28 $10 14 2.95
Maximum
10

$30 $10 $14 2.77

Maximum
11

$8 10 12 2.74
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Marle et al., 2010), adequate behaviour requires focused resource allo-
cation (e.g., energy supply to brain regions that process relevant infor-
mation; Hermans et al., 2014). Increased centrality in the thalamus
supports its essential role for the control of functional network balance
and resource allocation (Garrett et al., 2018; Hwang, Bertolero, Liu, &
D'Esposito, 2017). With its extensive structural and functional connec-
tivity, the thalamus is a central relay for sensory signals ascending to the
cortex and for trans-thalamic cortico-cortical communication (Sherman
and Guillery, 2002). Thalamic nuclei thereby modulate the transfer of
information in accord with current attentional and motor or behavioral
demands (Sherman and Guillery, 2002; Wolff and Vann, 2019). Beyond
being a relay, the thalamus actively and dynamically gates salient inputs
by minimizing the importance of currently irrelevant ones (Wolff and
Vann, 2019, for review). Activation in the – particularly paraventricular –
thalamus has recently been shown to represent salient stimulus features
like aversiveness, novelty, and surprise (Zhu et al., 2018). With its inputs
from the hypothalamus and brainstem, it also receives information about
the homeostatic or arousal state of the organism; and its activation but
also its connectivity with cortical regions have been linked to learning
processes that underlie behavioral flexibility (Wolff and Vann, 2019; Zhu
et al., 2018).

Increased centrality in the thalamus might therefore reflect an
increased arousal or alertness (Lohmann et al., 2010; Schiff, 2008) to
support the anticipation and processing of salient stimuli (Greenberg
et al., 2015; Zhu et al., 2018). The extent of stress effects on brain con-
nectivity is also visible in the results of our exploratory seed-based
analysis, showing stress-driven connectivity increases between the
thalamic cluster and widespread parietal and temporal regions. Previous
studies have shown stress-driven changes in thalamic activation (Dedovic
et al., 2014; Fan et al., 2015; Gianaros et al., 2008; Koric et al., 2012;
Pruessner et al., 2008; Sinha et al., 2016; Sinha et al., 2004) as well as an
increased thalamo-cortical integrationwith widespread consequences for
cortical activity (Maron-Katz et al., 2016) after stressor exposure. While
previous stress studies have often also found activation or connectivity
changes in the thalamus (but less often discuss them), we did not find
significant centrality changes in regions prominent in the stress

literature, like the PFC, the amygdala, the hippocampus, or the hypo-
thalamus. To all these regions, the thalamus is strongly connected (Wolff
and Vann, 2019; Zhu et al., 2018) and thalamic EC changes in our study
may represent connectivity with these regions (cf. the results of the
exploratory seed-based functional connectivity analysis; Fig. S3).

Our results also relate these regions to stress markers beyond the
brain: stress-related brain changes in the thalamus were more pro-
nounced in participants with stronger stress responses in subjective stress
and – to a lesser extent – peripheral measures (saliva cortisol and heart
rate variability). These findings align with evidence that relates thalamic
function not only to emotional processing (Barrett, 2016; Kober et al.,
2008; Lee et al., 2012; Lee and Shin, 2016; Penzo et al., 2015; Timbie and
Barbas, 2015; Wang et al., 2005) but also to homeostatic regulation (Åhs
et al., 2009; Cechetto and Shoemaker, 2009; Jaferi and Bhatnagar, 2006;
M. M. Su"arez and Perassi, 1997; M. Su"arez, Maglianesi and Perassi, 1998;
Wager et al., 2009; Zhu et al., 2018), showing thalamic involvement for
example in the endocrine adaptation to repetitive stressors (Jaferi and
Bhatnagar, 2006), respiratory control (Cechetto and Shoemaker, 2009),
and parasympathetic cardioregulation (Åhs et al., 2009; Wager et al.,
2009). That EC changes were not significantly correlated with changes in
STAI scores or HR may suggest that EC alterations are relevant for more
stress-specific (VAS, cortisol) and parasympathetic (HRV) than for gen-
eral anxiety (STAI) or sympathetic (HR) aspects of the stress response.

Besides emotions and homeostasis, our findings can be related to
uncertainty. While uncertainty is a crucial component of the TSST and
other stressors (de Berker et al., 2016; Koolhaas et al., 2011), according
to the free energy principle, the brain constantly tries to match pre-
dictions and the environment with the goal of minimizing uncertainty
(Friston, 2010; Peters et al., 2017). Thalamic regions– as part of a basal
ganglia-thalamo-cortical loop – have been involved in the cognitive
processing of uncertainty (Grinband et al., 2006) and in the coordination
of “higher” cortical regions (e.g., in prefrontal, insular, and parietal
cortices) with the goal to adapt to uncertain environments through
probabilistic inferential learning (Mestres-Miss"e et al., 2017). In general,
learning from (stressful) experiences is crucial to reduce uncertainty –
and stress – in future situations (de Berker et al., 2016; Peters et al.,

Fig. 4. Thalamic Eigenvector centrality (EC) plotted over the
six resting-state (RS) scans. (A) Overlap of the RS-scan by group
interaction and the simple effect in the stress group (incl. rest2
and rest3), from which EC values were extracted. (B) Baseline-
corrected (with the value at rest2) mean EC values in the
cluster shown in A for the six RS scans. Timing relative to TSST
onset (start, end, darker grey area). The lighter grey area in-
dicates the time when participants in the stress group were still
expecting another task (see section 2.3). After rest4 (þ60 min
after TSST onset), they were told that no additional task would
follow and that they could relax. The hours indicate the time at
which important sampling points were scheduled. There was a
significant RS-scan by group interaction (χ2(5)¼ 18.46,
p< 0.01) with significant group differences (stress> control
group) at rest3 (þ35 min, t-ratio (312.18) ¼ $3.4;
pcorr< 0.001) and rest4 (þ55 min, t-ratio (312.18) ¼ $2.49;
pcorr< 0.05).
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2017). An adaptive stress response thus enables and involves neural
plasticity to support these learning processes (Regev and Baram, 2014).

Hallmark of an adaptive stress response is an adequate cortisol
response, which, in synergy with other neuroendocrine transmitters,
supports rapid behavioural choices but also promotes longer-term neural
recovery and higher cognitive functions (Jo€els et al., 2013). We thus
speculate that our findings can be interpreted as indirect evidence that
thalamic are involved in stress-based learning processes(Wolff and Vann,
2019; Zhu et al., 2018). However, as we did not measure such processes,
we cannot directly test their relation to the observed EC changes in the
thalamus.

Based on the model by Hermans et al. (2014), we anticipated the
functional connectivity changes to resemble the time course of the
endocrine stress response, increasing immediately after stress exposure
and then decaying over time. In the stress group, EC values increased
immediately after stress exposure (rest3) and decayed during rest4 (þ50
min). However, in both groups, they then increased (again) until the end
of the experiment. This pattern may reflect a more general (i.e.,
group-independent) state (e.g., exhaustion, boredom, annoyance) to-
wards the end of the 6-h experimental procedure. The psychometric
measures of stressfulness and exhaustion, which show a similar time
course as the EC values in both groups (Fig. 2), support this interpreta-
tion. It has been reported that an MRI scan itself can be perceived as
stressful (Muehlhan et al., 2011) and the procedure during a RS fMRI
acquisition may share some characteristics with the TSST: for example,
the participant's “performance” is monitored and recorded by a team of
specialists trying to remain and interact in a neutral fashion. Thus, it is
conceivable that the observed effects on the neural level are a super-
position of two different effects: stress induced by the TSST and the
expectation of another task, specific to the stress group and with a clear
cortisol response, and exhaustion/boredom/annoyance in both groups,
caused by the overall length of the experiment. For the last scan (rest6),
the control group reported significantly higher state anxiety and sub-
jective stress than the stress group (while the autonomic and endocrine
stress markers did not “flip”). This illustrates that physiological and
subjective stress measures can – and often do – dissociate (D. Hell-
hammer, Stone, Hellhammer and Broderick, 2010; J. Hellhammer and
Schubert, 2012).

There are several limitations that should be considered when inter-
preting the findings of our study: we only included young, healthy, male
participants. While this allowed us to investigate stress-induced changes
using a multimodal approach without confounds like the impact of the
ovarian cycle, the generalisability of our results has to be tested in studies
with more heterogeneous samples. To sample female participants at the
same phase of the ovarian cycle would have been beyond the resources of
our study as self-reports or (single) assessments of physiological param-
eters (e.g., body temperature, hormone concentrations) are unreliable
and, for example, highly influenced by day-to-day fluctuations (cf. Barth
et al., 2016). Our study design cannot disentangle the aspects of
increased thalamic centrality that are due to more general changes in
alertness or arousal from those that are stress-specific. That there is a
stress-specific component is suggested by the association of EC increases
with dedicated stress markers like subjective stress or - to a lesser extend
saliva cortisol and by the absence of a group difference in self-reported
alertness (non-significant RS-scan by group interaction in a linear mixed
model of the mood scale's sleepiness component; Dalbert, 1992; Fig. S2).
Although the TSST's strong and long lasting effect was crucial for our
research question, it does not include a parametric modulation of the
stressor (e.g., by varying levels of uncertainty; de Berker et al., 2016),
which would provide a more fine-grained analysis of the association
between stress-inducing uncertainty and, for example, thalamic network
centrality. In addition, the functional significance of centrality changes
could be confirmed by including a task after the stressor, which allows,
for example, the measurement of attentional performance. Please note
that our results show the network hubs based on EC across voxels - but
not regions - in the brain. Treating each voxel as an independent unit

might bias the results because of the different size of different brain re-
gions. However, atlas-based network analyses depend on prior assump-
tions about functional brain topology, which can also bias the results (de
Reus & van den Heuvel, 2013).

In this study, we show stress-driven changes in whole-brain func-
tional network topology without a priori definition of seed regions or
network masks. By acquiring data from different stress systems over an
extended time after stressor onset, it was possible to not just multi-
modally investigate immediate stress effects but also their time courses
during recovery. We identified thalamic regions to be centrally involved
in the neural response to acute stress, underlying stress-related connec-
tivity changes across the whole brain. Changes in thalamic centrality
were also related to subjective as well as – to a lesser extent – to auto-
nomic and endocrine stress measures. The importance of the thalamus
supports the hypothesis that acute stress shifts resources towards a state
of heightened saliency processing. The thalamus may thus be a target for
future research – also investigating stress-related psychopathology, such
as post-traumatic stress disorder (Yin et al., 2011), depression (Greicius
et al., 2007), addiction (Everitt and Robbins, 2013), or schizophrenia
(Giraldo-Chica and Woodward, 2017; Howes et al., 2017). Of particular
importance is also the role of stress resilience (Brown et al., 2014), which
requires studying the time course of the brain's response to stress and its
association with peripheral stress markers. In conclusion, our findings
suggest thalamic connectivity to play a central role for the processing of
stress and to constitute a nexus for stress responses in the rest of the body
and in the mind.
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This study investigated the neural regions involved in blood pressure reactions to negative stimuli and their possible modulation by
attention. Twenty-four healthy human subjects (11 females; age ! 24.75 " 2.49 years) participated in an affective perceptual load task
that manipulated attention to negative/neutral distractor pictures. fMRI data were collected simultaneously with continuous recording of
peripheral arterial blood pressure. A parametric modulation analysis examined the impact of attention and emotion on the relation
between neural activation and blood pressure reactivity during the task. When attention was available for processing the distractor
pictures, negative pictures resulted in behavioral interference, neural activation in brain regions previously related to emotion, a tran-
sient decrease of blood pressure, and a positive correlation between blood pressure response and activation in a network including
prefrontal and parietal regions, the amygdala, caudate, and mid-brain. These effects were modulated by attention; behavioral and neural
responses to highly negative distractor pictures (compared with neutral pictures) were smaller or diminished, as was the negative blood
pressure response when the central task involved high perceptual load. Furthermore, comparing high and low load revealed enhanced
activation in frontoparietal regions implicated in attention control. Our results fit theories emphasizing the role of attention in the control
of behavioral and neural reactions to irrelevant emotional distracting information. Our findings furthermore extend the function of
attention to the control of autonomous reactions associated with negative emotions by showing altered blood pressure reactions to
emotional stimuli, the latter being of potential clinical relevance.

Introduction
Threatening stimuli prototypically facilitate adaptive motor be-
havior and activate the autonomic nervous system, affecting
heart rate and blood pressure (Lang et al., 2000). These vascular
responses can aggravate when the threatening situation develops
into stress for the organism. It has been shown that, among
healthy subjects, those with higher blood pressure responses are
more likely to subsequently develop hypertension (Matthews et al.,
2004). It is therefore highly relevant to identify neural mechanisms
for the vascular response and potential ways to modulate it.

Studies on the neural underpinnings of vascular response to
stress identified brain areas known to be associated with emotion
processing, including the amygdala, insula, and cingulate (Gian-

aros and Sheu, 2009). These pioneer studies used intermittent
blood pressure measurements between functional neuroimaging
and were therefore limited to longer-lasting “stress periods.” Re-
cent technical developments (Gray et al., 2009), however, on
which we build here, allow for simultaneous recording of blood
pressure during fMRI to match neural activity associated with
brief (threatening) events closely to blood pressure changes.

Regarding potential ways to modulate emotion-related auto-
nomic responses, a crucial question concerns the degree to which
reactions to emotional stimuli are affected by cognitive mecha-
nisms. A debate exists on whether processing of emotional items
depends on allocation of sufficient attention to them (see Pessoa
et al., 2002 and Evans et al., 2011 for similar effects on attention
bias to drug-related cues in drug-addicts). Recent models pro-
pose that projections from frontoparietal regions to amygdala
modulate reactions to emotional stimuli (cf. Pessoa, 2009, Pour-
tois et al., 2013). Conversely, it has been suggested that although
attention influences emotion processing, it may not affect neural
activation related to defensive motor responses (Pichon et al.,
2012). If the latter were coupled to autonomic responses, this
would mean that (action-related) vascular responses to emo-
tional stimuli could occur independently of attention to them.

Motivated by these considerations, the aims of this study were to
identify neural regions involved in blood pressure responses to emo-
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tional stimuli and to elucidate whether and how attention modulates
these neural processes and the associated vascular response.

Our study builds on an affective perceptual load task that we
previously established to assess the impact of attention on emo-
tion processing (Okon-Singer et al., 2007). Participants discrim-
inate a target letter among few (low load) or many (high load)
distractor letters, whereas they are asked to ignore simultaneously
presented distractor pictures that are emotionally negative or
neutral. Using this paradigm, we investigated whether attention
affects behavioral, neural, and vascular reactions to irrelevant
emotional distractors in healthy individuals. In the low-load con-
dition, negative pictures were hypothesized to deteriorate task
performance, to activate regions implicated in emotion process-
ing (amygdala, anterior insula, orbitofrontal cortex, visual areas),
and to transiently decrease blood pressure (Minati et al., 2009,
Dan-Glauser and Gross, 2011). In high load (reduced attention)
these reactions were hypothesized to be attenuated. Finally, we
expected activations related to enhanced perceptual load in fron-
toparietal and primary visual regions.

Materials and Methods
Subjects
Twenty-four healthy subjects (11 females; mean age ! 24.75 " 2.49
years) without any history of neurological, psychiatric, vascular, or car-
diologic diseases volunteered to participate in the study in return for
payment. The study was approved by the local ethics committee and all
subjects gave informed consent before the experiment. All subjects were
right handed according to the Edinburgh Handedness Inventory (Old-
field, 1971) and all fell in the normal range of anxiety and stress as
assessed by the German version of the Spielberger State-Trait Anxiety
Inventory (Laux et al., 1981) and the Trier Inventory of Chronic Stress
(Schulz and Schlotz, 1999), respectively.

Due to technical problems, the behavioral data of five subjects was not
recorded, so the behavioral analysis is based on 19 subjects (11 females).
In addition, after technical challenges involved in recording blood pres-
sure continuously and noninvasively inside the MRI scanner, the blood
pressure measurement of eight of the initial 24 subjects contained #40%
signal dropout (caused by slight movements of the subjects resulting in
signal loss and low-pressured attachment of blood pressure sensors; see
further details regarding data preprocessing in the “Blood pressure pre-
processing” section). Therefore, we performed two types of analyses (see
details in “Data analysis” below): (1) analysis of the fMRI data, without
correlating them to the blood pressure measures, was performed to ex-
amine the neural correlates of the interaction between attention and
emotion and was based on fMRI data acquired from all 24 participants
(the fMRI data were not affected by the signal dropouts); and (2) analyses
correlating the fMRI data with the blood pressure measurements, which
had to be conducted based on 16 participants (nine females) due to the
signal dropouts and unreliable blood pressure data from eight subjects
and include both a parametric modulation analysis and an analysis with
a continuous blood pressure regressor (see details in the “Correlation

with blood pressure: parametric modulation analysis” and the “Correla-
tion with continuous blood pressure” sections).

Stimuli and design
Stimuli pictures (distractors) were modified, color real-life photos from
the International Affective Picture System (IAPS; Lang et al., 2008). To
avoid differences in complexity between the pictures, we modified the
original IAPS pictures using clipping and, where necessary, magnifica-
tion. The emotional valence and arousal levels of the modified pictures
were judged by a sample of 41 (20 males, mean age ! 26.0 " 4.6 years)
healthy volunteers. For the current experiment, 80 negative and 80 neu-
tral pictures were chosen based on the valence scores of the modified
pictures. We did not examine possible differences in the blood pressure
response to subtypes of pictures, such as aggressive compared with dis-
gusting images. Visual features were further matched between negative
and neutral pictures. t tests showed no difference in luminance, contrast,
or dominant spatial frequency between the negative and the neutral pictures
(all t-values $0.53, all p-values #0.6). Furthermore, the content of the pic-
tures (i.e., people, objects, or scenes) was similar across conditions.

Figure 1 describes the order of events in an experimental trial. Each
trial started with a fixation cross shown for 1 s, followed by a negative or
a neutral picture in the center of the screen for 2 s. The picture was
presented as a circular shape and was surrounded by either two (i.e., low
perceptual load; 50% of the trials) or six (i.e., high perceptual load) letters
presented in an imaginary circle. The letters always included a target
letter (i.e., “X” or “N”) and one or five distracting letters. Participants
were asked to ignore the picture and discriminate the target letter. They
were asked to press different buttons in the response box allocated to
indicate either “X” or “N” using the index and middle finger of their right
(dominant) hand. They were requested to respond as fast and accurately
as possible. Before the fMRI session, subjects performed a short practice
session outside the scanner to familiarize them with the task. The exper-
iment was presented in short blocks separated by “null trials” to control
for habituation and expectancy effects. The trials were presented in a
pseudorandomized order, with the criteria that no more than three con-
secutive short blocks of the same emotional valence (i.e., negative or
neutral) were presented. The reason for using a block design was to
maximize the vascular reactivity and neural reactions to the task. Block
designs are known to produce more robust effects in fMRI compared
with event-related designs (Friston et al., 1999).

Data acquisition
fMRI acquisition. fMRI acquisition was performed on a 3T scanner

(Siemens). All images were acquired using a 12-channel head coil. Func-
tional images were acquired using a gradient-echo EPI sequence (FOV
19.2 cm, matrix size 64 % 64, voxel size 3 % 3 % 4 mm 3, TR/TE/FA !
2000/30/90, 30 axial slices of 3 mm with an interslice gap of 1 mm).
Anatomical scans were acquired in a separate session using a T1-
weighted 3D MP-RAGE sequence (FOV 256 % 240 mm 2, spatial resolu-
tion 1 % 1 % 1.5 mm 3). Geometric distortions were characterized by a B0
field-map scan. The field-map scan consisted of gradient-echo readout
(24 echoes, inter-TE 0.95 ms) with a standard 2D phase encoding. The B0
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Figure 1. Examples of low-load and high-load trials. In each trial, a fixation cross was presented for 1 s, followed by presentation of a target letter (i.e., “X” or “N”) with either one (i.e., low load)
or five (i.e., high load) distracting letters. Simultaneously to the letters, a distracting picture, either neutral or negative, appeared. The valence of the picture was independent of the load condition.
ITI, Intertrial interval.
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field was obtained by a linear fit to the unwrapped phases of all odd
echoes.

Blood pressure acquisition. Blood pressure was continuously recorded
simultaneously to fMRI acquisition using an MR-compatible biophysical
measurement system (CareTaker unit; Empirical Technologies/Biopac
Systems; http://www.biopac.com/). Given the high correlation between
their time courses (r ! 0.9219), further analyses were conducted only on
systolic blood pressure because systolic blood pressure has been shown to
have higher reactivity to stress (Krantz and Manuck, 1984; Sherwood et
al., 1990; Swain and Suls, 1996) and other stimuli (Gravlee and Brock-
schmidt, 1990) compared with diastolic blood pressure.

An arterial pulse signal was measured noninvasively via a small plastic
device that was sensitive to pressure and attached firmly to the L brachial
artery. The signal was transformed in real-time to systolic and diastolic
blood pressure values using a Pulse Decomposition Analysis (PDA) al-
gorithm (Baruch et al., 2007; Baruch et al., 2011). In short, the PDA
algorithm uses the temporal structure of the pressure pulse to extract

features highly correlated with diastolic and
systolic blood pressure. The assumption is
that the pressure pulse consists of a main,
leading pressure component and two follow-
ing components rising from reflections of
the first one. The temporal delay between the
first and the third pressure component in com-
bination with their amplitudes are thereby
highly correlated with systolic and diastolic
blood pressure. Notably, the algorithm calcu-
lates neither diastolic nor systolic blood pres-
sure from the mean arterial pressure.

After calibration with individual blood pres-
sure readings from a blood pressure cuff
(Biopac Systems), the pulse decomposition
analysis algorithm was used to track blood
pressure by analyzing the timing and ampli-

tudes of the primary L ventricular ejection pulse and arterial pulse reflec-
tions in the upper arm. To avoid movement artifacts, subjects responded
to the task using the index and middle fingers of their right hand while the
blood pressure device was attached to their left arm. To ensure subject
safety, only plastic MR-compatible parts of the system entered the scan-
ner room and the data were transferred using a transducer, Bluetooth
dongle, USB D/A converter and cables, and an INISO optically isolated
input adapter. Data were sampled at a 500 Hz sampling rate. To maintain
sufficient pressure, an automatic blood pressure calibration unit was
used and, if necessary, air was pumped into the plastic device attached to
the subjects (e.g., in instances in which small movements of the subject
affected the blood pressure pad connection to the artery). The data
were acquired via the CareTaker blood pressure software module and
transferred to AcqKnowledge software (BioPac Systems), which also
saved triggers at the onset of each picture onset to allow for the
synchronization with the fMRI data.

Data preprocessing
fMRI preprocessing. Functional data were processed and analyzed using
Statistical Parametric Mapping software (SPM8; Wellcome Depart-
ment of Imaging Neuroscience, London, United Kingdom) with
MATLAB 7.11.0 software (MathWorks). Preprocessing included the
following steps: removal of the first 10 s (first five repetitions) to
achieve a scanner steady state, motion correction using realignment
to the first volume, geometric distortions correction using a field map,
and slice timing correction to the middle slice. Functional and anatom-
ical images were normalized to Montreal Neurological Institute (MNI)
space. Images were then spatially smoothed with an 8 mm full-width at
half-maximum Gaussian kernel and a high-pass filter of 1/128 Hz was
applied.

Blood pressure preprocessing. The systolic blood pressure raw data were
corrected for clearly visible artifacts (when pressure went below 3 SDs
from its mean) using a linear interpolation between the last corrected
blood pressure value before the artifacts occurrence and the first value
afterward. Subjects for whom #40% of the data had to be interpolated
were excluded from any further analysis, resulting in 16 subjects being
used for analyses of blood pressure data. Within these 16 subjects, 3.1%
(SD ! 5.9%) of the data were interpolated (25.3/0.3 max/min in indi-
viduals). For the parametric modulation analysis, we calculated one
value for systolic blood pressure in each block. These values were based
on an average of the values from 3 s after the first picture onset in a block
to 5 s after the end of the block (based on Gray et al., 2009 and James et al.,
2013) minus a baseline based on the values of the second before the block
onset (i.e., period of &1 to zero when zero is the first stimulus onset in a
block). These values were used in the analysis of the blood pressure
responses and for the parametric analysis with the fMRI data. For the
analyses of the relation of neural activation to blood pressure fluctua-
tions, we prepared a continuous regressor for systolic pressure that was
based on one blood pressure value for each TR.

Data analysis
Behavioral data analysis. The analyses of behavioral data included reac-
tion time (RT) and accuracy (error percentage; EP) and was performed
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Figure 2. Analysis of RT and EP in the perceptual load task revealed that in the low-load condition, negative distractor pictures
resulted in longer RT (A) and reduced accuracy (B) compared with neutral distractor pictures. In the high-load condition, these
differences were not significant. Error bars indicate SD.

Table 1. RT and EP analysis in the perceptual load task

Mean SD t test p-value

RT (msec)
Low load

Negative 1083.9 33.1 2.96 0.008
Neutral 1033.59 28.5

High load
Negative 1349.1 21.1 1.17 0.25
Neutral 1320.4 22.2

EP (error %)
Low load

Negative 6.0 2.0 2.37 0.029
Neutral 3.7 1.4

High load
Negative 22.9 2.9 0.9 0.37
Neutral 21.2 2.7

In the low-load condition, negative distractor pictures resulted in slower RT and higher EP compared with neutral
distractor pictures. These differences were not significant in the high-load condition.

Table 2. Blood pressure reaction in response to distractor pictures and different
load conditions in the perceptual load task

Mean SD F test p-value

Low load
Negative &0.48 1.29 4.34 0.055
Neutral 0.403 1.66

High load
Negative &0.12 1.71 1.59 0.22
Neutral &0.78 1.35

In the low-load condition, blood pressure was lower after negative compared with neutral distractor pictures. The
difference between negative and neutral distractor pictures was not significant in the high-load condition. Blood
pressure changes are reported as a change from mean baseline from 1 s before the beginning of each block to the
onset of the first picture in the block.
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using SPSS (version 18, http://www-01.ibm.com/software/analytics/
spss/). For the RT analysis, only correct responses were included. Ex-
treme responses (i.e., #3 SDs from the mean of the specific condition)
were excluded. Mean RTs and EP data were used in a two-way factorial
ANOVA with the factors valence (negative/neutral pictures) and load
(low/high) as within-subjects effects.

Blood pressure responses. Similar to the analysis of the behavioral data,
the analysis of the blood pressure responses was also performed using
SPSS (version 18, http://www-01.ibm.com/software/analytics/spss/). As
described above, for each subject, we calculated one value for systolic

blood pressure in each block. These values were used in a two-way fac-
torial ANOVA with the factors valence (negative/neutral pictures) and
load (low/high) as within-subjects effects.

fMRI analysis of the task conditions. To examine the effect of the task on
neural activation, whole-brain voxelwise general linear model analyses
were conducted on the first level. The analysis was based on a block
design similar to the analyses of the behavioral performance and the
blood pressure reaction. Regressors modeling stimulus events were
locked to the first stimulus onset in each experimental block and con-
volved with a canonical hemodynamic response function (HRF). The

Table 3. Brain regions activated during the perceptual load task

Side Region

MNI coordinates

t-value Voxelsx y z

Regions that exhibited enhanced activation for negative vs neutral pictures
R Middle frontal gyrus 42 5 34 5.58 21
R Inferior frontal gyrus 48 20 22 5.49 24
R Inferior frontal gyrus 51 32 4 5.77 44
L Superior frontal gyrus &3 53 28 5.20 8
L Inferior frontal gyrus &36 23 1 6.53 106
L Orbito-frontal cortex &27 17 &17 5.40 10
R Lateral occipital cortex 51 &70 7 9.89 681
L Fusiform gyrus &39 &49 &17 7.94 603
R Amygdala 21 &4 &14 5.70 13
L Amygdala &21 &4 &14 5.75 24
R Brainstem 9 &28 &8 5.53 11
R Cerebellum 21 &76 &44 5.10 5
L Cerebellum &18 &76 &41 6.50 50

Regions that exhibited enhanced activation for neutral vs negative pictures
R Temporal lobe/lateral ventricle 18 &37 13 5.58 7
L Temporal lobe &27 &46 1 5.38 9

Regions that exhibited enhanced activation in the low-load vs the high-load condition
Medial frontal gyrus 0 47 &20 5.43 35

L Superior medial frontal gyrus &9 56 28 5.30 11
R Middle temporal gyrus 57 &64 &5 7.02 64
R Middle occipital gyrus 27 &94 &2 5.42 14
R Hippocampus 21 &7 &17 5.13 5
L Hippocampus &24 &13 &17 5.94 47

Regions that exhibited enhanced activation in the high-load vs the low-load condition
R Middle frontal gyrus 33 47 19 7.75 180
L Middle frontal gyrus &33 50 13 6.43 47
L Middle frontal gyrus &24 2 49 5.61 20
R Inferior frontal gyrus 30 26 &5 7.41 122
R Supplementary motor area 18 11 64 5.38 8
L Supplementary motor area &9 14 46 6.11 87
R Inferior parietal lobule 42 &52 49 5.71 121
L Superior parietal gyrus &24 &61 49 7.34 309
L Lingual gyrus &9 &79 &5 10.54 1449
L Insula/Inferior frontal gyrus &33 20 &2 6.71 82

Regions that exhibited enhanced activation for negative vs neutral pictures in the low-load condition
R Inferior frontal/orbitofrontal gyrus 36 29 &11 4.97 6
R Middle temporal gyrus 51 &70 7 8.16 217
L Middle temporal gyrus &48 &61 4 6.32 210
R Inferior temporal gyrus 42 &40 &14 6.54 69
L Fusiform gyrus &39 &49 &17 5.27 11
L Insula &36 23 1 5.95 35
L Cerebellum &18 &76 &41 5.33 8

Similar contrast: amygdala examination using a small volume correction ( p $ 0.05 FWE corrected)
R Amygdala 18 &4 &11 4.30 58
L Amygdala &18 &7 &14 4.69 70

Regions that exhibited enhanced activation for neutral vs negative pictures in the low-load condition
R Caudate 21 &34 13 5.67 13

Regions that exhibited enhanced activation for negative vs neutral pictures in the high-load condition
R Fusiform gyrus 39 &49 &20 5.87 47
L Fusiform gyrus &39 &49 &17 5.46 27
R Middle occipital gyrus 51 &73 1 5.73 16
L Middle occipital gyrus &42 &79 &2 5.11 7

No regions exhibited enhanced activation for neutral vs negative pictures in the high-load condition

The table shows left (L) and right (R) regions that were activated in the corresponding analyses. For each region, the t-values for voxels of peak activation and their corresponding cluster sizes were derived from a whole-brain group analysis
(see text for details). The table includes only clusters of at least five voxels.

4254 • J. Neurosci., March 19, 2014 • 34(12):4251– 4259 Okon-Singer et al. • Vascular Reactivity to Emotional Distractors



analysis model included the task conditions and six motion realignment
nuisance regressors. A factorial design was applied with emotion (nega-
tive/neutral) and load (low/high) as within-subjects factors. The individ-
ual maps of activation were entered into a group analysis computed with
random effects controlling for voxelwise multiple comparisons using a
familywise error rate (FWE) threshold of p $ 0.05 (Friston et al., 1996).
In addition, based on our hypothesis that the amygdala would be in-
volved in the reaction to emotional stimuli, we specifically analyzed this
region as a region of interest (ROI). The coordinates for the amygdala
analysis were based on a recent meta-analysis of reactions to emotional
items (amygdala left: &20, &6, &17; right: 22, &3, &17; Sabatinelli et al.,
2011). Considering the small size of the amygdala (1500 mm 3; Amunts et
al., 2005), we used a small volume correction using 8-mm-radius sphere
based on a formula for radius calculation for a spherical shape. Subjects
were included as a between-subjects factor to correct for individual dif-
ferences in activation. The group level model further included a nuisance
regressor of sex (Sacher et al., 2012). To examine early and later effects of
attention on the reaction to the emotional distractors, we further plotted
the time course of regions that were related to the task’s reactions. Coor-
dinates for the ROIs were chosen based on Table 3. We examined regions
that are important based on previous literature related to emotional
processing and/or emotion control (Sabatinelli et al., 2011). We chose
cortical and subcortical regions to investigate the potential differences in
their time courses. Therefore, the following regions were chosen: bilat-
eral amygdala, L middle frontal gyrus, and right inferior frontal gyrus. To
avoid overlapping responses between trials, the time courses are based on
averages of the first trial in each experimental block. Analyses were per-
formed using rfxplot toolbox for SPM using the Peri-Stimulus Time
Histogram option (Gläscher, 2009).

Correlation with blood pressure: parametric modulation analysis. To
examine possible differences between the task conditions in the acti-
vation of neural regions that are related to systolic blood pressure, we

conducted a parametric modulation analysis model in SPM. On the
individual level, the statistical model included the task conditions as
regressors (as mentioned in fMRI analysis of the task conditions,
above), a blood pressure parameter for each condition and experi-
mental block, and the six movement realignment parameters. Con-
trast maps were computed on the first level for each parameter (i.e.,
negative/neutral pictures % low/high load). These contrast maps were
entered in factorial analysis on the group level, with a general factor of
subjects and sex as a covariate, similarly to previous analyses de-
scribed above (see “fMRI analysis of the task conditions” section). An
analysis based on a FWE-corrected p-value yielded very few regions of
activation, probably due to the relatively low number of remaining
subjects after excluding subjects with many signal dropouts. There-
fore, we report results based on a p-value of 0.001.

Correlation with continuous blood pressure. To examine possible rela-
tion between neural activation of and blood pressure fluctuations, we
conducted an analysis with a continuous blood pressure regressor in
SPM. Similarly to the other analyses, we focused on systolic blood pres-

sure. The individual-level statistical model in-
cluded the systolic blood pressure continuous
regress, the task regressor, and six motion re-
alignment parameters as covariates of no-
interest. A regression analysis at the first level
was followed by a one-sample t test at the group
level computed with random effects modeling
sex as a covariate of no-interest, similarly to
previous analyses described above (see “fMRI
analysis of the task conditions” section). Simi-
larly to the parametric modulation analysis, we
report results based on a p-value of 0.001.

Results
Behavioral performance
Separate analyses were performed for RT
and EP. The ANOVA revealed a main ef-
fect of valence due to longer RTs after pre-
sentation of negative pictures compared with

neutral pictures (F(1,18) ! 5.12, p ! 0.03). The same trend in EP
did not reach significance (F(1,18) ! 2.93, p ! 0.1). In addition, RTs
were longer and EP was higher in the high-load compared with the
low-load condition (F(1,18) !172.7, p!0.001 and F(1,18) !90.6, p!
0.001 for RT and EP, respectively). The interaction between load and
valence was not significant (F(1,18) ! 1.39, p ! 0.25 and F(1,18) !
0.08, p ! 0.7 for RT and EP, respectively). However, based on our a
priori hypotheses, we further examined the difference between neg-
ative and neutral picture trials in the low-load and high-load condi-
tions separately. As expected, the difference between negative and
neutral pictures was significant in the low-load condition (t18 !2.96,
p ! 0.008 and t18 ! 2.37, p ! 0.029, for RT and EP, respectively). In
the high-load condition, the difference between negative and neutral
pictures was not significant (t18 ! 1.17, p ! 0.25 and t18 ! 0.9, p !
0.37, for RT and EP, respectively; Fig. 2, Table 1).

Blood pressure responses
An ANOVA revealed an interaction between load and valence
(F(1,15) ! 7.35, p ! 0.01). Post hoc analyses revealed that this
interaction resulted from an opposite pattern between low and
high load: in the low load, systolic blood pressure responses were
lower when negative pictures were presented, compared with
neutral pictures (F(1,15) ! 4.34, p ! 0.055). In contrast, in the
high-load condition, systolic blood pressure responses did not
differ significantly between negative and neutral pictures (F(1,15) !
1.59, p ! 0.22; Table 2). The main effects of load and valence were
not significant (all f $ 1.08; all p # 0.3).

A B

Figure 3. Neural regions that revealed enhanced activation in the perceptual load task when
contrasting negative (in red) and neutral (in blue) distractor pictures in the low-load (A) and high-load
(B) conditions. Results were thresholded at p $ 0.05 FWE corrected.

A B C

Figure 4. Neural regions that revealed enhanced positive correlation with changes in blood pressure in the low-load condition
when contrasting negative and neutral pictures. Results were thresholded at p $ 0.001 uncorrected. A, Coronal section. B, Sagittal
section. C, Horizontal section.
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Neural responses to the task
Table 3 depicts the brain regions that were found in the whole
brain analysis (p $ 0.05, FWE corrected) of the perceptual load
task when contrasting load, valence, and their interaction. In
relation to our main hypothesis regarding attention, in the low-
load condition, higher activation was revealed after negative pic-
tures compared with after neutral pictures in the bilateral
amygdala, the bilateral medial temporal cortex, the right inferior
frontal cortex and the left insula: brain regions implicated in
emotion processing. In the high-load condition, the difference
between negative and neutral pictures was restricted to only a few
vision brain regions (Fig. 3, Table 3).

Further examination of the time courses of several ROIs re-
veals clear differences between the amygdala and prefrontal re-
gions (see Fig. 5). Although activation in bilateral amygdala was
higher for negative compared with neutral distracting pictures,
and in general higher in the low-load compared with the high-
load condition, activation in prefrontal regions was higher during
the high-load compared with the low-load condition. These
activation patterns are consistent with the suggestion that at-
tention resources had an impact on the neural response to
distracting pictures. Additionally, they suggest that top-down
control processes originating in frontoparietal regions might
have affected the reduced neural responses during the high-

Table 4. Brain regions activated during the perceptual load task in correlation with blood pressure changes

Side Region

MNI coordinates

t-value Voxelsx y z

Regions that exhibited enhanced correlation with blood pressure for negative vs neutral pictures ( p $ 0.001 uncorrected)
L Supplementary motor area &9 &22 49 3.72 11
L Postcentral gyrus &21 &40 70 4.16 12
L Middle temporal cortex &42 &7 &20 3.60 6
L Insula/caudate &33 &37 22 4.04 7
L Amygdala &27 &4 &17 3.56 7
R White matter 24 &16 37 3.91 19

No regions exhibited enhanced correlation with blood pressure for neutral vs negative pictures
No regions exhibited enhanced correlation with blood pressure for the low-load vs the high-load condition
Regions that exhibited enhanced correlation with blood pressure for the high-load vs the low-load condition

R Anterior cingulate cortex 18 38 16 4.41 79
L Precentral gyrus &54 2 28 3.31 8
L Caudate &24 14 22 3.30 5
L White matter &18 17 34 4.39 33

Regions that exhibited enhanced correlation with blood pressure for negative vs neutral pictures in the low-load condition
R Middle frontal gyrus 36 8 34 3.70 15
R Lateral prefrontal cortex 42 23 40 3.57 5
L Lateral prefrontal cortex &42 47 16 3.47 6
R Inferior frontal gyrus/Insula 54 26 1 3.70 6
L Supplementary motor area &9 &22 49 3.79 13
R Dorsal cingulate 21 &16 40 5.20 374
R Posterior cingulate 21 &46 34 4.75 61
L Superior parietal gyrus &18 &40 70 3.99 12
L Superior parietal gyrus &27 &43 64 3.60 5
L Inferior parietal cortex &57 &46 37 3.51 17
L Inferior parietal cortex &42 &58 37 3.55 16
L Insula &39 &22 10 4.09 45
R Parahippocampal gyrus 30 &19 &20 4.11 29
L Amygdala &27 &4 &14 4.57
R Putamen 21 8 &11 3.62 9
L Putamen &30 5 &11 4.68 86
R Midbrain 9 &10 &8 4.48 28
R Midbrain 6 &25 &26 3.78 21
R Cerebellum 33 &76 &38 3.97 17

No regions exhibited enhanced correlation with blood pressure for neutral vs negative pictures in the low-load condition. In the high-load condition, no regions exhibited enhanced correlation
with blood pressure either for negative vs neutral pictures or for neutral vs negative pictures

Regions that exhibited a correlation with continuous blood pressure
R Superior frontal gyrus 18 14 46 4.90 13
R Frontal pole 27 65 19 4.57 10
L Frontal pole &39 56 10 5.12 13
L Frontal pole &6 68 16 4.28 5
L Prefrontal cortex (bilateral) &6 &7 67 7.12 352
L Precentral gyrus &21 &25 55 5.65 126
L Cingulate gyrus &6 &4 46 4.40 19
R Parietal cortex 42 &49 31 4.13 5
R Hippocampus 36 &19 &14 4.47 10
L Cerebellum &21 &31 &29 4.92 5
L Cerebellum &9 &55 &50 7.03 71
R Cerebellum 9 &58 &50 5.47 14

Table shows left (L) and right (R) regions that were activated in the corresponding analyses. For each region, the t-values for voxels of peak activation and their corresponding cluster sizes were derived from a whole-brain group analysis (see
text for details). The table includes only clusters of at least five voxels.
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load condition. Please note that our block design did not allow
averaging of all the trials. Therefore, these time courses are
based on an average of only the first trial in each block, yield-
ing eight trials per condition for each subject. Furthermore,
comparison of the timing between different regions is prob-
lematic because the HRF is known to differ between neural
sites (Neumann et al., 2003).

Neural correlates of blood pressure: modulation by
task conditions
Table 4 depicts the neural regions that correlated with changes in
systolic blood pressure in the different task conditions. In the
low-load condition, comparison of the neural regions related to
systolic blood pressure responses to negative pictures compared
with neutral pictures revealed activation in the bilateral lateral
prefrontal cortex, the right dorsal and posterior cingulate, the left
superior and inferior parietal cortex, the bilateral insula, the left
amygdala, the bilateral putman, and the bilateral midbrain and
cerebellar regions (Fig. 4, Table 4).

Neural correlates of blood pressure fluctuations
Table 4 shows the neural regions that positively correlated with
changes in systolic blood pressure during the fMRI acquisition.
This analysis revealed activation in bilateral frontal pole, bilateral
prefrontal cortex, the right parietal cortex, the left cingulate cor-
tex, the right hippocampus, and bilateral cerebellum.

Discussion
Using an affective perceptual load task, we found that in the
low-load condition—when attention was available for processing
distractor pictures—negative (compared with neutral) pictures
deteriorated performance in the central task, activated brain re-
gions known to be involved in emotion processing, and decreased
blood pressure; we furthermore found a positive correlation be-
tween blood pressure response and activation in prefrontal and
parietal regions, amygdala, caudate, and the midbrain. These ef-
fects were modulated by attention: behavioral and neural re-

sponses to highly negative distractor
pictures were smaller or diminished, as
was the negative blood pressure response
when the central task involved high per-
ceptual load. Furthermore, comparing the
high-load and low-load conditions re-
vealed enhanced activation in frontopari-
etal regions.

The finding of stronger behavioral in-
terference of irrelevant pictures in the
low-load condition confirms our previous
results using the same task (Okon-Singer
et al., 2007). The activation of amygdala,
insula, orbitofrontal, visual, and cerebel-
lar areas for negative pictures and the re-
duced activation in the high-load
condition is also highly consistent with
our hypothesis and previous findings.
Subsequently, we discuss the results con-
cerning the main aims of our study, the
blood pressure response to emotion stim-
uli and the involved neural regions and the
influence of attention on these responses. Fi-
nally, we speculate about clinical implications
and suggest future studies.

Blood pressure response to emotional
stimuli and involved brain areas
Emotions are strongly linked to physiological reactions via
modulation of the autonomic system. Most previous fMRI in-
vestigations on neural correlates of blood pressure responses
have either measured vascular responses at the end of stress-
evoking blocks (Gianaros et al., 2006) or used replica protocols to
correlate vascular responses measured outside the scanner with
neural responses acquired with fMRI (Gianaros et al., 2012).
Here, we measured blood pressure simultaneously to fMRI (pio-
neered by Gray et al., 2009) so the results represent neural and
vascular responses to brief emotional stimuli. Furthermore, this
design allows investigating the interaction between various men-
tal processes occurring simultaneously. We cannot rule out pos-
sible influences of other factors, such as familiarity, and although
we believe our results reflect neural activity that preceded vascu-
lar reactivity, it is possible that blood pressure responses them-
selves also influenced the measured neural activity.

Our finding of an early blood pressure decrease to negative stim-
uli is consistent with results showing heart rate deceleration and
blood pressure decrease when viewing unpleasant pictures (Lang et
al., 1993; Minati et al., 2009; Dan-Glauser and Gross, 2011; Wangelin
et al., 2011). Blood pressure responses during emotional stimuli cor-
related with activity in bilateral lateral prefrontal cortex, the right
dorsal and posterior cingulate cortex, the left insula, the left
amygdala, midbrain, and cerebellar regions. These regions, which
are known to be key players in emotion generation and regulation,
are consistent with a meta-analysis of studies investigating neural
correlates of vascular responses to stress (Gianaros and Sheu, 2009),
and were shown to reduce the sensitivity of the arterial baroreflex
during stress (Gianaros et al., 2012). Interestingly, these areas
were related to blood pressure responses to emotional stimuli,
but not to spontaneous fluctuations of blood pressure, point-
ing to recruitment of a neural network involved in vascular
reactions associated with emotion.

Notably, BOLD signal in these areas correlated positively with
blood pressure, which decreased with negative picture observa-

Figure 5. Time courses of fMRI-BOLD activations in the following ROIs: bilateral amygdala (A, B), left middle frontal gyrus (C),
and right inferior frontal gyrus (D). The plots are based on activation in a 6 mm sphere surrounding the coordinates. To avoid
overlapping responses, the time courses are based on the first trials in the relevant block for each condition (see text for details).

Okon-Singer et al. • Vascular Reactivity to Emotional Distractors J. Neurosci., March 19, 2014 • 34(12):4251– 4259 • 4257



tion. Although we did not have the spatial resolution to parcel
different amygdala subareas, it is tempting to speculate that dif-
ferent amygdala subareas are responsible for the blood pressure
response and the overall response to negative pictures. Analo-
gously, different amygdala subregions were shown to mediate
valence-related and attention/predictiveness effects during emo-
tional processing (Gamer et al., 2010; Boll et al., 2013).

Related to our study, there is recent work on neural correlates
of peripheral autonomic activity in other settings: James et al.
(2013) recorded muscle sympathetic nerve activity simultane-
ously to fMRI at rest. BOLD activity covaried with muscle sym-
pathetic nerve activity in bilateral dorsolateral prefrontal cortex,
precuneus, posterior cingulate cortex, hypothalamus, left insula,
and left cerebellum (for review, see Macefield et al., 2013). Hen-
derson et al. (2012) recorded skin sympathetic nerve activity si-
multaneously with fMRI during presentation of arousing
pictures. Skin sympathetic nerve activity was positively related to
activation in the right amygdala, bilateral thalamus, right nucleus
accumbens, bilateral pons, and right cerebellum and negatively
related to activation in the left orbitofrontal cortex, left frontal
cortex, and right precuneus (see also Brown et al., 2012). Gray et
al. (2009) measured cardiovascular responses to electric shocks
administered at different time points of the cardiac rhythm si-
multaneously with fMRI. Their results imply that a network in-
cluding the amygdala, insula, and brainstem is related to vascular
reactions to painful stimuli. Although direct comparison be-
tween these studies and the current study is difficult due to meth-
odological differences, we also found a relation to the amygdala
only when examining blood pressure in response to the task and
not during rest. All studies point to the involvement of frontal,
limbic, midbrain, and cerebellar regions in the regulation of au-
tonomous activity. Recent developments in autonomic signal
acquisition simultaneously with fMRI may provide better differ-
entiation of the neural networks regulating different autonomic
systems in response to emotional stimulation and at rest.

Influence of attention on behavioral, neural, and blood
pressure reaction to emotional stimuli
In our study, attention influenced behavioral and neural re-
sponses to negative pictures and there was an interaction between
emotional valence and attention on the blood pressure response.
Emotion theories typically consider both limbic-mediated pro-
jections to sensory areas related to the emotional salience of the
stimulus and frontoparietal-mediated projections related to
emotion regulation (Ochsner et al., 2012). Consistent with these
models, we find modulation of neural responses due to the affec-
tive value of distracting pictures and allocation of attention. Dur-
ing low load, negative (compared with neutral) pictures led to
higher activations in the amygdala, insula, orbitofrontal, visual,
and cerebellar areas. These activations were reduced at high load.
Furthermore, comparison of high and low load across picture
types revealed enhanced activation in the middle and inferior
frontal cortex, intraparietal lobule, and superior parietal lobule.

It is as yet unclear, however, whether these modulatory factors
interact. Several studies support the notion that neural reactions
to emotional stimuli depend on an interaction between “evalua-
tive” and “control” projections (Pessoa et al., 2002; Van Dillen
and Derks, 2012; for review, see Okon-Singer et al., 2012 and
Iordan et al., 2013), but there are also conditions in which no
interaction was found. For example, Gläscher et al. (2007) found
attention and emotion not to interact; rather, their data indicated
a “multiplicative gain effect of emotional salience.” Additionally,
in invasive amygdala recordings, there was an early attention-

independent amygdala response preceding top-down attentional
control effects (Pourtois et al., 2010; for review, see Pourtois et al.,
2013). The 2 s picture presentation in our study would allow for
both early control mechanisms and later top-down control; The
frontoparietal activations that we found when comparing high
and low load across picture types and the accordingly differential
BOLD time courses given in Figure 5 suggest involvement of
top-down cortical regions. Levens and Phelps (2010) showed that
bilateral inferior frontal gyrus (found in our study when compar-
ing high and low load across picture types) mediates interference
resolution for both neutral and emotional items, whereas the left
anterior insula and the right orbitofrontal cortex (found in our
study when comparing negative and neutral distractors in low
load) are specifically related to emotional distraction (see also
Levens et al., 2011). Overall, we believe that at current levels of
evidence, conclusions regarding the exact control mechanisms
should be taken cautiously.

Implications, open questions, and perspectives
We believe that our approach provides a suitable setting for sys-
tematically studying the relationship among behavioral, neural,
and physiological parameters during emotion processing. For
example, it is not clear yet why the initial “negative” vascular
response to emotional stimuli changes toward a later “positive”
vascular response when threat continues (i.e., the “fight or flight”
response). The underlying mechanisms are of potential clinical
relevance because it has been shown that, among healthy, nor-
motensive individuals, those in the upper quartile of blood pres-
sure reaction to psychological stressors carry a higher risk of later
developing hypertension (Matthews et al., 2004). In a similar
vein, it has been suggested that “exaggerated” cardiovascular re-
sponses to stressors are mediated by abnormal brain structure,
function, and connectivity (Gianaros et al., 2009a; Gianaros et al.,
2009b) and that such neural abnormality may precede hyperten-
sion (Jennings and Zanstra, 2009). Our finding that attention
modulates blood pressure response to emotional stimuli is con-
sistent with the effect of emotion regulation on autonomic reac-
tions (Dan-Glauser and Gross, 2011). These findings may
provide a basis for preventive strategies for individuals at risk of
developing hypertension. Further studies may elucidate neural
factors predisposing individuals to vascular overreactions (i.e., at
risk to develop hypertension) and enable the development of
measures (e.g., emotion regulation, meditation) to prevent such
vascular “overreactions.”
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gemeinsam Weihnachtslieder zu singen.  

Zu guter Letzt möchte ich mich bei Marie-Louisa, Henning, Armin, Tante Rosi, Matthias 

und dem Rest meiner Familie für ihre Geduld und Unterstützung bedanken. 

Ihr alle wart – manche von Anfang bis Ende, andere etappenweise, aber alle wichtig – und 

habt einen entscheidenden Anteil an dieser Arbeit geleistet. Dafür möchte ich euch von 

Herzen danken! 

 

 


