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## Introduction

In this thesis we treat problems which have connections with the study of some geometric properties of the solutions of certain elliptic or parabolic PDEs, such as symmetry, convexity, asymptotic behavior.

The study of the geometric properties of solutions of partial differential equations is an important part of modern analysis; on one hand, answering questions arising in such problems is a stimulating task from a theoretical point of view, on the other hand, this study has several applications in fields such as physical mathematics, engineering and so on.

For instance, it is well known that it is quite impossible to find the explicit expression for the solution of most of differential equations, however in many applications, it may be very helpful to deduce some symmetry results for the solutions, since they allow to significantly simplify the problem.

In some particular situations, symmetry properties are expected by virtue of a physical analysis of the problem. In these cases the study of the sufficient and necessary conditions for the solution to have such properties is fundamental for the consistency of the model.

In those situations it naturally arises the need to study overdetermined problems.

A peculiar feature of this kind of problems is that, as it typically happens, for instance, in shape optimization problems, the domain becomes an unknown variable, so that the problem can also be described in a purely geometric formalism, and symmetrization arguments, comparison estimates and geometric inequalities are fundamental tools adopted to solve these problems.

As we shall see, the first part of this work will be devoted to the study of the geometry of convex bodies and of some problems concerning them. In the second part we treat more directly problems concerning PDEs.

While the literature about overdetermined problems in the elliptic case is boundless (just think of the Serrin's problem concerning the torsion equation, see [Ser], and its several extensions), there are far fewer works dealing with this in the parabolic case, although there are still many stimulating questions to answer.

In this thesis our concern is mainly addressed to evolution equations: one important example of overdetermined problem in the parabolic case is the following conjecture.

Klamkin's conjecture [K]. Consider the heat conduction problem for a solid $\Omega$,

$$
u_{t}=\Delta u \text { in } \Omega \times(0, \infty)
$$

Initially, $u=0$. On the boundary $u=1$. The solution to the problem is well-known for a sphere and, as to be expected, it is radially symmetric. Consequently, the equipotential surfaces do not vary with the time (the temperature on them, of course, varies). It is conjectured for the boundary value problem above, that the sphere is the only bounded solid having the property of invariant equipotential surfaces. If we allow unbounded solids, then another solution is the infinite right circular cylinder which corresponds to the spherical solution in two-dimensions.
L. Zalcman Za included this problem in a list of questions about the ball and named it the Matzoh Ball Soup problem. For the case of a bounded solid ${ }^{1}$, the conjecture was given a positive answer by G. Alessandrini Al1: the ball is the only bounded solid having the property of invariant equipotential surfaces.

In MS1], it is shown that, to obtain the spherical symmetry of the solid in Klamkin's setting, it is enough to require that the solution has only one invariant equipotential surface (provided this surface is a $C^{1}$-regular boundary of domain); to show this, authors proved a formula describing the asymptotic behavior of $u(x, t)$, for $t \rightarrow 0^{+}$. In a subsequent series of papers, the same authors extended their result in several directions: spherical symmetry also holds for certain nonlinear evolution equations ([MS2, MS4, MS6, MS7]); a hyperplane can be characterized as an invariant equipotential surface in the case of an unbounded solid that satisfies suitable sufficient conditions (【MS3, MS5) ; spheres, infinite cylinders and planes are characterized as (single) invariant equipotential surfaces in $\mathbb{R}^{3}([\mathrm{MPeS}])$; similar symmetry results can also be proven in the sphere and the hyperbolic space ([MS4]).

In [Al2], G. Alessandrini re-considered Klamkin's problem for a bounded domain in the case in which $u$ initially equals any function $u_{0} \in L^{2}(\Omega)$ and is zero on $\partial \Omega$ for all times. He discovered that either $u_{0}$ is a Dirichlet eigenfunction or $\Omega$ is a ball. A comparable result was obtained by S. Sakaguchi [Sak] when a homogeneous Neumann condition is in force on $\partial \Omega$.

In Chapter 4, we describe some results obtained in MM3. There it is shown that Klamkin's property of having invariant equipotential surfaces

[^0]characterizes a solution of the heat equation without assuming any whatsoever initial or boundary condition. In particular it is shown that solutions are either isoparametric ${ }^{2}$ or split in space-time, see Theorem 4.1. The proof of Theorem 4.1 is based on the ideas exposed in [Al2] and [Sak]; the crucial observation is the following: suppose that $u(\cdot, t)$ is constant on the level sets of $u(\cdot, 0)$, for any fixed time $t$, then $u$ depends only on the time and on the image of the map $u(\cdot, 0)$, namely there exists a function $\eta: \mathbb{R} \times[0,+\infty)$ such that $u(x, t)=\eta(u(x, 0), t)$. The study of the properties of the function $\eta$ will lead to a classification of all possible solutions of the heat equation having time-invariant level surfaces (Section 4.1 contains all the details).

The same result extends to a class of quasi-linear parabolic partial differential equations with coefficients which are homogeneous functions of the gradient variable (see Theorem4.5). This class includes the evolution $p$-Laplace equation, the normalized evolution $p$-Laplace equation and the (anisotropic) evolution $h$-Laplace equation ${ }^{3}$.

Besides the Matzoh Ball Soup Problem, it is interesting to consider, as done in [MPS], the following initial value problem

$$
\begin{cases}u_{t}=\Delta u & \text { in } \mathbb{R}^{N} \times(0, \infty),  \tag{1}\\ u=\mathcal{X}_{G} & \text { in } \mathbb{R}^{N} \times\{0\},\end{cases}
$$

where $G$ is a measurable subset of $\mathbb{R}^{N}$.
In MPS it is established a characterization of the possible stationary level surfaces of the solution $u$ of (1). Besides the symmetric ones (spheres and cylinders), surprisingly, a helicoid is a possible invariant equipotential surface.

In [MPS] it is shown that if $\Gamma$ is an invariant equipotential surface if and only if the density function

$$
\begin{equation*}
\delta(x, r)=\frac{V(G \cap B(x, r))}{V(B(x, r))}, \tag{2}
\end{equation*}
$$

where $V$ denote the $N$-dimensional Lebesgue measure, is such that

$$
\begin{equation*}
\delta(x, r)=c(r), \quad \text { for } x \in \Gamma \tag{3}
\end{equation*}
$$

Particularly relevant in [MPS] is the case when $\Gamma$ is the boundary of $G$. Sets satisfying (3) for $\Gamma=\partial G$ are called uniformly dense, or $B$-dense, and a geometric analysis of their properties reveals fundamental to obtain the characterization of the time invariant equipotential surfaces for the initialvalue problem (11).

The study of $B$-dense sets has been extended (see (ABG, MM1, MM2]) to the case in which, in the definition of the density function, the euclidean

[^1]ball, $B$, is replaced by an arbitrary convex body $K$. In such a case these sets are called $K$-dense.

In the spirit of what has been done in [MPS], the study of $K$-dense sets is motivated by that of time-invariant level surfaces of solutions of the problem

$$
\begin{cases}u_{t}=\Delta_{h} u & \text { in } \mathbb{R}^{N} \times(0, \infty),  \tag{4}\\ u=\mathcal{X}_{G} & \text { in } \mathbb{R}^{N} \times\{0\},\end{cases}
$$

where $\Delta_{h} u=\operatorname{div}\left(D h_{K}(D u) h_{K}(D u)\right)$ denotes the Finsler laplacian of $u$ generated by the support function $h_{K}$ of $K$.

This problem is more difficult than the one considered in [MPS] -and in fact is still open- because it introduces a further possible unknown: the convex body $K$. In fact, it is not clear whether a time-invariant level surface may exists for (4) for any choice of $K$. Thus, the study of $K$-dense sets appears to be an important testbet to gain some more insight in that problem. Moreover, the study of $K$-dense sets is also an interesting question in convex geometry, which might have connections with some problems arising in the study of convolution bodies or floating bodies (see for instance [MRS] and Sta]).

In ABG planar $K$-dense sets have been studied and it is proved that, if $G$ is a $C^{2}$-regular convex body and $K$ is $C^{4}$-regular, then $G$ is $K$-dense if and only if $G$ and $K$ are homotetic to the same ellipse. Their proof can be obtained by computing the Taylor expansion for $r \rightarrow 0$ of the function $\delta(x, r)$ up to the third order; by imposing that every coefficient in the expansion does not depend on $x$, for $x \in \partial G$, it is possible to show that $K=G$, up to homotheties, and then, that a local parametrization of the boundary of $G$ must satisfy a certain ordinary differential equation which has solution if and only if $G$ is an ellipse.

In Chapter 3, we summarize all the results obtained in MM1 and MM2 about $K$-dense sets. In MM1, there is an alternative proof of the characterization theorem of planar $K$-dense sets in which all the regularity assumptions needed in $\widehat{\mathrm{ABG}}$ are removed; indeed it is shown that these sets must be necessarily of class $C^{\infty}$. For our alternative proof only the first two coefficient in the Taylor expansion of the density $\delta$ are needed. Indeed that proof combines the local information given by the study of the asymptotic behavior of $V(G \cap(x+r K))$, for small values of $r$, with some global informations provided by an affine inequality and the Minkowski's first inequality for mixed volume (see Theorem 3.16).

Moreover, in MM1, are also established some properties of $K$-dense sets that hold in general dimension: in particular that $N$-dimensional $K$-dense sets are strictly convex and $C^{1,1}$-regular.

A geometrical analysis of the computations made in $\boxed{A B G}$ allows to calculate in every dimension the first two coefficients in the Taylor expansion of the density function $\delta$; however, as it will be explained in Chapter 3, it is not possible to reproduce the same proof of the characterization theorem when $N>2$; a change of perspective is needed.

This change is adopted in MM2, where in every dimension it is proved that, if $G$ is $K$-dense, then $G$ and $K$ must be homothetic to the same ellipsoid (see Theorem 3.21). To show this, it is necessary to study the asymptotic behavior of the volume of $G \cap(x+r K)$, for large values of $r$. Sections 3.4 and 3.5 contain all the details of the proof.

Both in the proof of Theorem 3.16 and that of Theorem 3.21 we show that the support function $h_{K}$ and the Gauss curvature $\kappa$ of $K$ satisfy a formula, named Petty's identity, namely it must hold that

$$
\begin{equation*}
h_{K}^{N+1}=c k, \tag{5}
\end{equation*}
$$

where $c$ is a positive constant.
In $[\mathrm{Pe}]$ it is shown that every $C^{2}$ convex body that satisfies (5) is an ellipsoid and thus we can prove our characterization, since we were able to show that $K$-dense sets are sufficiently smooth.

In Chapter 2 there is a short essay about Petty's Theorem. There. we summarize Petty's arguments and in Theorem 2.10 we report [DM, Thm 1.1] which asserts that Petty's identity (5) characterizes ellipsoids without assuming any a priori regularity assumption.

The same statement can also be found in the new edition of $\mathbf{S c n}$, where there is also a brief outline of the proof of Theorem 2.10 based on Caffarelli's regularity results for the solutions of the Minkowski problem, see the Remark after [Scn, Theorem 10.5.1].

In the last chapter of this thesis we report a comparison theorem that we obtained in (MR] for a class of degenerate elliptic PDEs which allows to estimate the solution (or some symmetrization of it) in terms of a sort of fundamental (family of) solutions.

In the celebrated paper Ta, G. Talenti established several comparison results between the solutions of the Poisson equation with Dirichlet boundary condition (with suitable data $f$ and $E$ ):

$$
\begin{equation*}
-\Delta u=f \text { in } E, \quad u=0 \text { on } \partial E \tag{6}
\end{equation*}
$$

and the solutions of the corresponding problem where $f$ and $E$ are replaced by their spherical rearrangements. Precisely, he proves that if we denote by $v$ the solution of the problem with symmetrized data, then the rearrangement $u^{*}$ of the (unique) solution $u$ of (6) is pointwise bounded by $v$. Moreover he shows that the $L^{q}$ norm of $D u$ is bounded, as well, by the $L^{q}$ norm of $D v$,
for $q \in(0,2]$. The proof of these facts basically relies on two ingredients: the Hardy-Littlewood-Sobolev inequality and the isoperimetric inequality (see AFP and LL for comprehensive accounts on the subjects).

Later on, following such a scheme, many other works have been developed to prove analogous comparison results related to the solutions of PDEs involving different kind of operators (see for instance [BBMP1, BBMP2, BBMP3, BCM1, BCM2, dB , dBFP, TL and the references therein). A recurring idea in these works is, roughly speaking, the following: the operator considered is usually linked to a sort of weighted perimeter. Thus initially it is necessary to solve a corresponding isoperimetric problem; then the desired comparison results can be obtained following the ideas contained in Ta.

For example, in BBMP2, the authors consider a class of weighted perimeters of the form

$$
P_{w}(E)=\int_{\partial E} w(|x|) d \mathcal{H}^{N-1}(x),
$$

where $E$ is a set with Lipschitz boundary and $w: \mathbb{R} \rightarrow[0, \infty)$ is a nonnegative function, and prove, under suitable convexity assumptions on the weight $w$, that the ball centered at the origin is the unique solution of the mixed isoperimetric problem

$$
\min \left\{P_{w}(E): V(E)=\text { constant }\right\} .
$$

As a consequence they prove comparison results, analogous to those in Ta], for the solutions of

$$
-\operatorname{div}\left(w^{2} D u\right)=f \text { in } E, \quad u=0 \text { on } \partial E .
$$

In [ BDR ], authors proved a quantitative version of the weighted isoperimetric inequality considered in [BBMP1]. Their proof is achieved by means of a sort of calibration technique. One advantage of this technique is that it is adaptable to other kind of problems, as that of considering other kind of functions in the weighted perimeter (e.g. Wulff-type weights, see [BF]), or that of considering different measured spaces, as $\mathbb{R}^{N}$ endowed with the Gauss measure.

In Chapter 5, we summarize the main results contained in (MR. There it is considered degenerate elliptic equations with Dirichlet boundary condition of the form

$$
-\operatorname{div}\left(w^{2} e^{V} D u\right)=f e^{V} \text { in } E, \quad u=0 \text { on } \partial E
$$

where $w$ and $V$ are two given functions, and it is proved analogous comparison results as those in [Ta. The particular form in which is written the measure $e^{V}$ is due to the later applications, whose main examples are Gauss-type measures, that is $V(x)=-c|x|^{2}$.

To obtain the desired comparison result it is solved a class of mixed isoperimetric problems of the form

$$
\min \left\{P_{w e^{V}}(E): \int_{E} e^{V}=\mathrm{constant}\right\} .
$$

In particular it is proved, by means of a calibration technique reminiscent of that developed in [BDR], that minimizers, under suitable assumptions on $V$ and $w$, are half-spaces.

## Chapter 1

## Preliminaries

In this chapter, we recall some of the important properties of convex sets and functions that will be useful in this thesis.

Section 1.1 deals with differential properties of convex functions and introduces the Legendre transformation, which defines an involution playing its role in the set of convex functions just as the polar transformation (defined in Section 1.2) does in the set of convex bodies.

Section 1.3 is devoted to the study of the "smoothing" effects of the socalled Minkowski addition. In Section 1.4 mixed volumes are defined and a number of geometric inequalities which will be used in the following chapters are discussed.

### 1.1 Fundamental properties of convex functions

This section contains a very short essay about peculiar properties of convex functions. In particular we are interested in the differential theory. We refer to [R0, Part V] for a very exhaustive exposition of the topic.

A function $u: \Omega \subset \mathbb{R}^{N} \rightarrow[-\infty,+\infty]$ is said to be convex if its epigraph

$$
\operatorname{epi}(u)=\{(x, t) \in \Omega \times \mathbb{R}: u(x) \leq t\}
$$

is a convex subset of $\mathbb{R}^{N} \times \mathbb{R}$, moreover $u$ is said to be proper if $\{u=-\infty\}=\varnothing$ and $\{u=\infty\} \neq \mathbb{R}^{N}, u$ is said to be closed if its epigraph is closed ${ }^{1}$. In particular, it is easy to check that a function $u: \Omega \subset \mathbb{R}^{N} \rightarrow(-\infty,+\infty]$ is convex if and only if $\Omega$ is a convex set and

$$
u(\lambda x+(1-\lambda) y) \leq \lambda u(x)+(1-\lambda) u(y),
$$

[^2]for every $0 \leq \lambda \leq 1$ and every $x$ and $y \in \Omega$. The effective domain $\operatorname{dom}(u)$ is the projecton of the epigraph on $\mathbb{R}^{N}$, namely
$$
\operatorname{dom}(u)=\{x \in \Omega: u(x)<+\infty\}
$$

It is well known that a convex function $u$ is continuous and bounded in its domain (see [Ro, Chapter 10]), moreover it is locally Lipschitz continuous ([ Ro, Theorem 10.4]) in the interior of dom $(u)$, thence, by Rademacher Theorem (see, for instance [EG]), we can say that $u$ is differentiable at $x$, for almost every point $x \in \operatorname{dom}(u)$. However, it is usefull to introduce a weaker notion of differential, which coincides with the usual one for smooth functions ${ }^{2}$

Let $u$ be a convex function defined on a convex open domain $\Omega \subset \mathbb{R}^{N}$, the subdifferential of $u, \partial u$, is the multi-valued map given by

$$
\begin{equation*}
\partial u(x)=\left\{p \in \mathbb{R}^{N}: u(y) \geq u(x)+\langle p, y-x\rangle, \text { for any } y \in \Omega\right\} \tag{1.1}
\end{equation*}
$$

With the help of the terminology introduced in Section 1.2 , we would say that the graph of the affine function $a(y)=u(x)+\langle p, y-x\rangle$ is a hyperplane supporting epi $(u)$ at $x$.

In what follows we will mainly be concerned with proper closed convex functions defined on open convex subsets of $\mathbb{R}^{N}$. One of the reasons is that this condition ensures the existence of a non vertical tangent hyperplane to every point of the graph. In fact we have that $\partial u(x)$ is a nonempty set, for every $x$ in the interior of $\operatorname{dom}(\mathrm{u})$, while for $x \notin \operatorname{dom}(u), \partial u(x)=\varnothing$. A point in which $\partial u \neq \varnothing$ is said a point of subdifferentiability of $u$.

Since the subdifferential consists of solutions of a system of linear inequalities, it is always a convex set. Moreover

$$
\Gamma_{\partial u}=\{(x, p): p \in \partial u(x)\}
$$

the graph of the subdifferential, is a closed subset of $\mathbb{R}^{N} \times \mathbb{R}^{N}$. The above fact can be used to prove that $u$ is differentiable at $x$ if and only if $\partial u$ is a singleton [RO, Section 25].

Remark 1.1. For every compact subset $K \subset \Omega$, the set $\partial u(K)=\cup_{x \in K} \partial u(x)$ is compact. Indeed, $\partial u(K)$ is bounded since convex functions are locally Lipschitz continuous, its closedness follows by that of $\Gamma$.

[^3]For a proper closed convex function $u: \Omega \rightarrow(-\infty,+\infty]$ we define the conjugate of $u, u^{*}$ (in literature it is often used the alternative notation $\mathcal{L} u$, where $\mathcal{L}$ stands for the Legendre-Fenchel transformation, see Ro, Sections 12, 26] and [Scn, Section 1.6]), as

$$
u^{*}(p)=\sup _{x \in \Omega}\{\langle p, x\rangle-u(x)\}
$$

This function has a simple geometrical interpretation: we recall that a convex function $u$ is the supremum over all affine functions $h \leq u$, the epigraph of $u^{*}$ consists of all pairs $(p, t)$ such that

$$
\langle x, p\rangle-t \leq u(x)
$$

for every $x \in \Omega$.
The conjugate of a proper closed convex function is a convex function itself and the Legendre-Fenchel transformation provides a one-to-one involution in the set of proper convex functions.
Remark 1.2.
(i) If $\Omega$ is bounded and $u$ is bounded, then $u^{*}$ is finite.
(ii) The subdifferentials of $u$ and $u^{*}$ are each one the inverse of one another as multivalued maps, that is $x \in \partial u^{*}(p)$ if and only if $p \in \partial u(x)$.

Indeed $p \in \partial u(x)$ if and only if the function $y \mapsto\langle p, y\rangle-u(y)$ has a maximum at $x$, namely $u^{*}(p)=\langle p, x\rangle-u(x)$. Since $u^{* *}=u$, then

$$
u^{* *}(x)=\langle p, x\rangle-u^{*}(p)
$$

that implies

$$
\langle p, x\rangle-u^{*}(p) \geq\langle q, x\rangle-u^{*}(q)
$$

for all $q$, namely $x \in \partial u^{*}(p)$.
In particular, if both $u$ and $u^{*}$ are differentiable functions, then

$$
\begin{equation*}
D u^{*}(D u(x))=x \tag{1.2}
\end{equation*}
$$

In force of the above remark we can prove the following two propositions.
Proposition 1.3. Let $u: \mathbb{R}^{N} \rightarrow \mathbb{R}$ be a finite convex function, then $u$ is differentiable if and only if $u^{*}$ is strictly convex.

Proof. Suppose that a non-vertical relatively open segment, say $\ell$, is contained in the graph of $u$. Let $x$ and $p$ be such that $(x, u(x)) \in \ell$ and $p \in$ $\partial u(x)$, then $\ell$ is contained in the graph of the function $z \mapsto u(x)-\langle p, z-x\rangle$, and this entails that $p \in \partial u(y)$, for every $y \in \ell$, that is $y \in \partial u^{*}(p)$, for every $y$, and thence $u^{*}$ cannot be differentiable at $p$.

Proposition 1.4. Let $\Omega$ be an open convex set and let $u: \Omega \rightarrow \mathbb{R}$ be a convex function. Then the set

$$
E=\left\{p \in \mathbb{R}^{N}: p \in \partial u(x) \cap \partial u(y), x \neq y \in \Omega\right\}
$$

has zero Lebesgue measure.
Proof. By a standard approximation method we can reduce us to consider only bounded sets. In such a case $u^{*}(p)$ is finite, for every $p \in \mathbb{R}^{N}$. Let now $p \in E$, then there exist $x$ and $y \in \Omega, x \neq y$, such that $x \in \partial u^{*}(p)$ and $y \in \partial u^{*}(p)$, that is

$$
E \subset\left\{p \in \mathbb{R}^{N}: u^{*} \text { is not differentiable at } p\right\}
$$

Since $u^{*}$ is a finite convex function, then the set on the left-hand side has zero Lebesgue measure.

### 1.2 Convex bodies, support functions and duality

Let $\mathcal{K}^{N}$ denote the set of convex bodies of $\mathbb{R}^{N}$, that is the set of compact convex sets with nonempty interior, and let $\mathcal{K}_{0}^{N}$ be the set of convex bodies with the origin lying in their interior.

We say that $H_{K}(x)$ is a hyperplane supporting $K$ at $x$ if $x \in H_{K}(x)$ and one of the two open half-spaces whose boundary is $H_{K}(x)$ has empty intersection with $K$. The boundary of $K$ is differentiable at $x$ if and only if there exists only one hyperplane supporting $K$ at $x$.

For $x \in \partial K$, let us denote by $N_{K}(x)$ the normal cone of $K$ at $x$, that is the set of all vectors $\omega$ such that

$$
\langle\omega, y-x\rangle \leq 0
$$

for every $y \in K$.
If $K$ is differentiable, $N_{K}(x)$ contains only one ray; in such a case we use to denote by $\nu_{K}(x)$ the unit vector generating the ray $N_{K}(x)$. If, for a point $x$, we can find $u \in N_{K}(x)$ such that $u \notin N_{K}(y)$, for any other $y \in \partial K$ we call $x$ an exposed point of $K$. We say that $x$ is an extremal point of $K$ if $x \in K$ and $K \backslash x$ is convex.

For $K \in \mathcal{K}_{0}^{N}$ we define the dual body (or, equivalently, polar body) $K^{*}$ as

$$
K^{*}=\left\{x \in \mathbb{R}^{N}:\langle x, y\rangle \leq 1, \text { for any } y \in K\right\}
$$

The reason why $K^{*}$ is called the dual body is the following: $K^{*}$ canonically corresponds to the subset of the dual of $\mathbb{R}^{N}$ consisting of the linear applications mapping $K$ into the unit ball.

It is easy to check that also $K^{*} \in \mathcal{K}_{0}^{N}$, moreover the operator ${ }^{*}$, as an application of $\mathcal{K}_{0}^{N}$ in itself, is an involution, namely $K^{* *}=K$.

Before establishing a link between the concept of duality for sets and the one for functions we need to provide some further definitions.

In the following sections we will be concerned in describing the geometry of convex bodies in a functional way. To do this, we start from the following straightforward observation: any convex body is the intersection of all its supporting halfspaces, so we can get every significant information about the structure of the body by describing, for any direction $\omega \in \mathbb{S}^{N-1}$, the position of the supporting hyperplane orthogonal to $\omega$. More precisely, given $K \in \mathcal{K}^{N}$ we define a function $\bar{h}_{K}: \mathbb{S}^{N-1} \rightarrow \mathbb{R}$ as

$$
\bar{h}_{K}(\omega)=\sup \{\langle\omega, x\rangle: x \in K\} .
$$

We denote by $h_{K}$ the homogeneous (of degree one) extension to all $\mathbb{R}^{N}$ of the function $\bar{h}_{K}(\omega)$, namely $h_{K}(x)=|x| \bar{h}_{K}(x /|x|)$, and we call it support function of the convex body $K$.

The support function of a convex body is a proper convex function vanishing at the origin, clearly $h_{K}$ is not differentiable at that point (its epigraph is a convex cone and the origin is its vertex). More precisely, the validity of the condition $\langle y, x\rangle \leq h_{K}(x)$, for every $y \in K$ and every $x \in \mathbb{R}^{N}$ entails that

$$
\partial h_{K}(0)=K
$$

As reminded in Section 1.1, convex functions are almost everywhere differentiable, so one may ask whether the support function is differentiable far from the origin. The answer is in general negative, even if we restrict our attention to the set of smooth convex bodies. The obstruction to the regularity of $h_{K}$ is the possible presence of "flat" parts in the boundary of $K$ in a sense that will be made more precise by the following proposition.

Proposition 1.5. Let $K \in \mathcal{K}^{N}$ and $x \in \mathbb{R}^{N} \backslash\{0\}$. Then

$$
\partial h_{K}(x)=\left\{z \in K:\langle x, z\rangle=h_{K}(x)\right\} .
$$

In particular, the support function $h_{K}$ is differentiable at $x$ if and only if the set defined at the right-hand side contains only one elment, say $y$. In this case we have that

$$
D h_{K}(x)=y
$$

The above proposition can be read as follows: if no segment lies in the intersection of the support plane orthogonal to $\omega \in \mathbb{S}^{N-1}$ with $K$, then $h_{K}$ is differentiable at $\lambda \omega$, for every $\lambda>0$, and its gradient is the point in the
boundary of $K$, say $y$, whose outer unit normal, $\nu_{K}(y)$ equals $\omega$. A trivial corollary of the above proposition is that $h_{K}$ is differentiable, for every $x \in \mathbb{R}^{N} \backslash\{0\}$ if and only if $K$ is strictly convex.

There are other functions that can be used to describe a convex body. Let $K \in \mathcal{K}_{0}^{N}$, we denote by $\|\cdot\|_{K}: \mathbb{R}^{N} \rightarrow \mathbb{R}^{+}$the function

$$
\|x\|_{K}=\inf \{r>0: x \in r K\}
$$

and we call it the gauge of the set $K$.
The gauge of $K$, just like the support function, is a proper convex function, homogeneous of degree one, and is not differentiable at the origin. The best way to understand the geometrical meaning of such a function is the following: if we denote by $\rho_{K}(\omega)=\sup \{\lambda: \lambda \omega \in K\}$ the so called radial function of $K$, then

$$
\begin{equation*}
\|x\|_{K}=\frac{\|x\|}{\rho_{K}(x /\|x\|)} \tag{1.3}
\end{equation*}
$$

The above representation of the gauge of $K$ should give a meaning to the notation $\|\cdot\|_{K}$ : indeed when $K$ is centrally symmetric the gauge is a norm and $K$ is the corresponding unit ball. Moreover, (1.3) should suggests that, with the exception of the origin, $\|\cdot\|_{K}$ has the same regularity of $K$. In particular $\|\cdot\|_{K}$ is differentiable at $x$ if and only if the boundary of $K$ is differentiable at the point $x /\|x\|_{K}$.

There is a deeper link between support and gauge functions, which will justify their introduction, indeed it is just a simple exercise to show that the support function of $K^{*}$ is nothing else than the gauge of $K$, namely

$$
\|x\|_{K}=h_{K^{*}}(x)
$$

Moreover, since we have that

$$
h_{K^{*}}(x)=\sup \left\{\langle x, y\rangle: h_{K}(y) \leq 1\right\}=\sup \left\{\langle x, y\rangle: h_{K}(y)=1\right\}
$$

we can write:

$$
h_{K^{*}}(x)=\sup _{y \neq 0} \frac{\langle x, y\rangle}{h_{K}(y)} .
$$

Similarly we obtain that

$$
\|x\|_{K^{*}}=\sup _{y \neq 0} \frac{\langle x, y\rangle}{\|x\|_{K}}
$$

This means that, when $K$ is centrally symmetric, $\|\cdot\|_{K^{*}}=h_{K}$ is the dual norm of $\|\cdot\|_{K}$.

Combining these observations with Proposition 1.5 we infer that, in analogy to what happens to dual functions, $K$ has differentiable boundary if and only if $K^{*}$ is strictly convex. In particular, if $K$ is differentiable at $x$, then

$$
D h_{K^{*}}(x)=\nu_{K}(x) / h_{K}\left(\nu_{K}(x)\right),
$$

and $\nu_{K}(x) / h_{K}\left(\nu_{K}(x)\right) \in \partial K^{*}$ is an exposed point.
In the following we shall often adopt the notation $h_{K^{*}}$ to denote the gauge function of $K$ and, if there is no risk of confusion, we shall drop the subscript, simply writing $h^{*}$.

The following proposition provides a strong link between duality of functions representing convex sets and duality of convex sets.

Proposition 1.6. Let $K$ be a convex body and let $h$ and $h^{*}$ denote its support and gauge function, respectively. Then

$$
\begin{equation*}
\mathcal{L}\left(\frac{1}{2} h^{* 2}\right)=\frac{1}{2} h^{2} . \tag{1.4}
\end{equation*}
$$

Proof. The proof runs by performing a direct computation.

$$
\begin{aligned}
\mathcal{L}\left(\frac{1}{2} h^{* 2}\right)(x) & =\sup _{y \in \mathbb{R}^{N}}\left\{\langle x, y\rangle-\frac{1}{2} h^{*}(y)^{2}\right\}=\sup _{t>0} \sup _{y \in \partial t K}\left\{\langle x, y\rangle-\frac{1}{2} h^{*}(y)^{2}\right\} \\
& =\sup _{t>0} \sup _{y \in \partial t K}\left\{\langle x, y\rangle-\frac{1}{2} t^{2}\right\}=\sup _{t>0}\left\{\sup _{y \in \partial t K}\langle x, y\rangle-\frac{1}{2} t^{2}\right\} \\
& =\sup _{t>0}\left\{h(x) t-\frac{1}{2} t^{2}\right\}=\frac{1}{2} h^{2}(x) .
\end{aligned}
$$

In the fifth equality we used the fact that $\sup _{y \in \partial t K}\langle x, y\rangle=\sup _{y \in t K}\langle x, y\rangle$, and the fact that $h_{t K}=t h_{K}$. To get the last equality it is enough to verify that $f(t)=t^{2} / 2$ is a fixed point of the Legendre transformation, namely $\mathcal{L} f=f$.

As a straightforward corollary we get that, if $K$ is strictly convex and has differentiable boundary, then $\frac{1}{2} D h^{2}$ and $\frac{1}{2} D h^{* 2}$ regarded as maps on $\mathbb{R}^{N}$ into itself are one the inverse of the other. In particular, by recalling equation (1.2), it holds true that

$$
\begin{equation*}
h^{*}(x) h\left(D h^{*}(x)\right) D h\left(D h^{*}(x)\right)=x, \tag{1.5}
\end{equation*}
$$

where we used the fact that $h$ and $D h$ are 1-homogeneous and 0 -homogeneous, respectively.

We now consider more regular convex bodies; we say that a convex body $K$ is $C^{k}$-regular if its boundary is a $k$-times continuously differentiable submanifold of $\mathbb{R}^{N}$, from now on we will simply say that a convex body $K$ is $C^{k}$ instead of $C^{k}$-regular.

Let $K$ be a $C^{2}$ convex body; for $x \in \partial K$, let $T_{x}(K)$ denote the tangent space of $\partial K$ at $x$ and let $\nu: \partial K \rightarrow \mathbb{S}^{N-1}$ be the Gauss map, that is the application associating each point in the boundary to its outer unit normal. $\nu$ is $C^{1}$ and its differential, $W_{x}: T_{x}(K) \rightarrow T_{\nu(x)}\left(\mathbb{S}^{N-1}\right)=T_{x}(K)$, is called the Weingarten operator. $W_{x}$ canonically induces a bilinear form on $T_{x}(K)$ that we call shape operator or second fundamental form and denote it by $\Pi_{x}$. When $K$ is strictly convex the Gauss map defines a bijection between $\partial K$ and $\mathbb{S}^{N-1}$; in such a case we can always consider the shape operator as a function of the normals and we define an application $S_{K}$ by $S_{K}(\nu(x))=\Pi_{x}$

The Weingarten operator contains important information about the shape of the boundary. For instance, it is well known that $W_{x} v \cdot v$ is the curvature of the planar curve $\partial K \cap \pi$, where $\pi$ is the 2 -plane spanned by $\nu(x)$ and a vector $v \in T_{x}(K)$. Moreover $W_{x}$ is symmetric and positive (semi-definite), its eigenvalues are called principal curvatures and its eigenvectors principal directions. The determinant of $W_{x}, \kappa(x)$, is called Gauss curvature, while the trace is called mean curvature.

Remark 1.7. In Chapter 3 we will make use of the following equivalent definition of the shape operator: when $K$ is $C^{2}$, the set $\partial K$ is the graph of a $C^{2}$-regular convex function $f$ over the tangent space to $\partial K$ at $x$. The Weingarten operator has a coordinate representation which coincides with the Hessian of $f$ (this can be easily seen by working in local coordinates and using the parametrization $X: T_{x} K \rightarrow \partial K$ given by $\left.X(y)=x+y-f(y) \nu_{K}(x)\right)$.

We say that $K$ is strongly convex ( $K$ is $C_{+}^{2}$, for short) if the Gauss map is a diffeomorphism. Evidently strongly convex bodies are also strictly convex, and $S_{K}(\omega)$ is positive definite everywhere.

Remark 1.8. If $K$ is $C_{+}^{2}$, then $K^{*}$ is $C^{2}$. Indeed, since $\nu_{K}$ and $\nu_{K}^{-1}$ are $C^{1}$, again by Proposition 1.5, we have that $D h_{K}(\omega)=\nu_{K}^{-1}(\omega)$, so that $h_{K}$ is $C^{2}\left(\mathbb{R}^{N} \backslash\{0\}\right)$, and thence $K^{*}$ is $C^{2}$.

It is possible, for $C_{+}^{2}$ bodies, to express the shape operator in terms of the second derivatives of the support function. The following proposition will play a role in the next chapter.

Proposition 1.9. Let $K$ be a $C_{+}^{2}$ convex body; then it holds true

$$
\begin{equation*}
D^{2} h(x)=\frac{S_{G}^{-1}(x /\|x\|)}{\|x\|}, \text { for } x \in \mathbb{R}^{N} \backslash\{0\} \tag{1.6}
\end{equation*}
$$

The above equation should be interpreted as follows: for $v, w \in \mathbb{R}^{N}$ one has

$$
D^{2} h(x) v \cdot w=\frac{1}{\|x\|} S_{G}^{-1}(x /\|x\|) v^{\prime} \cdot w^{\prime},
$$

where $v^{\prime}$ and $w^{\prime}$ denote the projections of $v$ and $w$ on $x^{\perp}$.
Proof. Set $\omega=x /\|x\|$; by homogeneity, we have to show that

$$
D^{2} h(\omega) v \cdot w=S_{G}^{-1}(\omega) v^{\prime} \cdot w^{\prime} .
$$

Again by homogeneity

$$
D^{2} h(\omega) \omega=0
$$

and thence one is left to show that

$$
D^{2} h(\omega) v \cdot w=S_{G}^{-1}(\omega) v \cdot w,
$$

for $v, w \in \omega^{\perp}$.
Let $\sigma$ be the 0 -homogeneous extension to $\mathbb{R}^{N} \backslash\{0\}$ of the inverse Gauss map $\nu^{-1}$. Remark 1.8 gives that

$$
D^{2} h(\omega) v \cdot w=D_{v} D h \cdot w=D_{v} \sigma \cdot w,
$$

where $D_{v}$ denotes the partial derivative in the $v$ direction. By the homogeneity of $\sigma$ and since $v \in T_{\omega} \mathbb{S}^{N-1}$, then

$$
D_{v} \sigma(\omega)=\left(D_{\omega} \nu^{-1}\right)(v)=S_{G}^{-1}(\omega) v,
$$

that concludes the proof.

### 1.3 Minkowski addition and regularity

In this section we introduce a simple operation between sets, which, nevertheless, has some useful and nontrivial properties.

Given subsets of $\mathbb{R}^{N}, A$ and $B$, we define the Minkowski addition, $A+B$ as

$$
A+B=\{a+b: a \in A, b \in B\} .
$$

If $A$ and $B$ are convex (resp. strictly convex), then $A+B$ is convex (resp. strictly convex); if $A$ and $B$ are compact, then $A+B$ is compact. The set of convex bodies, $\mathcal{K}^{N}$, together with Minkowski addition in an abelian semigroup with unit $\{0\}$.

Let $K, L \in \mathcal{K}^{N}$; there is a functional way to describe the set $K+L$ : indeed it is easy to show that

$$
\begin{equation*}
h_{K+L}(x)=h_{K}(x)+h_{L}(x) . \tag{1.7}
\end{equation*}
$$

The above equation entails that Minkowski addition fulfills the cancellation rule and in particular it holds true that if $K+M \subset L+M$, then $K \subset L$, for any $K, L, M \in \mathcal{K}^{N}$.

Minkowski addition can be used to define a distance in $\mathcal{K}^{N}$, the Hausdorff distance $\delta$, which turns $\mathcal{K}^{N}$ into a complete metric space ( Scn , Theorem 1.8.3]), and for $K, L \in \mathcal{K}^{N}$ is defined by

$$
\delta(K, L)=\min \{\lambda>0: K \subset L+\lambda B \text { and } L \subset K+\lambda B\},
$$

where $B$ is the unit ball.
Remark 1.10. On one hand convergence in the Hausdorff distance may be considered a strong condition since, for instance, it implies that every point of the limit body $K$ is a limit of points in the converging sequence of convex bodies $K_{i}$ and also that every converging sequence of points $x_{i} \in K_{i}$ converges to a point $x \in K$. On the other hand such a notion of convergence is weak enough to allow some important compactness properties: as an instance, the celebrated Blaschke selection theorem states that every bounded sequence of convex bodies has a subsequence that converges to a convex body (see [Scn, Theorem 1.8.7]).

Minkowski addition can also be used to introduce a notion of parallelism. We say that a body $L$ is outer parallel to a body $K$ if, for some $r>0$, $L=K+r B^{3}$.

In the following chapters we will need to investigate the regularity of the Minkowski addition of convex bodies.

Equation (1.7) suggests that $K+L$ might share some of the properties of the bodies $K$ and $L$, however, as we noticed in the previous section, the regularity of the support function of a set $K$ has connections with strict convexity properties of $K$ itself. As we will see, a condition stronger than strict convexity is indeed necessary to get fine results on the smoothness of the Minkowski sum.

Nevertheless, the following proposition ensures that to get $C^{1,1}$-regularity $4^{4}$

[^4]for the Minkowski sum it is enough to impose regularity assumptions on one of the summands.

Proposition 1.11. Let $K$ and $L$ be convex bodies, suppose that $K$ is $C^{1,1}$, then $K+L$ is $C^{1,1}$.

The above proposition has a simple geometric interpretation: let $x \in$ $\partial(K+L)$, then $x=y+z$, for some $y \in K$ and $z \in L$. Without loss of generality we can assume that $y \in \partial K$; since $K$ is $C^{1,1}$-regular in a neighborhood of $y$, then there exists a paraboloid touching the boundary of $K$ from inside. Since the set $K+z$ is contained in $K+L$, then there exists a paraboloid touching the boundary of $K+L$ at the point $y+z$ from inside, and then $\partial(K+L)$ is $C^{1,1}$ at $x^{5}$.

As pointed out before, the sum of convex bodies is not, in general more regular than $C^{1,1}$ provided we impose additional assumptions on the summands. In the literature there are famous counterexamples: in Bo1] it is shown that, in the plane, the sum of $C^{k}$ bodies is $C^{k}$, for $k=1,2,3,4$, but, for every $\varepsilon>0$ there exists $C^{\infty}$-regular convex bodies $K$ and $L$ such that $K+L$ is not $C^{4+\varepsilon}$. In general dimension things are even worse: indeed there exist convex bodies with real analytic boundary whose sum is not $C^{2}$ (see [Bo2]).

The following theorem ensures higher differentiability for the set $K+L$ provided that at least one of the two summands is strongly convex.

Theorem 1.12 (Krantz, Parks, KrPa). Let $K$ and $L$ be $C^{k}$ convex bodies $(k \geq 2)$. If $K$ is strongly convex then $K+L$ is $C^{k}$ as well, and it holds true that

$$
\begin{equation*}
S_{K+L}(x+y)=\left[I+S_{K}(x)^{-1} S_{L}(y)\right]^{-1} S_{L}(y) \tag{1.8}
\end{equation*}
$$

If $L$ is stictly convex the shape operator of $K+L$ as a function of the normals is given by

$$
\begin{equation*}
S_{K+L}(u)=\left[I+S_{K}(u)^{-1} S_{L}(u)\right]^{-1} S_{L}(u) \tag{1.9}
\end{equation*}
$$

Proof. Step 1. Let $A$ be a positive definite $(N-1) \times(N-1)$ matrix and let $B$ be a positive semi-definite $(N-1) \times(N-1)$ matrix. Let $M=\{x=$ $\left.\left(x^{\prime}, x_{N}\right) \in \mathbb{R}^{N}: x_{N} \geq A x^{\prime} \cdot x^{\prime}\right\}$, and let $N=\left\{x \in \mathbb{R}^{N}: x_{N} \geq B x^{\prime} \cdot x^{\prime}\right\}$.

Then $M+N=\left\{x \in \mathbb{R}^{N}: x_{N} \geq C x^{\prime} \cdot x^{\prime}\right\}$, where

$$
C=\left[I+A^{-1} B\right]^{-1} B
$$

[^5]To show this we choose a point $x \in \partial(M+N)$; there exist $y \in \partial M$ and $z \in \partial N$ such that $x=y+z$. Since $M$ and $L$ are differentiable, then, thanks to (1.7), $\nu_{M}(y)=\nu_{N}(z)=\nu_{M+N}(x)$. This condition can be written as

$$
A y^{\prime}=B z^{\prime}
$$

Since $A$ is invertible

$$
y^{\prime}=A^{-1} B z^{\prime}
$$

Thus

$$
z^{\prime}=\left(I+A^{-1} B\right)^{-1} x^{\prime}
$$

and

$$
y^{\prime}=A^{-1} B\left(I+A^{-1} B\right)^{-1} x^{\prime}
$$

By recalling that $y_{N}=A y^{\prime} \cdot y^{\prime}$ and $z_{N}=B z^{\prime} \cdot z^{\prime}$, it is easy to compute:

$$
x_{N}=y_{N}+z_{N}=\left[I+A^{-1} B\right]^{-1} B x^{\prime} \cdot x^{\prime}
$$

Step 2. Let $K$ and $L$ be convex bodies satisfying the assumptions. Then $K+L$ is twice differentiable and $(1.8)$ holds true.

Let $x \in \partial(K+L)$ and let $y \in \partial K$ and $z \in \partial L$ such that $y+z=x$. Again we have

$$
\begin{equation*}
\nu_{K}(y)=\nu_{L}(z)=\nu_{K+L}(x) \tag{1.10}
\end{equation*}
$$

Without loss of generality we can then assume that $x=y=z=0$ and that $\nu_{K+L}(x)=-e_{N}$. For $\varepsilon>0$ in a small enough neighborhood of the origin we have

$$
K_{\varepsilon}^{-} \subset K \subset K_{\varepsilon}^{+}
$$

where

$$
K_{\varepsilon}^{-}=\left\{x: x_{N} \geq(1+\varepsilon) S_{K} x^{\prime} \cdot x^{\prime}\right\}
$$

and

$$
K_{\varepsilon}^{+}=\left\{x: x_{N} \geq(1+\varepsilon)^{-1} S_{K} x^{\prime} \cdot x^{\prime}\right\} .
$$

We can define $L_{\varepsilon}^{-}$and $L_{\varepsilon}^{+}$in the same way getting $L_{\varepsilon}^{-} \subset L \subset L_{\varepsilon}^{+}$.
Thanks to Step 1, the shape operators of $K_{\varepsilon}^{-}+L_{\varepsilon}^{-}$and $K_{\varepsilon}^{+}+L_{\varepsilon}^{+}$are given by

$$
(1+\varepsilon)\left[I+S_{K}\left(x^{\prime}\right)^{-1} S_{L}\left(x^{\prime}\right)\right]^{-1} S_{L}\left(x^{\prime}\right)
$$

and

$$
(1+\varepsilon)^{-1}\left[I+S_{K}\left(x^{\prime}\right)^{-1} S_{L}\left(x^{\prime}\right)\right]^{-1} S_{L}\left(x^{\prime}\right) \sqrt{6}
$$

[^6]respectively.
Moreover
$$
K_{\varepsilon}^{-}+L_{\varepsilon}^{-} \subset K+L \subset K_{\varepsilon}^{+}+L_{\varepsilon}^{+}
$$
at least in a small neighborhood of the origin.
In particular, for $x^{\prime}$ small enough, if we denote by $\varphi\left(x^{\prime}\right)$ the convex function such that $\left(x^{\prime}, \varphi\left(x^{\prime}\right)\right) \in \partial(K+L)$, it holds true that
\[

$$
\begin{align*}
(1+\varepsilon)^{-1} & {\left[\left(I+S_{K}^{-1} S_{L}\right)^{-1} S_{L}\right] x^{\prime} \cdot x^{\prime} \leq \varphi\left(x^{\prime}\right) }  \tag{1.11}\\
& \leq(1+\varepsilon)\left[\left(I+S_{K}^{-1} S_{L}\right)^{-1} S_{L}\right] x^{\prime} \cdot x^{\prime} \tag{1.12}
\end{align*}
$$
\]

The above equation gives the twice differentiability of $\varphi$ at the point $x^{\prime}=0$.

Conclusion. Taking the limit for $\varepsilon \rightarrow 0^{+}$we get that the shape operator of $K+L$ is actually given by 1.8 . When $K$ and $L$ are $C^{k}$-regular then $S_{K}$ and $S_{L}$, and thus $S_{K+L}$ are $C^{k-2}$, and thence $K+L$ is $C^{k}$-regular.

Equation (1.9) is then a straightforward consequence of 1.8 and 1.10 .

### 1.4 Mixed volumes and affine inequalities

To start with, let us say that a geometric analysis of convex bodies can be carried out by studying inequalities involving some suitable functionals on $\mathcal{K}^{N}$. Their study has become a key topic in convex analysis: on one hand it has deeply increased our knowledge of the geometry of convex bodies and it allowed to solve a number of long-standing problems, on the other hand it has several applications in very many fields of modern analysis.

In the first part of this section we will see how, combining the concept of volume and Minkowski addition, it is possible to introduce some functionals on convex bodies whose study gave rise to one of the most elegant and inspiring theory in convex geometry: the so called Brunn-Minkowski Theory.

Let $V(\cdot)$ denote the $N$-dimensional Lebesgue measure, and let $K$ and $L$ be convex bodies. The following is the celebrated Brunn-Minkowski inequality asserting that the 1-homogeneous volume $V^{1 / N}$ is a concave functional on $\mathcal{K}^{N}$ :

$$
\begin{equation*}
V((1-\lambda) K+\lambda L)^{1 / N} \geq(1-\lambda) V(K)^{1 / N}+\lambda V(L)^{1 / N}, \quad \lambda \in[0,1] \tag{1.13}
\end{equation*}
$$

with equality if and only if $K$ and $L$ are homothetic, that is, if and only if $K=x+t L$, for some $x \in \mathbb{R}^{N}$ and $t>0$.

The above inequality can be extended to bounded measurable sets. It has connections with a large number of other geometrical and functional inequalities. Its history, proof, and applications can be found in the survey by R. Gardner (Ga).

The following theorem, obtained by Minkowski in $\mathbb{R}^{3}$ in [Mi3] is a generalization of Steiner Formula ([Ste]).

Theorem 1.13 (Minkowski). Let $K_{1}, \ldots, K_{i} \in \mathcal{K}^{N}$ and let $g\left(\lambda_{1}, \ldots, \lambda_{i}\right)=$ $V\left(\lambda_{1} K_{1}+\ldots+\lambda_{i} K_{i}\right)$, then

$$
g=\sum_{j_{1}=1}^{i} \cdots \sum_{j_{N}=1}^{i} \lambda_{j_{1}} \cdots \lambda_{j_{N}} V\left(K_{j_{1}}, \ldots, K_{j_{N}}\right) .
$$

In particular, $g$ is a homogeneous polynomial of degree $N$.
The coefficients of $g$ are called mixed volumes.
Mixed volumes are important tools which can be used to investigate the intrinsic geometry of convex bodies. Here we summarize their main properties. We refer to [Scn, Chapter 5] or $[\mathrm{S}-\mathrm{Y}]$ and the references therein for an interesting and complete dissertation on the topic.

Mixed volumes are positive and symmetric functionals that are linear in each argument, continuous with respect to the Hausdorff convergence (since is so Minkowski addition and the volume functional), and, clearly, it holds that $V(K, \ldots, K)=V(K)$.

Moreover, they are increasing in each component, in the sense that, for any choice of convex bodies $K_{1}, \ldots, K_{i}$, we have that

$$
V\left(K, K_{1}, \ldots, K_{i}\right) \leq V\left(L, K_{1}, \ldots, K_{i}\right),
$$

whenever $K \subseteq L$.
If we restrict the class of competing arguments in the definition of mixed volumes we find other interesting functionals.

An important instance is the mixed volume

$$
\begin{equation*}
V_{1}(K, L)=V(K, K, \ldots, K, L)=\frac{1}{N} \lim _{\varepsilon \rightarrow 0^{+}} \frac{V(K+\varepsilon L)-V(K)}{\varepsilon} . \tag{1.14}
\end{equation*}
$$

In some sense, for any fixed $L, V_{1}(\cdot, L)$ is a perimeter functional on $\mathcal{K}^{N}$. Indeed, when $L$ is the unit ball, $B, N V_{1}(K, B)$ turns out to be the (euclidean)
perimeter $P(K)$ of $K$. For general convex bodies $K$ and $L, V_{1}(K, L)$ represent an anisotripic perimeter having the following integral representation ${ }^{7}$

$$
V_{1}(K, L)=\frac{1}{N} \int_{\partial K} h_{L}\left(\nu_{K}(x)\right) d \mathcal{H}^{N-1}(x)
$$

Remark 1.14. When $K$ is $C_{+}^{2}$-regular the change of variable $u=\nu_{K}(x)$ gives

$$
V_{1}(K, L)=\frac{1}{N} \int_{\mathbb{S}^{N-1}} \frac{h_{L}(u)}{\kappa_{K}(u)} d \sigma
$$

where $\sigma$ is the Hausdorff measure on the unit sphere and we recall that $\kappa_{K}$ is the Gauss curvature of $\partial K$. The above equation suggests that it is possible to use mixed volumes to get continuous and linear functionals on $C\left(\mathbb{S}^{N-1}\right)$. Indeed, for each support function $h_{L}$, one could set

$$
F_{K}\left(h_{L}\right)=V_{1}(K, L)
$$

It is possible to show that $F_{K}$ can be (uniquely) extended as a linear and continuous functional on $C\left(\mathbb{S}^{N-1}\right)$ and then, thanks to Riesz representation theorem, to get a Radon measure $\mu_{K}$ such that

$$
V_{1}(K, L)=\int_{\mathbb{S}^{N-1}} h_{L} d \mu_{K}
$$

Such a measure is called the area measure of $K$ (compare this approach to the one explained in Section 2.2 .

From 1.13 it easily follows an isoperimetric-type inequality for convex bodies. We start by setting $\lambda=\varepsilon /(1-\varepsilon)$ in 1.14 ; we obtain

$$
\begin{align*}
N V_{1}(K, L) & =\lim _{\lambda \rightarrow 0^{+}} \frac{V((1-\lambda) K+\lambda L)-(1-\lambda)^{N} V((1-\lambda) K)}{\lambda(1-\lambda)^{N-1}} \\
& =\lim _{\lambda \rightarrow 0^{+}} \frac{V((1-\lambda) K+\lambda L)-(1-N \lambda) V(K)}{\lambda}  \tag{1.15}\\
& =\lim _{\lambda \rightarrow 0^{+}} \frac{V((1-\lambda) K+\lambda L)-V(K)}{\lambda}+N V(K) .
\end{align*}
$$

Let $g$ as in Theorem 1.13 and set $f(\lambda)=g(1-\lambda, \lambda)$. We have that

$$
f^{\prime}(0)=\frac{V(K)^{-1+1 / N}}{N} \lim _{\lambda \rightarrow 0^{+}} \frac{V((1-\lambda) K+\lambda L)-V(K)}{\lambda}
$$

Thanks to 1.15 we get that

$$
f^{\prime}(0)=\frac{V(K)^{-1+1 / N}}{N}\left(N V_{1}(K, L)-N V(K)\right)
$$

[^7]Equation (1.13) imply that $f$ is a concave function in the $\lambda$-variable, in particular $f^{\prime}(0) \geq f(1)-f(0)$, namely

$$
\begin{equation*}
V_{1}(K, L) \geq V(K)^{\frac{N}{N-1}} V(L)^{\frac{1}{N}} \tag{1.16}
\end{equation*}
$$

Equality cases can be easily characterized from those of the BrunnMinkowski inequality: more precisely equality holds in 1.16 if and only if $K$ and $L$ are homothetic.

The above inequality is the so-called Minkowski's first inequality and it is a special instance of the Aleksandrov-Fenchel inequality (see Scn, Chapter 7]). When $L=B$ it reduces to the classic isoperimetric inequality for convex bodies, stating that

$$
\frac{V(K)}{V(B)} \leq \frac{P(K)^{\frac{N-1}{N}}}{P(B)^{\frac{N-1}{N}}}
$$

Here $P$ denotes the perimeter of $K$, since $P(K)=N V_{1}(K, B)$ as already observed.

The affine surface area of a $C_{+}^{2}$ convex body is defined as

$$
\Omega(K)=\int_{\mathbb{S}^{N-1}} \kappa(u)^{-\frac{N}{N+1}} d \sigma .
$$

The affine isoperimetric inequality states that

$$
\begin{equation*}
\Omega(K)^{N+1} \leq N^{N+1} \omega_{N}^{2} V(K)^{N-1}, \tag{1.17}
\end{equation*}
$$

and equality holds if and only if $K$ is an ellipsoid.
In Pe (1.17) has been extended and proved for all convex bodies which possess a positive and continuous curvature function (for its definition, see Section (2.2).

In Chapter 3, we will need the following stronger version of 1.17):

$$
\begin{equation*}
\Omega(K)^{N+1} \leq N^{N+1} V(K)^{N} V\left(K^{*}\right), \tag{1.18}
\end{equation*}
$$

and equality holds if and only if $K$ is an ellipsoid, see [Hu, Lemma 3.7] or $[\mathrm{Lu} 3]^{8}$

[^8]To understand the reason why (1.18) is stronger than (1.17) we must introduce yet another affine inequality, the Blaschke-Santalò inequality (1.20) below.

By generalizing the definition given in Section 1.2 we say that the polar of a convex body $K$ with respect to a point $p$ is the set

$$
K_{p}^{*}=\left\{x \in \mathbb{R}^{N}:\langle x, y-p\rangle \leq 1, \quad \text { for all } y \in K\right\} .
$$

One can show that there exists a unique point, $p_{K}$, such that

$$
\begin{equation*}
V\left(K_{p_{K}}^{*}\right)=\min \left\{V\left(K_{p}^{*}\right): p \in \mathbb{R}^{N}\right\} \tag{1.19}
\end{equation*}
$$

$p_{K}$ is the so-called Santalò point of $K$. The Blaschke-Santalò inequality then states the following estimate for the volume of the polar set $K_{p_{K}}^{*}$ :

$$
\begin{equation*}
V(K) V\left(K_{p_{K}}^{*}\right) \leq \omega_{N}^{2}, \tag{1.20}
\end{equation*}
$$

and equality holds if and only if $K$ (and thus $K_{p_{K}}^{*}$ ) is an ellipsoid.
Clearly, plugging (1.20) into 1.18) immediately gives 1.17.

## Chapter 2

## Petty's Identity

This chapter is entirely dedicated to the study of a formula, the so-called Petty's identity, which characterizes ellipsoids among convex bodies.

In Section [2.1, we provide a proof of Petty's theorem for smooth convex bodies and, in Section 2.2, we define the so-called area measure, that we use to get a weaker notion of Gauss curvature which gives rise to an alternative formulation of Petty's identity. In Section 2.4, we prove Petty's theorem without assuming any a priori regularity assumption; to do this, we exploit the regularity theory for Aleksandrov solutions to the Monge-Ampère equation summarized in Section 2.3.

### 2.1 Petty's theorem

As stressed in Section 1.4, affine inequalities play a very important role in the study of the geometry of convex bodies and they also find applications in several different fields (e.g. ordinary and partial differential equation, functional analysis).

In Pe Petty treated three closely related affine problems, namely the Blaschke-Santalò inequality, the affine isoperimetric inequality and the geominimal surface area inequality, and he characterized ellipsoids as the only extremal bodies for these inequalities.

In order to establish this characterization, he proved that if $K \subset \mathbb{R}^{N}$ is an extremal convex body for these inequalities, then necessarily there must exist a positive constant $c_{K}$ such that

$$
\begin{equation*}
f_{K}(\omega)=c_{K} h_{K}^{-N-1}(\omega), \tag{2.1}
\end{equation*}
$$

for every $\omega \in \mathbb{S}^{N-1}$. Here $h_{K}$ is the support function defined in Section 1.2 , and $f_{K}$ is a continuous and positive function called curvature function of $K$
(see Section 2.2 for the rigorous definition of this function and some more comments on this equation).

Petty was then able to show that (2.1) implies that $K$ is an ellipsoid if $N=2$. If $N \geq 3$ he obtained the same result only under the assumption that $K$ is a $C^{2}$-regular convex body or that $K$ is a body of revolution. In any case this was sufficient to prove that extremal sets for the above mentioned problems are ellipsoids, since symmetrization techniques allow to reduce to the case of axially symmetric sets.

It is however an interesting question to understand to which extent (2.1) characterizes ellipsoids without assuming any a priori regularity assumption on $K$, see for instance $[\mathrm{Lu}$ on this issue. In DM it is shown that every convex body satisfying (2.1) is actually an ellipsoid. That result is reported in Section 2.4, Theorem 2.10.

Besides its own interest, Theorem 2.10 will benefit those problems in which extremal bodies with unknown a priori regularity, are characterized by (2.1), let alone it can provide new shorter proofs of results in which (2.1) appears. As examples let us quote MRS, Sta, MM1, MM2] concerning, respectively, convolution bodies, floating bodies, and the so-called $K$-dense sets which are treated in detail in the next chapter.

We now state Petty's theorem.
Theorem 2.1 ([Pe]). Let $K$ be a $C^{2}$-regular convex body and suppose that there exists a constant $c_{K}>0$ such that

$$
\begin{equation*}
\kappa(\omega)=c_{K} h_{K}^{N+1}(\omega), \tag{2.2}
\end{equation*}
$$

for every $\omega \in \mathbb{S}^{N-1}$. Then $K$ is an ellispoid.

Remark 2.2. Here $\kappa$ is the determinant of the shape operator of $K$. Since $K$ satisfies equation $\sqrt{2.2}$, it follows that the shape operator is positive definite everywhere, and then $K$ is $C_{+}^{2}$. In particular, $K$ is also strictly convex and we can always think $S_{K}$, and thence $\kappa$, as functions of the normals, thus giving sense to equation 2.2.

The following proposition is the main step for the proof of Theorem 2.1.
Proposition 2.3. Let $K$ a $C_{+}^{2}$-regular convex body. Then

$$
\begin{equation*}
\operatorname{det}\left[D^{2}\left(\frac{1}{2} h^{2}\right)(\omega)\right]=h^{N+1}(\omega) \kappa(\omega)^{-1} . \tag{2.3}
\end{equation*}
$$

Proof. First, we have that

$$
D^{2}\left(\frac{1}{2} h^{2}\right)(\omega)=D h(\omega) \otimes D h(\omega)+h(\omega) D^{2} h(\omega) .
$$

We can choose a coordinate system in which $e_{N}=\omega$, and $e_{1}, \ldots, e_{N-1}$ are the eigenvectors of $S_{K}(\omega)$. In such coordinates, by recalling Proposition 1.9, we know that $D^{2} h$ is a diagonal matrix and its diagonal entries are given by: $\left(D^{2} h\right)_{N, N}=0,\left(D^{2} h\right)_{i, i}=k_{i}^{-1}$, for $i=1, \ldots, N-1$, where $k_{i}$ is the $i$-th principal curvature of $\partial K$ at $D h(\omega)$.

Let now $M$ be the $N \times N$ matrix such that $M D h=e_{N}$ and $M e_{i}=e_{i}$ for every $i=1, \ldots, N-1$. Notice that, by homogeneity, we have that

$$
D h \cdot e_{N}=h\left(e_{N}\right)>0
$$

that means that $M$ exists and it is an isomorphism. Moreover the columns $M^{i}$ of $M$ can be explicitly computed: in fact, for $i=1, \ldots, N-1 M^{i}=e_{i}$ and

$$
M^{N}=\frac{1}{D h \cdot e_{N}} e_{N}-\sum_{i=1}^{N-1} \frac{D h \cdot e_{i}}{D h \cdot e_{N}} e_{i}
$$

In particular, we get that $\operatorname{det} M=\left(D h \cdot e_{N}\right)^{-1}=h\left(e_{N}\right)^{-1}$.
Straightforward but tedious computations give that $M\left(D h \otimes D h+h D^{2} h\right)$ is the same matrix as $h D^{2} h$ except the $N$-th row, which is $D h$. Being thus $M\left(D h \otimes D h+h D^{2} h\right)$ a triangular matrix, its determinant is the product of the diagonal elements, namely

$$
\operatorname{det}\left[M\left(D h \otimes D h+h D^{2} h\right)\right]=\frac{h^{N-1} D h \cdot e_{N}}{k_{1} \cdots k_{N-1}}
$$

Thus, finally

$$
\operatorname{det}\left[D h \otimes D h+h D^{2} h\right]=\frac{h^{N}}{\kappa} \operatorname{det}\left(M^{-1}\right)=\frac{h^{N+1}}{\kappa}
$$

Proposition 2.3 together with Remark 2.2 yield the following corollary.
Corollary 2.4. Let $K$ be a $C^{2}$ convex body satisfying (2.2). Then, for every $x \in \mathbb{R}^{N} \backslash\{0\}$ the support function $h$ satisfies the following equation:

$$
\begin{equation*}
\operatorname{det} \frac{1}{2} D^{2} h^{2}(x)=c \tag{2.4}
\end{equation*}
$$

Equation (2.4) is a Monge-Ampère equation. We refer to Section 2.3 and the references therein for a short summary of the main properties of its solutions.

To prove Theorem 2.1, Petty relied on regularity results for the MongeAmpère equation and in particular, thanks to [Po2, Chapter 5, Theorem 5],
he was able to show that $h$ is analytic in $\mathbb{R}^{N} \backslash\{0\}$ and then, thanks to $[\mathrm{Br}$, to conclude that $D^{2} h^{2}$ is a constant matrix.

In Section 2.4 we closely follow Petty's strategy. By an approximation procedure we show that if a convex set $K$ satisfies (2.1), then its support function still satisfies 2.4 in the Aleksandrov sense.

By relying on standard techniques one can then show that any Aleksandrov solution of $(2.4)$ is smooth and hence, by applying classical results due to Pogorelov [Po1, Po2, Po3], a quadratic polynomial.

### 2.2 Curvature functions

There are several almost equivalent ways to introduce the concept of surface area measure and curvature functions leading to interesting geometrical interpretations. Here we follow the ideas of Aleksandrov Alek.

We can associate a convex body $K$ with a measure $\mu_{K}$ supported on the unit sphere, called the surface area measure, with the property that, for every Borel set $A \subset \mathbb{S}^{N-1}, \mu_{K}(A)$ is the $(N-1)$-dimensional Hausdorff measure of the set of the points in the boundary of $K$ whose normal cone has nonempty intersection with $A$. More precisely, if for $x \in \partial K$, we define a possibly multivalued map by setting

$$
\bar{N}_{K}(x)=\left\{\omega \in \mathbb{S}^{N-1}: \omega \cdot(y-x) \leq 0 \text { for all } y \in K\right\}
$$

then

$$
\mu_{K}(A)=\mathcal{H}^{N-1}\left(\bar{N}_{K}^{-1}(A)\right)
$$

This definition coincides with the one suggested in Remark 1.14 by virtue of [Scn, Theorem 4.2.3].

It is possible to show (see [Scn2, Proposition 4.10]) that such a measure is continuous in the $K$-variable with respect to the Hausdorff convergence. Namely,

$$
\begin{equation*}
\lim _{i} \int_{\mathbb{S}^{N-1}} \varphi d \mu_{K_{i}}=\int_{\mathbb{S}^{N-1}} \varphi d \mu_{K} \tag{2.5}
\end{equation*}
$$

for every $\varphi \in C\left(\mathbb{S}^{N-1}\right)$, whenever $\delta\left(K_{i}, K\right) \rightarrow 0$, as defined in Section 1.3 .
When $K$ is $C_{+}^{2}$, as observed in Remark 1.14, the surface area measure is absolutely continuous with respect to the Hausdorff measure $\mathcal{H}^{N-1}\left\llcorner\mathbb{S}^{N-1}\right.$ and its density is given by $\kappa^{-1}$ (as usual, when dealing with $C_{+}^{2}$ bodies we denote, with a slight abuse of notation, by $\kappa$ the Gauss curvature as a function of the normals).

A convex body $K$ is said to possess a curvature function provided there exists a positive and continuous function $f_{K}: \mathbb{S}^{N-1} \rightarrow \mathbb{R}$ such that

$$
\mu_{K}=f_{K} \mathcal{H}^{N-1} \mathbb{S}^{N-1}
$$

Conversely, given a positive and continuous function $f: \mathbb{S}^{N-1} \rightarrow \mathbb{R}$, Minkowski's existence and uniqueness theorem (see [CY, Mi1, Mi2, Ni, Po2]) asserts that, provided $f$ fulfills the necessary condition

$$
\begin{equation*}
\int_{\mathbb{S}^{N-1}} \omega f(\omega) d \mathcal{H}^{N-1}(\omega)=0 \tag{2.6}
\end{equation*}
$$

then there exists a unique (up to translation) convex body $K$ whose curvature function equals $f$.

Let us go back for a moment to Equation (2.1) and notice that, while the left-hand side of 2.1 is invariant under translations of $K$, the right-hand is affected by translations. However, we shall now show that, for the Santalò point $p_{K}, h_{K-p K}^{-N-1}$ is a curvature function. It is well-known that the polar reciprocal of a convex body with respect to its Santalò point has its center of mass at the origin (see [San]), this implies that

$$
\int_{\mathbb{S}^{N-1}} \omega \rho_{K^{*}}^{N+1}(\omega) d \mathcal{H}^{N-1}(\omega)=0
$$

where $\rho_{K^{*}}$ denotes the radial function of the convex set $K_{p_{K}}^{*}$.
We note that $h_{K-p K}(\omega)=\rho_{K^{*}}(\omega)^{-1}$, for any for $\omega \in \mathbb{S}^{N-1}$; then $h_{K-p_{K}}^{-N-1}$ satisfies condition (2.6) and hence, by Minkowski's Theorem, for every $K \in$ $\mathcal{K}^{N}$, there exists a body $K^{\prime}$ such that $f_{K^{\prime}}=h_{K-p_{K}}^{-N-1}$.

From these considerations we note that, if we define a map $\Lambda$, from the set of convex bodies whose Santalo point is at the origin, that associates to each convex body $K$ the solution of the Minkoski problem with data $h_{K}^{-N-1}$, then $K$ is a solution of (2.1) if and only if its image $\Lambda(K)$ is a dilation of $K$. We refer the reader to $[\mathbf{L u}]$ for more details.

### 2.3 Aleksandrov solutions of the Monge-Ampère equation

In this section we recall the notion of Aleksandrov solutions of the MongeAmpère equation and we summarize the properties that we will need in the sequel (see [DF, Gu] for a more detailed exposition).

The following theorem is an easy consequence of Remark 1.1 and Proposition 1.4 .

Theorem 2.5. Gu, Theorem 1,2] Let $u$ be a convex function defined on a convex open domain $\Omega \subset \mathbb{R}^{N}$, then the family

$$
\mathcal{M}=\{E \subset \Omega: \partial u(E) \text { is Lebesgue measurable }\}
$$

is a $\sigma$-algebra containing all the Borel subsets of $\Omega$. Moreover,

$$
\begin{equation*}
\nu_{u}(A)=V(\partial u(A))=V\left(\bigcup_{x \in A} \partial u(x)\right) \tag{2.7}
\end{equation*}
$$

defines a measure which is finite on compact subsets of $\Omega$. We call $\nu_{u}$ the Monge-Ampère measure of $u$.

Note that if $u \in C^{2}$, the change of variable formula gives that $d \nu_{u}=$ $\operatorname{det} D^{2} u d x$. We then call $u$ an Alexandrov solution of the equation

$$
\begin{equation*}
\operatorname{det} D^{2} u=f \tag{2.8}
\end{equation*}
$$

provided $\nu_{u}=f d x$. Among the various properties of Aleksandrov solutions we are going to use one that concerns their stability under uniform limit (see [Gu, Lemma 1.2.3] for a proof).

Lemma 2.6. If $u_{k}$ are convex functions defined on an open set $\Omega$ and $u_{k} \rightarrow u$ uniformly, then

$$
\nu_{u_{k}} \stackrel{*}{\rightharpoonup} \nu_{u}
$$

as Radon measures in $\Omega$, that is

$$
\int \varphi d \nu_{u_{k}} \rightarrow \int \varphi d \nu_{u} \text { for every } \varphi \in C_{c}^{0}(\Omega)
$$

By relying on the uniqueness of the Aleksandrov solutions to the Dirichlet problem for the Monge-Ampère equation, Gu, Corollary 1.4.7], and on their stability under uniform limits, one can prove the following classical theorem. For the sake of completeness, we sketch the main steps of its proof (see also [DF, Section 2] for a more detailed account).

Theorem 2.7. Let $u$ be a strictly convex function defined on a convex set $\Omega$ and satisfying

$$
\nu_{u}=f d x \quad \text { in } \Omega
$$

If $f \in C^{\infty}(\Omega)$ and $\lambda \leq f \leq \Lambda$ for some $\lambda, \Lambda>0$, then $u \in C^{\infty}\left(\Omega^{\prime}\right)$, for every open set $\Omega^{\prime}$ such that its closure is compact and is contained in $\Omega$.

Proof. Fix $x_{0} \in \Omega^{\prime}, p \in \partial u\left(x_{0}\right)$, and consider the section of $u$ at height $t$ defined by

$$
S(x, p, t)=\{y \in \Omega: u(y) \leq u(x)+p \cdot(y-x)+t\} .
$$

Since $u$ is strictly convex we can choose $t>0$ small enough so that the closure of $S\left(x_{0}, p, t\right)$ is compact and contained in $\Omega^{\prime}$. Then we consider a sequence of smooth uniformly convex sets $S_{i}$, converging to $S\left(x_{0}, p, t\right)$ and we apply classical continuity methods in order find a function $v_{i} \in C^{\infty}\left(S_{\varepsilon}\right)$ solving the problem

$$
\begin{cases}\operatorname{det} D^{2} v_{i}=f * \varrho_{\varepsilon_{i}} & \text { in } S_{i} \\ v_{i}=0 & \text { on } \partial S_{i}\end{cases}
$$

where $\varrho_{\epsilon_{i}}$ is a sequence of mollifying kernels (see [DF, Theorem 2.11] and [GT, Chapter 17]). We apply to $v_{i}$ Pogorelov estimates (see for instance [DF, Theorem 2.12]) to infer that

$$
\left|D^{2} v_{i}\right| \leq C \quad \text { in } S\left(x_{0}, p, t / 2\right) \subset S\left(x_{0}, p, t\right)
$$

for some constant $C$ independent on $i \in \mathbb{N}$. Since $S_{i} \rightarrow S\left(x_{0}, p, t\right)$ and $u(x)=$ $u\left(x_{0}\right)+p \cdot x+t$ on $\partial S\left(x_{0}, p, t\right)$, by stability and uniqueness of weak solutions we deduce that $v_{i}+u\left(x_{0}\right)+p \cdot x+t \rightarrow u$ uniformly as $i \rightarrow \infty$; hence $\left|D^{2} u\right| \leq C$ in $S\left(x_{0}, p, t / 2\right)$. This makes the Monge-Ampère equation uniformly elliptic and hence Evans-Krylov's theorem and Schauder's theory imply that $u \in$ $C^{\infty}\left(S\left(x_{0}, p, t / 4\right)\right)$ (see [GT, Chapter 17]). By the arbitrariness of $x_{0}$ we obtain that $u \in C^{\infty}\left(\Omega^{\prime}\right)$, as desired.

By a well-known example, strict convexity of $u$ is necessary in order to prove the above theorem. The following result, due to Caffarelli, implies that the obstruction to strict convexity can only arise from the boundary behavior. In particular every entire solution has to be strictly convex. We recall that $x$ is an extremal point of a convex set $K$ if $x \in \bar{K}$ and $K \backslash\{x\}$ is convex.

Theorem 2.8 ( $(\overline{\mathrm{Ca}})$. Let $\Omega$ be an open convex set, and let $u$ be a convex function such that

$$
\lambda d x \leq \nu_{u} \leq \Lambda d x
$$

for some $\lambda, \Lambda>0$. For every $x \in \Omega$ and $p \in \partial u(x)$, if the set

$$
\Gamma_{x, p}=\{y \in \Omega: u(y)=u(x)+p \cdot(y-x)\}
$$

contains more than one point, then it has no extremal points in $\Omega$.
An easy corollary of Theorem 2.8 is the following:
Corollary 2.9. Let $u: \mathbb{R}^{N} \rightarrow \mathbb{R}$ be a convex function such that

$$
\begin{equation*}
\lambda d x \leq \nu_{u} \leq \Lambda d x \tag{2.9}
\end{equation*}
$$

for some $\lambda, \Lambda>0$. Then $u$ is strictly convex.

Proof. Let us assume by contradiction that for some $x_{0} \in \mathbb{R}^{N}$ and $p_{0} \in$ $\partial u\left(x_{0}\right)$ the set $\Gamma_{x_{0}, p_{0}}$ contains more than one point; then according to Theorem 2.8 it must contain a line. Up to subtracting a linear function and to change the coordinates, we can then assume that $u \geq 0$ and $u=0$ on the line

$$
\ell=\left\{x \in \mathbb{R}^{N}: x=\left(x_{1}, 0, \ldots, 0\right)\right\}
$$

This easily implies that $\partial u\left(\mathbb{R}^{N}\right) \subset e_{1}^{\perp}$ and hence that $\nu_{u}=0$, contradicting (2.9).

### 2.4 A proof of Petty's theorem under natural regularity assumptions

In this section we prove the following extension of Petty's theorem,
Theorem $2.10([\overline{\mathrm{DM}}])$. Let $K$ be a convex body which possesses a curvature function $f_{K}$; if equation (2.1) is satisfied for some positive constant $c_{K}$, then $K$ is an ellipsoid.

The argument is based on an approximation procedure that shows that, for a convex body satisfying (2.1), $h_{K}^{2} / 2$ is an Aleksandrov solution of (2.4). Consequently, we can apply Corollary 2.9 and Theorem 2.7 to show that $h_{k}^{2}$ is smooth and hence the classical Pogorelov's argument can be applied. Theorem 2.10 will be a consequence of the following result.

Theorem 2.11. Let $K$ be a convex body that possesses a curvature function $f_{K}$ and let $h_{K}$ be its support function. Then

$$
\begin{equation*}
\operatorname{det} D^{2}\left(\frac{1}{2} h_{K}^{2}\right)=f_{K}\left(\frac{x}{|x|}\right) h_{K}^{N+1}\left(\frac{x}{|x|}\right) d x \text { on } \mathbb{R}^{N} \tag{2.10}
\end{equation*}
$$

in the Aleksandrov sense.
In order to prove Theorem 2.11 we need to approximate, in the Hausdorff topology, a convex body with $C_{+}^{2}$ bodies, for which we know that 2.10 holds true at least in $\mathbb{R}^{N} \backslash\{0\}$, thanks to Proposition 2.3.

We know from an old theorem by Minkowski that convex sets with analytic boundary are dense in $\mathcal{K}^{N}$. Several years later Schmuckenschläger (see $[\mathrm{Sc}])$ gave a simpler proof of that theorem and showed that one can explicitly write down the relevant approximating sequence under further additional properties.

Theorem 2.12 ([ $[\mathrm{Sc}])$. Let $K$ be a convex body. There exists an increasing sequence $\left\{K_{i}\right\}_{i \in \mathbb{N}}$ such that

- $K_{i}$ and $K_{i}^{*}$ have real analytic boundaries;
- The Gauss curvature of both $K$ and $K^{*}$ is strictly positive;
- $\delta\left(K_{i}, K\right) \rightarrow 0$ as $i \rightarrow \infty$.

Proof of Theorem 2.11. We divide the proof in three steps.

- Step 1: Equation (2.10) holds true if $K \in C_{+}^{2}$. Let $K \in C_{+}^{2}$; then, by Remark 1.8, $h_{K} \in C^{2}\left(\mathbb{R}^{N} \backslash\{0\}\right)$. Thus Proposition 2.3 yields

$$
\operatorname{det} \frac{1}{2} D^{2} h_{K}^{2}(x)=f_{K}\left(\frac{x}{|x|}\right) h_{K}^{N+1}\left(\frac{x}{|x|}\right) \text { for every } x \in \mathbb{R}^{N} \backslash\{0\}
$$

In particular, by the change of variable formula, if we denote by $\nu_{K}$ the Monge-Ampère measure of $h_{K}^{2}$ we have that

$$
\nu_{K}=f_{K}\left(\frac{x}{|x|}\right) h_{K}^{N+1}\left(\frac{x}{|x|}\right) d x
$$

in the sense of the Radon measures on $\mathbb{R}^{N} \backslash\{0\}$. Moreover, since $h_{K}^{2}$ is homogeneous of degree two, it is differentiable at 0 and $\partial h_{K}^{2}(0)=\{0\}$. By recalling the definition of the Monge-Ampère measure (2.7), we then see that for every Borel set $A \subset \mathbb{R}^{n}$

$$
\begin{aligned}
\nu_{K}(A) & =\nu_{K}(A \backslash\{0\})+\nu_{K}(\{0\}) \\
& =\nu_{K}(A \backslash\{0\})+V(\{0\})=\nu_{K}(A \backslash\{0\}) .
\end{aligned}
$$

Hence 2.12 is valid (as equality between measures) also in $\mathbb{R}^{N}$.

- Step 2: Equation 2.10 is closed in the topology of Hausdorff distance.

Let $K, K_{i} i=1,2, \ldots$, be convex bodies such that $\delta\left(K, K_{i}\right) \rightarrow 0$ as $i \rightarrow \infty$; then $h_{K_{i}} \rightarrow h_{K}$ uniformly on $\mathbb{S}^{N-1}$ and $h_{K_{i}}^{2} \rightarrow h_{K}^{2}$ locally uniformly in $\mathbb{R}^{N}$. According to Lemma 2.6 it is enough to show that

$$
\begin{equation*}
\nu_{K_{i}}=f_{K_{i}}\left(\frac{x}{|x|}\right) h_{K_{i}}^{N+1}\left(\frac{x}{|x|}\right) d x \stackrel{*}{\rightharpoonup} f_{K}\left(\frac{x}{|x|}\right) h_{K}^{N+1}\left(\frac{x}{|x|}\right) d x \tag{2.11}
\end{equation*}
$$

as Radon measures in $\mathbb{R}^{N}$. To this end, let $\varphi \in C_{c}^{0}\left(\mathbb{R}^{N}\right)$ and note that for every $\varrho \in[0,+\infty)$ the function $\mathbb{S}^{N-1} \ni \omega \mapsto \varphi(\varrho \omega)$ is continuous. Since $h_{K_{i}} \rightarrow h_{K}$ uniformly on $\mathbb{S}^{n-1}$ and

$$
\int \varphi d \nu_{K_{i}}=\int_{0}^{\infty} \varrho^{N-1} \int_{\mathbb{S}^{N-1}} \varphi(\varrho \omega) f_{K_{i}}(\omega) h_{K_{i}}(\omega) d \mathcal{H}^{N-1}(\omega)
$$

an application of Lebesgue Dominated Convergence Theorem (recall that $\varphi$ is compactly supported) shows that (2.11) will be a consequence of the fact that

$$
f_{K_{i}}(\omega) d \mathcal{H}^{N-1} \stackrel{*}{\rightharpoonup} f_{K}(\omega) d \mathcal{H}^{N-1}
$$

as Radon measures on $\mathbb{S}^{N-1}$. This convergence however follows from 2.5), that is from the continuity of curvature measures under the Hausdorff convergence, 2.5).

- Step 3: Conclusion. If $K$ is a convex body admitting a curvature function we can apply Theorem 2.12 to approximate it with a sequence of convex bodies $K_{i} \in C_{+}^{2}$; by Step 1 the conclusion of the Theorem holds true for $K_{i}$ and hence by Step 2 also for $K$.

Proof of Theorem 2.10. According to Theorem 2.11, if $K$ is a convex body satisfying (2.1), then

$$
\operatorname{det} \frac{1}{2} D^{2} h_{K}^{2}=c_{K} d x \quad \text { on } \mathbb{R}^{N}
$$

in the Aleksandrov sense. By Corollary 2.9, $h_{K}^{2}$ is strictly convex and by Theorem 2.7, $h_{K}^{2} \in C^{\infty}\left(\mathbb{R}^{N}\right)$. By applying the classical Pogorelov argument (see [Gu, Theorem 4.3.1] for a proof), $h_{K}^{2}(x)=A x \cdot x$ for some positive symmetric matrix $A$, which immediately implies that $K$ is an ellipsoid.

## Chapter 3

## Characterization of ellipsoids as $K$-dense sets

In this chapter we provide a characterization of ellipsoids of $\mathbb{R}^{N}$ as $K$ dense sets, i.e. domains which satisfy an identity involving the volume of the intersection with a given convex body $K$.

In Section 3.1, we start investigating some basic properties of $K$-dense sets, in particular we show that they are strictly convex and $C^{1,1}$.

In Section 3.2, we study the asymptotic behavior, for small values of the parameter $r$, of the volume of $G \cap B_{K}(x, r)$, where $G$ is the $K$-dense set and $B_{K}(x, r)$ is the $K$-ball centered at $x$ with radius $r$. We deduce a symmetry property for the set $K$ and an equation involving a weighted mean curvature of $G$ (where the weights depend on some moment of inertia of $K$ ) which, at least in the planar case, is enough to deduce that $K$-dense sets are ellipsoids.

The proof of this characterization is given in Section 3.3, separately from that in general dimension.

The proof of the characterization in general dimension is given in Sections 3.4 and 3.5. In Section 3.4, we study the volume of $G \cap B_{K}(x, r)$ for "large" $K$-balls, in order to show that $K$-dense bodies are strongly convex. This information allows us to use Theorem 1.12 and infer a strong symmetry result for $K$-dense sets, that leads us to conclude, in Section 3.5, that they must be ellipsoids.

### 3.1 Properties of $K$-dense sets

Let $K \in \mathcal{K}^{N}$ and $G$ be a measurable subset of $\mathbb{R}^{N}$ with positive Lebesgue measure $V(G)$. For each fixed $r>0$, we define a density function
$\delta_{K}: \mathbb{R}^{N} \times(0, \infty) \rightarrow \mathbb{R}$ as follows:

$$
\begin{equation*}
\delta_{K}(x, r)=\frac{V(G \cap(x+r K))}{V(r K)}, x \in \mathbb{R}^{N} \tag{3.1}
\end{equation*}
$$

We say that $G$ is uniformly $K$-dense, or $K$-dense for short, if there is a function $c:(0, \infty) \rightarrow(0, \infty)$ such that

$$
\begin{equation*}
\delta_{K}(x, r)=c(r) \text { for every }(x, r) \in \partial G \times(0, \infty) \tag{3.2}
\end{equation*}
$$

where $\partial G$ denotes the topological boundary of the set $G$.

As remarked in the introduction, when $K$ is the euclidean unit ball $B$ of $\mathbb{R}^{N}, K$-dense domains have been studied in MPS in connection with the so-called stationary isothermic surfaces - the time-invariant level surfaces of solutions of the heat equation. There, it is shown that the only $B$-dense sets with finite volume of $\mathbb{R}^{N}$ are balls; moreover, it observed in that, if $E$ is an ellipsoid, then bounded $E$-dense domains must be ellipsoids homothetic to $E$.

As already said, in this chapter we show that if $G$ is $K$-dense, then the only possibility is that $K$ (and hence $G$ ) is an ellipsoid (see Theorem 3.21).

Here we study some general properties of $K$-dense sets that will be useful to understand the proof of Theorem 3.21 .

Given a measure $\mu$ on $\mathbb{R}^{+}$and set $\phi(t)=\mu([0, t))$, we define a function $f^{\phi}: \mathbb{R}^{N} \rightarrow \mathbb{R}$ as follows:

$$
\begin{equation*}
f^{\phi}(x)=\int_{G} \phi\left(\|y-x\|_{K}\right) d y=\int_{G} \phi\left(\|x-y\|_{-K}\right) d y \tag{3.3}
\end{equation*}
$$

$f^{\phi}$ is thus the convolution of the characteristic function $\mathcal{X}_{G}$ and the composition of $\phi$ with the gauge of $-K$ defined in Section 1.2 .

If $\mu$ is a Borel and locally finite measure, we can use the layer-cake representation theorem (see [LL for instance) in order to write:

$$
\begin{align*}
f^{\phi}(x) & =\int_{0}^{+\infty} V\left(G \cap\left\{y:\|y-x\|_{K}>t\right\}\right) d \mu \\
& =\int_{0}^{+\infty} V\left(G \backslash B_{K}(x, t)\right) d \mu \tag{3.4}
\end{align*}
$$

where $B_{K}(x, r)$ is the interior of the set $x+r K$.
If $G$ is $K$-dense, the last integral does not depend on $x$, for $x \in \partial G$. Conversely, if $f^{\phi}(x)$ is constant on $\partial G$ for every choice of the measure $\mu$, then for each given $r>0$ we can set $\mu=\delta_{r}$ (the Dirac's delta measure centered at $r$ ) in (3.4) and obtain that $f^{\phi}(x)=V\left(G \backslash B_{K}(x, r)\right)$. When $G$ has finite measure, the assumption on $f^{\phi}$ and the fact that $r$ is arbitrary imply that $G$ must be $K$-dense. Thus, we can state the following characterization.

Theorem 3.1. Let $G$ be a bounded ${ }^{11}$, measurable subset of $\mathbb{R}^{N}$ of positive volume. Then the following conditions are equivalent:
(i) $G$ is $K$-dense;
(ii) for every Borel, locally finite measure $\mu$ on $\mathbb{R}^{+}$, the function $f^{\phi}$ defined in (3.3) does not depend on $x$, for $x \in \partial G$.

The following lemma is instrumental to prove the convexity of $G$; its proof is straightforward.

Lemma 3.2. Let the function $\phi(t)=\mu([0, t))$ be convex, increasing and non-constant, and let $f^{\phi}$ be the function defined in (3.3). Then:
(i) $f^{\phi}$ is convex and hence, in particular, continuous;
(ii) $f^{\phi}$ is coercive, that is $f^{\phi} \rightarrow+\infty$ as $|x| \rightarrow \infty$.

Theorem 3.3 (MM1]). Let $G$ be a bounded $K$-dense set; then $G$ is strictly convex.

Moreover, if the function $\phi(t)=\mu([0, t))$ is convex and strictly increasing, then $G$ is a regular level set for $f^{\phi}$.

Proof. First, we show that, if $\phi$ satisfies the assumptions, then $f^{\phi}$ cannot be constant on a segment whose middle point belongs to $\bar{G}$.

By contradiction, let $x$ and $y$ be the endpoints of a segment on which $f^{\phi}$ is constant and suppose the midpoint $\frac{1}{2}(x+y) \in \bar{G}$; then

$$
\int_{G}\left\{\phi\left(\|z-x\|_{K}\right) / 2+\phi\left(\|z-y\|_{K}\right) / 2-\phi\left(\|z-(x+y) / 2\|_{K}\right)\right\} d z=0
$$

Since the integrand is always non-negative, we get that

$$
2 \phi\left(\|z-(x+y) / 2\|_{K}\right)=\phi\left(\|z-x\|_{K}\right)+\phi\left(\|z-y\|_{K}\right)
$$

for every $z \in \bar{G}$, since both $\phi$ and $\|\cdot\|_{K}$ are continuous ${ }^{2}$. Thus, if we choose $z=\frac{1}{2}(x+y)$ we get a contradiction.

Now we observe that there exists a segment in the convex hull of $\partial G$ whose middle point belongs to $\bar{G}$. Indeed, consider a line, say $\ell$, containing at least three points of $G$, say $x, y$ and $z$, with $y \in] x z^{3}$, then, being $G$ bounded, $\partial G$ intersects every connected component $\ell \backslash] x z[$ and thus every point of $] x z[$

[^9]belongs to the convex hull of $\partial G$; if $\varepsilon>0$ is such that $[y-\varepsilon, y+\varepsilon] \subset] x, z[$ then also $[y-\varepsilon, y+\varepsilon]$ is contained in the convex hull of $\partial G$, and $y$, its middle point, belongs to $\bar{G}$.

Therefore, we can claim that the function $f^{\phi}$ does not reach its minimum on the boundary of $G$, otherwise $f^{\phi}$ would be constant on the convex hull of $\partial G$ and, in particular, on $[y-\varepsilon, y+\varepsilon]$, that is impossible.

Hence, there exists a positive number $s$ such that the set $A$ where $f^{\phi}<s$ is open, bounded and convex; also, $\partial G \subseteq \partial A=\left\{x \in \mathbb{R}^{N}: f^{\phi}(x)=s\right\}$.

Since $G$ is bounded, it is contained in the convex hull of $\partial G$, and thence in the convex hull of $\partial A, \bar{A}$. Thus $G \subseteq \bar{A}$. It is also possible to check that $A \subseteq G$. Indeed, suppose by contradiction that there exists a point $x \in G \backslash A$; in particular $x \notin \partial G$, then every open segment between and $x$ and $\partial A$ must have empty intersection with $G$, otherwise it would contain also a point belonging to $\partial G$ and this contradicts the fact that $\partial G \subseteq \partial A$. But if every open segment between and $x$ and $\partial A$ does not intersect $G$, then $G$ is contained in the complementary of $A$, and, since $G \in \bar{A}$, then we would have that $G \subseteq \partial A$, that contradicts the fact that $V(G)>0$.

We than have that $A \subseteq G \subseteq \bar{A}$, and, in particular, that $G$ is convex and hence strictly convex.

The following statement is straightforward but, as it will be clear, it will play an important role in the proof of Theorem 3.8 , which is fundamental in our further analysis.

Corollary 3.4. Let $G$ be a $K$-dense body; then the function

$$
x \mapsto \max _{y \in G}\|y-x\|_{K}
$$

is constant on $\partial G$.
Proof. Let $x$ and $z \in \partial G$ and suppose by contradiction that

$$
d_{1}=\max _{y \in G}\|y-x\|_{K}<\max _{y \in G}\|y-z\|_{K}=d_{2}
$$

Then $G \backslash B_{K}\left(z, d_{1}\right) \neq \varnothing$ and hence $V\left(G \backslash B_{K}\left(z, d_{1}\right)\right)>0$, being $G$ a body and $B_{K}\left(z, d_{1}\right)$ open; thus,

$$
\begin{gathered}
V\left(G \cap B_{K}\left(x, d_{1}\right)\right)=V(G) \\
=V\left(G \backslash B_{K}\left(z, d_{1}\right)\right)+V\left(G \cap B_{K}\left(z, d_{1}\right)\right)>V\left(G \cap B_{K}\left(z, d_{1}\right)\right) .
\end{gathered}
$$

We now study the regularity of $K$-dense sets.
Theorem 3.5 ([MM1]). Let $G$ be a $K$-dense body; then $\partial G$ is of class $C^{1,1}$

Proof. Set $f=f^{\phi}$ with $\phi(t)=t$. By Theorem 3.3, it is sufficient to show that $f \in C^{1,1}$.

Consider the incremental ratio of $f$ at $x$ in a canonical direction $e_{i}$ :

$$
\frac{f\left(x+t e_{i}\right)-f(x)}{t}=\int_{G} \frac{\left\|x-z+t e_{i}\right\|_{-K}-\|x-z\|_{-K}}{t} d z
$$

Since $\|\cdot\|_{-K}$ is almost everywhere differentiable and its gradient is a bounded map over $\mathbb{R}^{N}$, by the dominated convergence theorem, we obtain that the partial derivative $\partial_{x_{i}} f(x)$ exists and equals

$$
\int_{G} \frac{\partial}{\partial x_{i}}\|x-z\|_{-K} d z=\int_{\mathbb{R}^{N}} \mathcal{X}_{G}(x-z) \frac{\partial}{\partial z_{i}}\|z\|_{-K} d z
$$

and the second factor in the integrand is bounded almost everywhere by a constant, say, $L$. Thus, for $x, y \in \mathbb{R}^{N}$, we obtain the estimate:

$$
\begin{aligned}
\left|\partial_{x_{i}} f(x)-\partial_{x_{i}} f(y)\right| \leq & L \int_{\mathbb{R}^{N}}\left|\mathcal{X}_{G}(x-z)-\mathcal{X}_{G}(y-z)\right| d z \leq \\
& L \mathcal{H}^{N-1}(\partial G)\|x-y\|
\end{aligned}
$$

since $G$ is convex and bounded.
Therefore, $f$ is differentiable and has Lipschitz continuous partial derivatives.

Since the function $\|\cdot\|_{K}$ has the same regularity as $\partial K$ at all points of $\mathbb{R}^{N}$ except the origin, then if $\partial K \in C^{m, 1}$ for some integer $m$, by the same arguments used in the proof of Theorem 3.5, we can easily prove the following result.

Theorem 3.6. Let $G$ be a bounded $K$-dense set, and let $\partial K \in C^{m, 1}$ for some integer $m$. Then $\partial G \in C^{m+1,1}$.

Corollary 3.7. Let $G$ be a bounded $K$-dense set. If the class of homothetical images of $K$ contains $G$, then $\partial G \in C^{\infty}$.

Proof. We show that $G \in \mathcal{C}^{m, 1}$ for every $m \in \mathbb{N}$ by induction on $m$. The base step is exhibited in Theorem 3.5, the inductive step is the subject of Theorem 3.6.

The following result shows that, surprisingly, at least when $K$ is centrally symmetric, the existence of a $K$-dense set implies some regularity of $K$ itself.

Theorem 3.8 (MM1). Let $K$ be a convex body symmetric with respect to the origin of $\mathbb{R}^{N}$, and let $G$ be a $K$-dense body. Then it holds that
(a) $K=G-G$, up to homotheties;
(b) $K$ is strictly convex;
(c) $\partial K$ and $\partial G$ are respectively $C^{1,1}$-smooth and $C^{2,1}$-smooth.

Proof. (a) Without loss of generality, thanks to Corollary 3.4. let us suppose that

$$
\max _{y \in G}\|y-x\|_{K}=1, \quad \text { for every } \quad x \in \partial G
$$

We have that

$$
\max _{y \in G-x}\|y\|_{K}=1
$$

and hence $G-x \subseteq K$ for every $x \in \partial G$. It follows that $G-G \subseteq K$.
Indeed, if $z \in G-G$, then $z=x-y$ for some points $x, y \in G$; since $G$ is convex, there are points $x_{1}$ and $x_{2}$ in $\partial G$ and a number $0 \leq \lambda \leq 1$ such that $x=\lambda x_{1}+(1-\lambda) x_{2}$. Hence,

$$
z=\lambda\left(y-x_{1}\right)+(1-\lambda)\left(y-x_{2}\right)
$$

Since $K$ is convex and contains both $y-x_{1}$ and $y-x_{2}$, we get that $z \in K$.

Viceversa, let $x$ be an exposed point of $\partial K$ and let $u \in \mathbb{S}^{N-1}$ be such that $H_{u}$ is the supporting hyperplane which intersects $K$ only at the point $x$.

Next, choose $y \in \partial G$ such that the unit normal to $\partial G$ at $y, \nu_{G}(y)$, coincides with $u$ (it exists since we already know that $G$ is smooth and strictly convex). Also, pick a point $z \in \partial G$ that maximizes the $K$-distance from $y$, that is, such that $\|y-z\|_{K}=1$. Note that $y-z \in(G-z) \cap \partial K$ and, since $G-z \subseteq K$, we get the following reverse inclusion for the normal cones:

$$
N_{K}(y-z) \cap \mathbb{S}^{N-1} \subseteq\left\{-\nu_{G-z}(y-z)\right\}=\left\{-\nu_{G}(y)\right\}=\{u\} .
$$

Hence, our choice of $x$ and $u$ allows us to write $x=y-z$. Thus, $G-G$ contains all the exposed points of $\partial K$, and being $G-G$ a convex set it contains the convex hull of them. It is easy to show that a convex body is the closure of the convex hull of its exposed points, thence $G-G \supseteq K$.
(b) It follows from (a) and Theorem 3.3 .
(c) From (a) and Theorem 3.5, it follows that $\partial K$ is $C^{1,1}$-smooth, since the Minkowski sum of $C^{1,1}$ sets is $C^{1,1}$, see Theorem 1.12. Theorem 3.6 then implies that $\partial G$ is $C^{2,1}$-smooth.

Remark 3.9. In the next section, we will prove the central symmetry of $K$, so that the above theorem will be a substantial progress for the proof of Theorem 3.21. Indeed, Theorem 3.8 suggests that a step toward a proof of
our characterization should be to show that $G$ is centrally symmetric as well. As a matter of fact, once we get the symmetry of $G$ we immediately deduce that $K=G$ and, in force of Corollary 3.7 , that $\partial G$ (and $\partial K$ ) is $C^{\infty}$-smooth.

### 3.2 Asymptotics as $r \rightarrow 0^{+}$and symmetry

In ABG a proof of Theorem 3.21 is given in the planar case under suitable regularity assumptions. There, by calculating for a fixed $x \in G$, the Taylor expansion of the function $\delta_{K}$ in (3.1) as $r \rightarrow 0^{+}$up to the third order, it is proved that the radial function of $K$ satisfies an ordinary differential equation which is fulfilled only by ellipses.

It seems difficult to extend the analysis employed in ABG to the case $N \geq 3$ for several reasons. The most apparent one is that, in general dimension, it is very difficult to compute the higher-order terms in the Taylor expansion of $\delta(x, r)$. Nevertheless, the asymptotic analysis as $r$ tends to 0 will give us some useful geometric informations about $K$-dense bodies.

We first settle on a convenient notation. Given a unit vector $u \in \mathbb{S}^{N-1}$, we write $H_{u}^{+}=\left\{x \in \mathbb{R}^{N}:\langle x, u\rangle \geq 0\right\}$ and $H_{u}^{-}=H_{-u}^{+}$.

Theorem 3.10 ([MM1]). Let $G$ and $K$ be convex bodies and suppose that $\partial G$ is differentiable at $x$. Then

$$
\delta_{0}(x)=\lim _{r \rightarrow 0^{+}} \delta_{K}(x, r)=\frac{V\left(K \cap H_{\nu(x)}^{-}\right)}{V(K)}
$$

In particular, if $G$ is $K$-dense, then

$$
\begin{equation*}
V\left(K \cap H_{u}^{-}\right)=\frac{1}{2} V(K) \quad \text { for all } u \in \mathbb{S}^{N-1} \tag{3.5}
\end{equation*}
$$

Proof. For $r>0$ we have:

$$
\begin{equation*}
r^{-N} V(G \cap(x+r K))=V\left(\frac{G-x}{r} \cap K\right) \tag{3.6}
\end{equation*}
$$

Since $\partial G$ is differentiable at $x$, as $r$ decreases to $0, \frac{G-x}{r} \cap K$ increases to $H_{\nu(x)}^{+} \cap K$. The first claim of the theorem then follows from the monotone convergence theorem.

Now, suppose that $G$ is $K$-dense. Since $G$ is strictly convex differentiable and bounded, then the Gauss map, $\nu_{G}(x)$ is a bijection. Hence, for every $u \in \mathbb{S}^{N-1}$, there exist $x, x^{\prime} \in \partial G$ such that $u=\nu(x)=-\nu\left(x^{\prime}\right)$.

Since $G$ is $K$-dense, then the quantity $V\left(K \cap H_{\nu(x)}^{+}\right)$does not depend on $x$, for $x \in \partial G$. Thus, our choice of $x$ and $x^{\prime}$ enables us to write that

$$
V\left(K \cap H_{\nu(x)}^{-}\right)=V\left(K \cap H_{\nu\left(x^{\prime}\right)}^{-}\right)=V\left(K \cap H_{\nu(x)}^{+}\right)
$$

Since $V\left(K \cap H_{\nu(x)}^{-}\right)+V\left(K \cap H_{\nu(x)}^{+}\right)=V(K)$, then we find that

$$
V\left(K \cap H_{\nu(x)}^{-}\right)=\frac{1}{2} V(K) .
$$

Remark 3.11. When $N=2$, it is not difficult to show that (3.5) implies that $K$ is centrally symmetric, see MM1; indeed, that is also true for $N \geq 3$, by a non-trivial result of Schneider Scn1. Then, as already stressed in Remark 3.9 the conclusion of Theorem 3.8 is valid; more precisely we have the following corollary.

Corollary 3.12. Let $G$ be a $K$-dense body, then $G \in C^{2,1}$.
The emphasis given to this observation is justified by the fact that the twice differentiability of $G$ allows us to compute the second term in the Taylor expansion of $\delta_{K}$, in the following theorem we will show that $\delta$ can be written as

$$
\begin{equation*}
\delta_{K}(x, r)=\delta_{0}(x)-\delta_{1}(x) r+o(r) \text { as } r \rightarrow 0^{+}, \tag{3.7}
\end{equation*}
$$

and we compute $\delta_{1}(x)$.
Theorem 3.13 ([MM1]). Let $G$ be a convex body with $C^{2}$-smooth boundary, let $x \in \partial G$ and denote by $\kappa_{1}(x), \ldots, \kappa_{N-1}(x)$ the principal curvatures of $\partial G$ at $x$ with respect to the inward normal unit vector.

Then, we have the formula:

$$
\begin{equation*}
\lim _{r \rightarrow 0^{+}} \frac{\delta_{K}(x, r)-\delta_{0}(x)}{r}=-\frac{1}{2 V(K)} \sum_{i=1}^{N-1} m_{i}(x) \kappa_{i}(x) \tag{3.8}
\end{equation*}
$$

where the coefficients $m_{i}$ are given by

$$
\begin{equation*}
m_{i}(x)=\int_{K \cap H_{\nu(x)}}\left\langle\xi, e_{i}(x)\right\rangle^{2} d \mathcal{H}^{N-1}, i=1, \ldots, N-1 ; \tag{3.9}
\end{equation*}
$$

here, again, $H_{\nu}$ denotes the hyperplane $\{\langle y, \nu\rangle=0\}$.
Therefore, (3.7) holds.
Proof. We choose a coordinate system $\left\{e_{1}, \ldots, e_{N-1}, \nu\right\}$ around the point $x \in \partial G$ such that $e_{i}$, for $i=1, \ldots, N-1$, is the $i$-th principal direction of $\partial G$ at $x$ and $\nu=\nu(x)$ is the normal.

In these coordinates $B_{K}(x, r)$ can be written as

$$
B_{K}(x, r)=\left\{x+\sum_{i=1}^{N-1} z_{i} e_{i}+z_{N} \nu: z \in \mathbb{R}^{N},\left\|\sum_{i=1}^{N-1} z_{i} e_{i}+z_{N} \nu\right\|_{K} \leq r\right\}
$$

Also, in these same coordinates, $\partial G$ can be locally parametrized by a convex function $\psi \in C^{2}$ and, clearly, $\psi(0)=0$ and $D \psi(0)=0$. Furthermore, our choice of the axes $e_{1}, \ldots, e_{N}$ allow us to write that

$$
\psi\left(z^{\prime}\right)=\frac{1}{2} \sum_{i=1}^{N-1} \kappa_{i}(x) z_{i}^{2}+o\left(\left\|z^{\prime}\right\|^{2}\right)
$$

for $z^{\prime}=\left(z_{1}, \ldots, z_{N-1}\right) \in \mathbb{R}^{N-1}$ in a sufficiently small neighborhood of 0 .

We need to estimate the measure of the remainder set

$$
R(x, r)=B_{K}(x, r) \cap H_{\nu(x)}^{+} \backslash G
$$

for sufficiently small $r>0, R(x, r)$ can be written as

$$
\left\{x+\sum_{i=1}^{N-1} z_{i} e_{i}-z_{N} \nu:\left\|\sum_{i=1}^{N-1} z_{i} e_{i}-z_{N} \nu\right\|_{K} \leq r, 0 \leq z_{N} \leq \psi\left(z^{\prime}\right), z^{\prime} \in V\right\}
$$

where $V$ is some neighborhood of 0 in $\mathbb{R}^{N-1}$.

Next, we make the following change of variables: $z_{i}=r \xi_{i}$, for $i=$ $1, \ldots, N-1$ and $z_{N}=r^{2} \xi_{N}$; since $\|\cdot\|_{K}$ is positively homogeneous, we get that

$$
V(R(x, r))=r^{N+1} V\left(S_{r}\right)
$$

where $S_{r}$ is the set

$$
\left\{\xi \in \mathbb{R}^{N}: \xi^{\prime} \in r^{-1} V,\left\|\sum_{i=1}^{N-1} \xi_{i} e_{i}+r \xi_{N} \nu\right\|_{K} \leq 1 ; 0 \leq \xi_{N} \leq \frac{\psi\left(r \xi_{1}, \ldots, r \xi_{N-1}\right)}{r^{2}}\right\}
$$

Now, if we define the set

$$
S_{0}=\left\{\xi \in \mathbb{R}^{N}:\left\|\sum_{i=1}^{N-1} \xi_{i} e_{i}(x)\right\|_{K}<1 ; 0 \leq \xi_{N}<\frac{1}{2} \sum_{i=1}^{N-1} \kappa_{i}(x) \xi_{i}^{2}\right\}
$$

we easily check that

$$
S_{0} \subseteq \bigcup_{r>0}\left(\bigcap_{0<t<r} S_{t}\right) \subseteq \bigcap_{r>0}\left(\bigcup_{0<t<r} S_{t}\right) \subseteq \bar{S}_{0}
$$

Since $V\left(S_{0}\right)=V\left(\bar{S}_{0}\right)$, the smoothness assumptions on $\partial G$ give the sufficient uniform boundedness to infer that

$$
\lim _{r \rightarrow 0^{+}} \frac{V(R(x, r))}{r^{N+1}}=V\left(S_{0}\right)
$$

By the definition of $S_{0}, V\left(S_{0}\right)$ is easily computed as

$$
V\left(S_{0}\right)=\int_{K \cap \pi_{\nu(x)}} \frac{1}{2} \sum_{i=1}^{N-1} \kappa_{i}(x) \xi_{i}^{2} d \xi=\frac{1}{2} \sum_{i=1}^{N-1} m_{i}(x) \kappa_{i}(x)
$$

that implies the desired formula (3.8).

Corollary 3.14. Let $G$ be $K$-dense, then there exists a constant $c>0$ such that

$$
\begin{equation*}
\sum_{i=1}^{N-1} m_{i}(x) \kappa_{i}(x)=c V(K), \quad x \in \partial G \tag{3.10}
\end{equation*}
$$

Proof. The fact that the right-hand side of (3.10) does not depend on $x$ for $x \in \partial G$ clearly follows from $(3.2)$ and (3.7). Since $K$ is a convex body, then the $m_{i}(x)$ 's are all positive; if $c$ were zero, then all the curvatures would be zero for every $x \in \partial G$ and this is impossible, since $G$ is a convex body.

### 3.3 Characterization of ellipses in the two-dimensional case

In this section we provide a proof of the characterization theorem (Theorem 3.16 for planar $K$-dense sets. We give it separately from that of Theorem 3.21, mainly because the planar proof is very different from that for the case $N \geq 3$ and that given in [ABG], and the techniques used here may be of some interest. We also stress the fact that, besides dropping the smoothness assumptions needed in [ABG], our proof only needs the pointwise information given by 3.10 . However, it should be noticed that the proof of ABG works even if we restrict the validity of 3.2 to small values of the parameter $r$.

We start analyzing Equation (3.9). The only moment of inertia $m=m_{1}$ can be easily computed and, by setting $u=\nu(x)$, re-defined as a function on $\mathbb{S}^{1}$ as

$$
\begin{equation*}
m(u)=\frac{2}{3} \rho_{K}(\hat{u})^{3}, u \in \mathbb{S}^{1} \tag{3.11}
\end{equation*}
$$

where $\rho_{K}$ denotes, as usual, the radial function of $K$ and $\hat{u}$ is the unit vector obtained from $u$ by a clockwise rotation of 90 degrees.

In the following theorem we show how, by exploiting (3.8), one can get the central symmetry of $G$.

Theorem 3.15 ([MM1]). Let $K \subset \mathbb{R}^{2}$ be a convex body. If $G \subset \mathbb{R}^{2}$ is a $K$-dense body, then $G$ and $K$ are homothetic and both $\partial K$ and $\partial G$ are $C^{\infty}$-smooth.

Proof. $C_{+}^{2}$-regularity easily follows from Corollary 3.14
Plugging (3.11) into (3.8), and in view of the geometric meaning of the curvature function, can be written as

$$
\begin{equation*}
\rho_{K}(\hat{u})^{3}=c V(K) f_{G}(u), u \in \mathbb{S}^{1} \tag{3.12}
\end{equation*}
$$

where $c$ is some positive constant. Also, being $K$ centrally symmetric, $\rho_{K}(-\hat{u})=\rho_{K}(\hat{u})$ and hence $f_{G}(-u)=f_{G}(u)$ for every $u \in \mathbb{S}^{1}$; this means that also $G$ is centrally symmetric.

Thus, by Remark 3.11 and Theorem 3.8 K and $G$ differ by a homothety and both $\partial K$ and $\partial G$ are $C^{\infty}$-smooth in force of Corollary 3.7.

Before giving the proof of Theorem 3.16 we recall that in two dimensions the Minkowski's first inequality for mixed volumes (1.16) writes

$$
\begin{equation*}
V(K, G) \geq \sqrt{V(K) V(G)} \tag{3.13}
\end{equation*}
$$

and the affine inequality 1.18 reduces to

$$
\begin{equation*}
\Omega(K)^{3} \leq 8 V(K)^{2} V\left(K^{*}\right) \tag{3.14}
\end{equation*}
$$

where the affine area is given by

$$
\begin{equation*}
\Omega(K)=\int_{\mathbb{S}^{1}} f_{K}(u)^{2 / 3} d u \tag{3.15}
\end{equation*}
$$

As remarked in Section 1.4, the sign of equality holds if and only if $K$ is an ellipse.

We are now ready to prove the following
Theorem 3.16 ([MM1]). Let $K \subset \mathbb{R}^{2}$ be a convex body and let $G$ be a bounded measurable set in $\mathbb{R}^{2}$.

If $G$ is $K$-dense, then $K$ and $G$ are ellipses that differ from one another by a homothety.

Proof. In view of Theorem 3.15, we know that $G$ and $K$ have smooth boundaries and only differ by a homothety; without loss of generality, we shall assume that $G=K$. Thus, (3.12) reads:

$$
\begin{equation*}
\rho_{K}(\hat{u})^{3}=c V(K) f_{K}(u), u \in \mathbb{S}^{1} . \tag{3.16}
\end{equation*}
$$

Our goal is to show that $(\sqrt{3.16})$ leads inequality $(\sqrt{3.14})$ into an equality; then we shall conclude that $K$ is an ellipse.

By a well-known formula, we then compute:

$$
\begin{aligned}
2 V(K)= & \int_{\mathbb{S}^{1}} \rho_{K}(u)^{2} d u=\int_{\mathbb{S}^{1}} \rho_{K}(\hat{u})^{2} d u= \\
& {[c V(K)]^{2 / 3} \int_{\mathbb{S}^{1}} f_{K}(u)^{2 / 3} d u=[c V(K)]^{2 / 3} \Omega(K), }
\end{aligned}
$$

that gives:

$$
c^{-2}=\frac{\Omega(K)^{3}}{8 V(K)} .
$$

On the other hand, (3.16) also gives:

$$
\begin{aligned}
& V\left(K, \hat{K}^{*}\right)=\frac{1}{2} \int_{\mathbb{S}^{1}} f_{K}(u) h_{K^{*}}(\hat{u}) d u=\frac{1}{2} \int_{\mathbb{S}^{1}} \frac{f_{K}(u)}{\rho_{K}(\hat{u})} d u= \\
& \quad[c V(K)]^{-1} \frac{1}{2} \int_{\mathbb{S}^{1}} \rho_{K}(\hat{u})^{2} d u=c^{-1},
\end{aligned}
$$

here we denoted by $\hat{K}^{*}$ the body obtained by rotating the set $K^{*}$ of 90 degrees and we have used that $h_{K^{*}}=1 / \rho_{K}$.

Therefore, by applying (3.13) and (3.14) successively, we obtain that

$$
\begin{aligned}
\frac{\Omega(K)^{3}}{8 V(K)} & =c^{-2}=V\left(K, \hat{K}^{*}\right)^{2} \geq V(K) V\left(\hat{K}^{*}\right) \\
& =V(K) V\left(K^{*}\right) \geq \frac{\Omega(K)^{3}}{8 V(K)}
\end{aligned}
$$

that is inequality (3.14) holds with the sign of equality. This concludes the proof.

### 3.4 Asymptotics as $r \rightarrow 1$ and strong convexity

So far, we are not able to reproduce the argument used in the proof of Theorem 3.16 in general dimension.

To succeed in our purpose we change strategy: we give up the asymptotic expansion for $r \rightarrow 0^{+}$in favor of an expansion like

$$
\begin{equation*}
V(G \cap(x+r K))=V(G)+W(x)\left(r_{G}-r\right)^{\frac{N+1}{2}}+o\left(\left(r_{G}-r\right)^{\frac{N+1}{2}}\right) \tag{3.17}
\end{equation*}
$$

as $r \rightarrow r_{G}^{-}$, where

$$
r_{G}=\inf \{r>0: G \subseteq x+r K\}, x \in \partial G
$$

We recall that, thanks to Corollary 3.4, $r_{G}$ is independent on $x \in \partial G$; since our problem is invariant with respect to dilations of $K$, we shall assume, again, that $r_{G}=1$.

As we will see in Theorem 3.22, the expression for $W(x)$ involves the support function of $K$ and the shape operators of both $K$ and $G$. The crucial step is to prove the symmetry of $G$; to do this, we will need to write the shape operator of $K$ in terms of that of $G$.

In force of Remark 3.11, Theorem 3.8 holds true and thence $K=G-G$. Thus, our aim is now to show that $K$-dense bodies are strongly convex; then, by Theorem 1.12, we will gain the necessary regularity of $K$ that gives a meaning to 1.9$)$ with $K=G$ and $L=-G$.

The study of the asymptotic behavior of $V(G \backslash(x+r K))$ as $r \rightarrow 1^{-}$carried out in Lemma 3.19 will show that $K$-dense bodies are strongly convex (see Corollary 3.20). However, before starting our analysis, we must consider that, if we want to express $V(G \backslash(x+r K))$ in terms of the shape operator of $\partial G$ at some point $\bar{x} \in \partial G$, it is important to make sure that $G$ shares with the boundary of $x+K$ only one point, since the shape operator carries only local information about the boundary.
Remark 3.17. We observe that this is not always the case: indeed, consider the Releaux triangle ${ }^{4}$ as the set $G$ and let $x$ denote one of its vertices; then, $K=G-G$ is a ball and $G \cap(x+K)$ is one of the arcs constituting the triangle's boundary; hence, so to speak, $G \backslash(x+r K)$ can not be localized around any point of $\partial G$.

Notice that such a $G$ is strictly convex, but $\partial G$ is not differentiable at all points. Likewise, if we consider differentiable bodies which are not strictly convex, we can still provide an example of the same phenomenon: in fact, it is enough to set $G=B+Q$, where $B$ is the unit ball and $Q$ is the unit square (see figure 3.1).

The following lemma shows that we can get the desired result, if we assume that $G$ is both differentiable and strictly convex.
Lemma 3.18. Let $G$ be a strictly convex body with differentiable boundary and set $K=G-G$, then for each $x \in \partial G$ the set $\partial(x+K) \cap G$ consists of only one point $\bar{x} \in \partial G$ characterized by $\nu_{K}(\bar{x}-x)=-\nu_{G}(x)$.
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Figure 3.1: In case (a) $G$ is a Releaux triangle and $x$ is one of the vertices, in case (b) $G$ is the sum of a square and a ball.

Proof. Let $z \in \partial K \cap(G-x)$ and let $u=\nu_{K}(z)$. Clearly $z+x \in \partial G$ and, since $G-x$ is contained in $K$ and touches $K$ at $z$ from inside, then $\nu_{G}(z+x)=u$. Since $K=G-G$, we have

$$
\begin{aligned}
h_{G}(u)+h_{G}(-u) & =h_{K}(u)=\langle z, u\rangle=\langle z+x, u\rangle+\langle x,-u\rangle \\
& =h_{G}(u)+\langle x,-u\rangle .
\end{aligned}
$$

Thus, $h_{G}(-u)=\langle x,-u\rangle$, that is $\nu_{G}(x)=-u$. It is then enough to set $\bar{x}=z+x$.

Now, suppose that there exists another point $z^{\prime}$ such that $z^{\prime} \in \partial K \cap$ $(G-x)$ and set $u^{\prime}=\nu_{K}\left(z^{\prime}\right)$; by the same argument as above, we get that $\nu_{G}(x)=-u^{\prime}$, and hence $u=u^{\prime}$. Since $K$ is strictly convex (being $G$ so), we finally find $z=z^{\prime}$.

Lemma 3.19. Let $G$ be a strictly convex body with boundary of class $C^{2}$ and let $K=G-G$. For $x \in \partial G$ and $\bar{x} \in \partial G$ such that $u=\nu_{G}(\bar{x})=-\nu_{G}(x)$, It holds:
(i) if $\kappa_{G}(u)=0$, then

$$
\liminf _{r \rightarrow 1^{-}} \frac{V(G \backslash(x+r K)}{(1-r)^{\frac{N+1}{2}}}=+\infty
$$

(ii) if $\kappa_{G}(u)>0$, then

$$
\limsup _{r \rightarrow 1^{-}} \frac{V(G \backslash(x+r K)}{(1-r)^{\frac{N+1}{2}}} \leq \frac{2^{\frac{N+1}{2}} \omega_{N-1}}{N+1} \kappa_{G}(u) h_{K}(u)^{\frac{N+1}{2}}(1+\Lambda)^{\frac{N-1}{2}}
$$

where $\Lambda$ is the maximal principal curvature of $\partial G$ at $x$.

Proof. First, notice that, by the above lemma, our choice of $x$ and $\bar{x}$ ensures that $\{\bar{x}\}=\partial(x+K) \cap G$. Without loss of generality, we can always assume that $\bar{x}=0$ and that $u=(0,0, \ldots,-1)$; then, in a neighborhood of $\bar{x}, \partial G$ can be parametrized by

$$
\begin{equation*}
y_{N}=\frac{1}{2}\left\langle S_{G}(u) y, y\right\rangle+o\left(|y|^{2}\right) \quad \text { as } \quad|y| \rightarrow 0 \tag{3.18}
\end{equation*}
$$

where $y=\left(y_{1}, \ldots, y_{N-1}\right)$ ranges in the tangent space to $\partial G$ at $\bar{x}$.
(i) Set $\varepsilon=1-r$. Let $\varepsilon_{n}$ be an infinitesimal sequence of positive numbers such that

$$
\liminf _{r \rightarrow 1^{-}} \frac{V(G \backslash(x+r K))}{(1-r)^{\frac{N+1}{2}}}=\lim _{n \rightarrow \infty} \frac{V\left(G_{n}\right)}{\varepsilon_{n}^{\frac{N+1}{2}}}
$$

where $G_{n}:=G \backslash\left(x+\left(1-\varepsilon_{n}\right) K\right)$; then (3.18) suggests that, by possibly extracting a subsequence from $\varepsilon_{n}$, we can fit in $G_{n}$ the set $E_{n}$ bounded by the paraboloid

$$
y_{N}=\frac{1}{2}\left\langle S_{G}(u) y, y\right\rangle+\frac{1}{n}|y|^{2}
$$

and the hyperplane $\varepsilon_{n} h_{K}(u) u+u^{\perp}$ supporting the set $x+\left(1-\varepsilon_{n}\right) K$ at the point whose outer unit normal coincides with $u$. In our coordinates,

$$
E_{n}=\left\{\left(y, y_{N}\right): \frac{1}{2}\left\langle S_{G}(u) y, y\right\rangle+\frac{1}{n}|y|^{2}<y_{N}<\varepsilon_{n} h_{K}(u)\right\}
$$

and $E_{n} \subseteq G_{n}$.
Thus, by Fubini's theorem and some calculations, we get:

$$
\begin{aligned}
V\left(G_{n}\right) & \geq V\left(E_{n}\right)=\int_{0}^{\varepsilon_{n} h_{K}(u)} \mathcal{H}^{N-1}\left(\left\{y:\left\langle\left[\frac{S_{G}(u)}{2}+\frac{1}{n} I\right] y, y\right\rangle \leq t\right\}\right) d t= \\
& \frac{\omega_{N-1}}{\operatorname{det}\left[\frac{S_{G}(u)}{2}+\frac{1}{n} I\right]^{1 / 2}} \int_{0}^{\varepsilon_{n} h_{K}(u)} t^{\frac{N-1}{2}} d t=\frac{2 \omega_{N-1} \varepsilon_{n}^{\frac{N+1}{2}} h_{K}(u)^{\frac{N+1}{2}}}{(N+1) \operatorname{det}\left[\frac{S_{G}(u)}{2}+\frac{1}{n} I\right]^{1 / 2}}
\end{aligned}
$$

Therefore,

$$
\begin{aligned}
& \liminf _{\varepsilon \rightarrow 0^{+}} \frac{V(G \backslash(x+(1-\varepsilon) K)}{\varepsilon^{\frac{N+1}{2}}}=\lim _{n \rightarrow \infty} \varepsilon_{n}^{-\frac{N+1}{2}} V\left(G_{n}\right) \geq \\
& \lim _{n \rightarrow \infty} \frac{2 \omega_{N-1} h_{K}(u)^{\frac{N+1}{2}}}{(N+1) \sqrt{\operatorname{det}\left[\frac{S_{G}(u)}{2}+\frac{1}{n} I\right]}}=+\infty
\end{aligned}
$$

since $\operatorname{det} S_{G}(u)=\kappa_{G}(u)=0$.
(ii) We shall obtain the desired inequality by observing that the domain $G \backslash(x+(1-\varepsilon) K)$ can be contained in the region $F_{\varepsilon, \delta}$ bounded by two
paraboloids: one outside $G$ and tangent to $\partial G$ at $\bar{x}$, the other one tangent to the boundary of $x+(1-\varepsilon) K$ from inside. In order to show it, we assume as before that $\bar{x}=0$ and $u=-e_{N}$ and, moreover, that $S_{G}(u)=I$ (this can be done since the affine tranformation $S_{G}(u)$ is invertible, being $\left.\operatorname{det} S_{G}(u)=\kappa_{G}(u)>0\right)$ : the desired formula will then be obtained by multiplying the right-hand side of 3.19 by the factor $\kappa_{G}(u)$.

We proceed to contruct $F_{\varepsilon, \delta}$. We choose any number $\lambda>0$ such that $\lambda I>S_{G}(-u)^{5}$, that is such that $\lambda>\Lambda$. Since $\kappa_{G}(u)>0$, Theorem 1.12 and the following remark imply that $\partial K$ is twice differentiable at $\bar{x}-x$; moreover equation 1.9 turns into

$$
S_{K}(u)<\frac{\lambda}{1+\lambda} I
$$

hence,

$$
S_{(1-\varepsilon) K}(u)<\frac{\lambda}{(1+\lambda)(1-\varepsilon)} I
$$

For $\varepsilon>0$ sufficiently small, we define $F_{\varepsilon, \delta}$ as

$$
F_{\varepsilon, \delta}=\left\{\left(y, y_{N}\right): \frac{\delta}{2}|y|^{2} \leq y_{N} \leq \varepsilon h_{K}(u)+\frac{\lambda}{2(1+\lambda)(1-\varepsilon)}\left|y-\varepsilon x_{*}\right|^{2}\right\}
$$

where $\delta$ is chosen in the interval $\left(\frac{\lambda}{(1+\lambda)(1-\varepsilon)}, 1\right)$ and $x_{*}$ is the projection of $x$ on the tangent space to $\partial G$ at $\bar{x}$; in this way,

$$
G \backslash(x+(1-\varepsilon) K) \subset F_{\varepsilon, \delta}
$$

Indeed, equation (3.18) guarantees that the above inclusion holds, at least inside a small neighborhood of $\bar{x}$; however, by Lemma 3.18, we know that $G \backslash(x+(1-\varepsilon) K)$ is contained in a ball $B_{r}$ around $\bar{x}$ whose radius $r=r(\varepsilon)$ tends to 0 as $\varepsilon \rightarrow 0$.

By using the rescaling $\left(y, y_{N}\right)=\left(\sqrt{\varepsilon} \xi, \varepsilon \xi_{N}\right)$, we obtain that $V\left(F_{\varepsilon, \delta}\right)=$ $\varepsilon^{\frac{N+1}{2}} V\left(F_{\varepsilon, \delta}^{\prime}\right)$, where

$$
F_{\varepsilon, \delta}^{\prime}=\left\{\left(\xi, \xi_{N}\right): \frac{\delta}{2}|\xi|^{2} \leq \xi_{N} \leq h_{K}(u)+\frac{\lambda}{2(1+\lambda)(1-\varepsilon)}\left|\xi-\sqrt{\varepsilon} x_{*}\right|^{2}\right\}
$$

and it is easy to show that $V\left(F_{\varepsilon, \delta}^{\prime}\right) \rightarrow V\left(F_{0, \delta}^{\prime}\right)$.
By a straightforward computation of $V\left(F_{0, \delta}^{\prime}\right)$, we get that

$$
\limsup _{\varepsilon \rightarrow 0} \frac{V(G \backslash(x+(1-\varepsilon) K))}{\varepsilon^{\frac{N+1}{2}}} \leq \frac{\omega_{N-1}}{N+1} \times \frac{2^{\frac{N+1}{2}} h_{K}(u)^{\frac{N+1}{2}}}{\left(\delta-\frac{\lambda}{1+\lambda}\right)^{\frac{N-1}{2}}}
$$

[^11]and minimizing the right-hand side of this formula for $\lambda /(1+\lambda)<\delta<1$ and $\lambda>\Lambda$ then gives:
\[

$$
\begin{equation*}
\limsup _{\varepsilon \rightarrow 0} \frac{V(G \backslash(x+(1-\varepsilon) K))}{\varepsilon^{\frac{N+1}{2}}} \leq \frac{\omega_{N-1}}{N+1} \times 2^{\frac{N+1}{2}} h_{K}(u)^{\frac{N+1}{2}}(1+\Lambda)^{\frac{N-1}{2}} . \tag{3.19}
\end{equation*}
$$

\]

Corollary 3.20. If $G$ is $K$-dense, then $\partial K$ is of class $C^{2}$ and every point of $\partial G$ is a point of strong convexity. The latter conditions and the fact that $K=G-G$ allow us to write, thanks to Theorem 1.12,

$$
\begin{equation*}
S_{K}(u)=\left[I+S_{G}(u)^{-1} S_{G}(-u)\right]^{-1} S_{G}(-u) \tag{3.20}
\end{equation*}
$$

Proof. Since $G$ is $K$-dense, then the limits in items (i) and (ii) in Lemma 3.19 do not depend on the particular point $x \in \partial G$; in other words, they must be constant functions on $\partial G$. Since $G$ is a convex body and $\partial G$ is of class $C^{2}$, then $\kappa_{G}$ is not identically zero; hence, the limit in item (ii) of Lemma 3.19 is a finite constant. As a consequence, item (i) of the same lemma implies that $\kappa_{G}>0$ (and hence $S_{G}>0$ ) on $\partial G$. Formula (3.20) is then a straightforward consequence of Theorem 1.12 .

### 3.5 Simmetry of $G$ and characterization of ellipsoids

In this section we prove the following characterization theorem.
Theorem 3.21 ([MM2]). Let $K \subset \mathbb{R}^{N}$ be a convex body and assume that there is a set $G \subset \mathbb{R}^{N}$ of finite positive measure such that (3.2) holds.

Then, both $K$ and $G$ must be homothetic to the same ellipsoid.
We start by explicitly computing the coefficient $W(x)$ of formula 3.17.

Theorem 3.22 ([MM2]). Let $G$ be a strongly convex body with boundary of class $C^{2}$ and set $K=G-G$. Chose $x, u$ and $\bar{x}$ as in Lemma 3.19; then

$$
\lim _{r \rightarrow 1^{-}} \frac{V(G \backslash(x+r K))}{(1-r)^{\frac{N+1}{2}}}=\frac{2 \omega_{N-1} h_{K}(u)^{\frac{N+1}{2}}}{(N+1) \operatorname{det}\left[\frac{S_{G}(u)}{2}-\frac{S_{K}(u)}{2}\right]^{1 / 2}}
$$

Proof. Again we set $\varepsilon=1-r$. We begin by showing that

$$
\begin{equation*}
\limsup _{\varepsilon \rightarrow 0^{+}} \frac{V(G \backslash(x+(1-\varepsilon) K))}{\varepsilon^{\frac{N+1}{2}}} \leq \frac{2 \omega_{N-1} h_{K}(u)^{\frac{N+1}{2}}}{(N+1) \operatorname{det}\left[\frac{S_{G}(u)}{2}-\frac{S_{K}(u)}{2}\right]^{1 / 2}} \tag{3.21}
\end{equation*}
$$

As in the proof of Lemma 3.19, without loss of generality, we can set $u=-e_{N}$ and $\bar{x}=0$.

We recall that $0=\bar{x} \in \partial(x+K)$, thus $-x \in \partial K$ and $-(1-\varepsilon) x \in$ $\partial((1-\varepsilon) K)$; namely $\varepsilon x \in \partial(x+(1-\varepsilon) K)$ and $u$ is the unit normal to $\partial(x+(1-\varepsilon) K)$ at that point.

By a scaling argument, we know that

$$
S_{x+(1-\varepsilon) K}(u)=\frac{S_{K}(u)}{1-\varepsilon} .
$$

Notice that formula (3.20) implies that $S_{G}(u)>S_{K}(u)$; hence, we can choose $\bar{n} \in \mathbb{N}$ such that

$$
\begin{equation*}
\frac{S_{G}(u)-S_{K}(u)}{4}>\frac{I}{\bar{n}} . \tag{3.22}
\end{equation*}
$$

In order to get an estimate from above for $V(G \backslash(x+(1-\varepsilon) K))$ we construct a set $C_{\varepsilon, n}$ containing $G \backslash(x+(1-\varepsilon) K)$. In fact, for $n>\bar{n}$ we set

$$
\begin{aligned}
C_{\varepsilon, n}=\left\{\left(y, y_{N}\right):\langle \right. & \left.\left(\frac{S_{G}(u)}{2}-\frac{1}{n} I\right) y, y\right\rangle<y_{N}< \\
& \left.\varepsilon h_{K}(u)+\left\langle\left[\frac{S_{K}(u)}{2(1-\varepsilon)}+\frac{1}{n} I\right]\left(y-\varepsilon x_{*}\right),\left(y-\varepsilon x_{*}\right)\right\rangle\right\},
\end{aligned}
$$

where $x_{*}$ denotes the projection of $x$ on $u^{\perp} ; C_{\varepsilon, n}$ is the region bounded by two paraboloids, one touching $\partial G$ at $\bar{x}$ from below, the other one touching $\partial(x+(1-\varepsilon) K)$ at $\varepsilon x$ from above and, for $\varepsilon$ small enough, we have:

$$
G \backslash(x+(1-\varepsilon) K) \subset C_{\varepsilon, n} .
$$

Also, condition (3.22) guarantees that

$$
\frac{S_{G}(u)}{2}-\frac{I}{n}>\frac{S_{K}(u)}{2(1-\varepsilon)}+\frac{I}{n}>0,
$$

for $\varepsilon$ small enough, thus forcing $C_{\varepsilon, n}$ to be bounded.
The usual change of variables $\left(y, y_{N}\right)=\left(\sqrt{\varepsilon} \xi, \varepsilon \xi_{N}\right)$ gives that $V\left(C_{\varepsilon, n}\right)=$ $\varepsilon^{\frac{N+1}{2}} V\left(C_{\varepsilon, n}^{\prime}\right)$, where

$$
\begin{aligned}
& C_{\varepsilon, n}^{\prime}=\left\{\left(\xi, \xi_{N}\right):\left\langle\left[\frac{S_{G}(u)}{2}-\frac{1}{n} I\right] \xi, \xi\right\rangle<\xi_{N}<h_{K}(u)+\right. \\
&\left.\left\langle\left[\frac{S_{K}(u)}{2(1-\varepsilon)}+\frac{1}{n} I\right]\left(\xi-\sqrt{\varepsilon} x_{*}\right),\left(\xi-\sqrt{\varepsilon} x_{*}\right)\right\rangle\right\} .
\end{aligned}
$$

Since clearly $V\left(C_{\varepsilon, n}^{\prime}\right) \rightarrow V\left(C_{0, n}^{\prime}\right)$ as $\varepsilon \rightarrow 0$, a straightforward computation gives:

$$
\begin{align*}
& \limsup _{\varepsilon \rightarrow 0^{+}} \frac{V(G \backslash(x+(1-\varepsilon) K))}{\varepsilon^{\frac{N+1}{2}}} \leq V\left(C_{0, n}^{\prime}\right)= \\
& \frac{2 \omega_{N-1} h_{K}(u)^{\frac{N+1}{2}}}{(N+1) \operatorname{det}\left[\frac{S_{G}(u)}{2}-\frac{S_{K}(u)}{2}-\frac{2}{n} I\right]^{\frac{1}{2}}} \tag{3.23}
\end{align*}
$$

Since (3.23) holds for all $n$ large enough, (3.21) follows at once by taking the limit for $n \rightarrow \infty$.

The converse inequality,

$$
\liminf _{\varepsilon \rightarrow 0^{+}} \frac{V(G \backslash(x+(1-\varepsilon) K))}{\varepsilon^{\frac{N+1}{2}}} \geq \frac{2 \omega_{N-1} h_{K}(u)^{\frac{N+1}{2}}}{(N+1) \operatorname{det}\left[\frac{S_{G}(u)}{2}-\frac{S_{K}(u)}{2}\right]^{\frac{1}{2}}}
$$

is proved by using the same strategy used for (3.21): we choose $\bar{n}$ such that

$$
S_{G}(u)>\frac{I}{\bar{n}}
$$

and then we construct, for $n>\bar{n}$ and $\varepsilon$ small, a set $D_{\varepsilon, n} \subseteq G \backslash(x+(1-\varepsilon) K)$ :

$$
\begin{aligned}
D_{\varepsilon, n}=\left\{\left(y, y_{N}\right):\right. & \left\langle\left(\frac{S_{G}(u)}{2}+\frac{1}{n} I\right) y, y\right\rangle<y_{N}< \\
& \left.<\varepsilon h_{K}(u)+\left\langle\left[\frac{S_{K}(u)}{2(1-\varepsilon)}-\frac{1}{n} I\right]\left(y-\varepsilon x_{*}\right),\left(y-\varepsilon x_{*}\right)\right\rangle\right\}
\end{aligned}
$$

As before, the usual rescaling gives

$$
\liminf _{\varepsilon \rightarrow 0^{+}} \frac{V(G \backslash(x+(1-\varepsilon) K))}{\varepsilon^{\frac{N+1}{2}}} \geq \frac{2 \omega_{N-1} h_{K}(u)^{\frac{N+1}{2}}}{(N+1) \operatorname{det}\left[\frac{S_{G}(u)}{2}-\frac{S_{K}(u)}{2}+\frac{2}{n} I\right]^{\frac{1}{2}}}
$$

Again, we conclude by taking the limit for $n \rightarrow \infty$.
Corollary 3.23. Let $G$ be a $K$-dense body, then (3.17) holds with the coefficient $W(x)$ given by

$$
\begin{equation*}
W(x)=-\frac{2 \omega_{N-1} h_{K}(u)^{\frac{N+1}{2}}}{(N+1) \operatorname{det}\left[\frac{S_{G}(u)}{2}-\frac{S_{K}(u)}{2}\right]^{1 / 2}} \quad \text { with } u=\nu(\bar{x}) \tag{3.24}
\end{equation*}
$$

Moreover, the function defined by

$$
\begin{equation*}
u \mapsto \frac{h_{K}(u)^{\frac{N+1}{2}}}{\operatorname{det}\left[S_{G}(u)-S_{K}(u)\right]^{\frac{1}{2}}}, u \in \mathbb{S}^{N-1} \tag{3.25}
\end{equation*}
$$

is constant.

Proof. Corollary 3.20 ensures that $G$ satisfies the assumptions of Theorem 3.22. Since $V(G \cap(x+r K))=V(G)-V(G \backslash(x+r K))$, then for the function given in (3.24) the following equality holds

$$
\begin{equation*}
W(x)=-\lim _{r \rightarrow 1^{-}} \frac{V(G \backslash(x+r K))}{(1-r)^{\frac{N+1}{2}}}=\lim _{r \rightarrow 1^{-}} \frac{V(G \cap(x+r K))-V(G)}{(1-r)^{\frac{N+1}{2}}} \tag{3.26}
\end{equation*}
$$

hence (3.17). Observe that $\left.W\right|_{\partial G}$ has to be constant, by formula (3.26) and the $K$-density assumption. Finally, since $G$ is strictly convex, the last assertion follows from the suriectivity of the Gauss map.

Now, we are going to show that if $G$ is $K$-dense, then $G$ and $K$ must be equal up to homotheties.

Proposition 3.24. Let $G$ be a $K$-dense body, then $\kappa_{G}(u)=\kappa_{G}(-u)$.
Proof. Let $u \in \mathbb{S}^{N-1}$ and $L=L_{u}$ be a linear map of $\mathbb{R}^{N}$ in itself, which leaves unchanged the unit vector $u$ and whose restriction to $u^{\perp}$ equals $S_{G}(u)^{-\frac{1}{2}}$.

First, notice that, as an easy consequence of $(3.2)$, the set $L G$ is $L K$ dense, so that Corollary 3.23 holds for this set; in particular, (3.25) implies:

$$
\begin{align*}
& h_{L K}(-u)^{\frac{N+1}{2}}\left\{\operatorname{det}\left[S_{L G}(-u)-S_{L K}(-u)\right]\right\}^{-\frac{1}{2}}= \\
&  \tag{3.27}\\
& h_{L K}(u)^{\frac{N+1}{2}}\left\{\operatorname{det}\left[S_{L G}(u)-S_{L K}(u)\right]\right\}^{-\frac{1}{2}} .
\end{align*}
$$

Secondly, we know that $K$ is centrally symmetric, and so must be $L K$; then, $S_{L K}(u)=S_{L K}(-u)$ and $h_{L K}(u)=h_{L K}(-u)$. Hence, by (3.27):

$$
\begin{equation*}
\operatorname{det}\left[S_{L G}(-u)-S_{L K}(u)\right]=\operatorname{det}\left[S_{L G}(u)-S_{L K}(u)\right] . \tag{3.28}
\end{equation*}
$$

As we shall see, this condition together with equation (1.9) is enough to prove that

$$
\operatorname{det}\left[S_{L G}(u)\right]=\operatorname{det}\left[S_{L G}(-u)\right] .
$$

Indeed, by plugging (1.9) into we get

$$
\begin{align*}
& \operatorname{det}\left(S_{L G}(-u)-\left[I+S_{L G}(u)^{-1} S_{L G}(-u)\right]^{-1} S_{L G}(-u)\right)= \\
& \operatorname{det}\left(S_{L G}(u)-\left[I+S_{L G}(u)^{-1} S_{L G}(-u)\right]^{-1} S_{L G}(-u)\right) \tag{3.29}
\end{align*}
$$

furthermore, our chioice of the affine transformation $L$ ensures that

$$
S_{L G}(u)=I,
$$

and

$$
\begin{equation*}
S_{L G}(-u)=S_{G}(u)^{-\frac{1}{2}} S_{G}(-u) S_{G}(u)^{-\frac{1}{2}} . \tag{3.30}
\end{equation*}
$$

Equation 3.29 then turns into

$$
\begin{align*}
& \operatorname{det}\left(S_{L G}(-u)-\left[I+S_{L G}(-u)\right]^{-1} S_{L G}(-u)\right)= \\
& \operatorname{det}\left(I-\left[I+S_{L G}(-u)\right]^{-1} S_{L G}(-u)\right) \tag{3.31}
\end{align*}
$$

by multiplying both sides of 3.31 by $\operatorname{det}\left[I+S_{L G}(-u)\right]$ and using Binet's identity, we get

$$
\operatorname{det}\left[S_{L G}(-u)^{2}\right]=1
$$

Hence (3.30 yields $\operatorname{det}\left[S_{G}(u)\right]=\operatorname{det}\left[S_{G}(-u)\right]$, that is $\kappa_{G}(u)=\kappa_{G}(-u)$.

Corollary 3.25. Let $G$ be $K$-dense. Then $G$ is symmetric and $K=2 G$.
Proof. The two bodies $G-G$ and $2 G$ have the same Gaussian curvature as a function on $\mathbb{S}^{N-1}$; thus, they only differ by a translation.

The following theorem together with Petty's characterization of ellipsoids complete the proof of Theorem 3.21 .

Theorem 3.26 ([MM2]). Let $G$ be a $K$-dense set. Then, for every $x \in \partial G$ it holds that

$$
\lim _{r \rightarrow 1^{-}} \frac{V(G \backslash(x+r K))}{(1-r)^{\frac{N+1}{2}}}=\frac{2^{N} \omega_{N-1} h_{K}(u)^{\frac{N+1}{2}}}{(N+1) \operatorname{det}\left[S_{G}(u)\right]^{\frac{1}{2}}} \text { with } u=\nu(\bar{x})
$$

and $\{\bar{x}\}=\partial G \cap(x+K)$.
In particular, there exists a positive constant $c$ such that

$$
\kappa_{G}(u)=c h_{G}(u)^{N+1} \quad \text { for every } u \in \mathbb{S}^{N-1}
$$

Therefore, $G$ must be an ellipsoid.

## Chapter 4

## Stationary isothermic surfaces

In this chapter we study the solutions of some evolution equations that have Klamikin's property of having invariant level surfaces.

In Section 4.1, we characterize all the solutions of the heat equation that have all their (spatial) equipotential surfaces which do not vary with the time (see Theorem4.1). In particular we show that such solutions are either isoparametric or split in space-time. We then extend that result to a class of quasi-linear parabolic equations (see Theorem 4.5).

In Section 4.2, we study the geometry of the level sets of $K$-isoparametric functions.

In Section 4.3, we start investigating the properties of the solutions of the $h$-Laplace evolution equation with only one invariant equipotential surface. We study the asymptotic behavior of the solutions of a family of elliptic problems which have, at least in the linear case, a strong connection with the solutions of the heat equation.

### 4.1 The Matzoh Ball Soup Problem

Let $\Omega$ be a domain and let $u$ be the solution of the following initialDirichlet problem

$$
\begin{cases}u_{t}=\Delta u & \text { in } \Omega \times(0, \infty)  \tag{4.1}\\ u=0 & \text { in } \Omega \times\{0\} \\ u=1 & \text { on } \partial \Omega \times(0, \infty)\end{cases}
$$

It is well known that, if $\Omega$ is the euclidean ball, then the solution of 4.1) is radially symmetric. Consequently, its level surfaces do not vary with the time, since all of them are concentric spheres.

In this section we completely characterize all the solutions of the heat equation

$$
\begin{equation*}
u_{t}=\Delta u \text { in } \Omega \times(0, \infty) \tag{4.2}
\end{equation*}
$$

having the Klamkin's property of time-invariant level surfaces (Theorem4.1). Then we extend our analysis to a class of quasi-linear evolution equation (Theorem 4.5). All these results can be found in the recent paper MM3.

Theorem 4.1 ([MM3]). Let $\Omega \subseteq \mathbb{R}^{N}$ be a domain and let $u$ be a solution of equation 4.2

Assume that there exists a number $\tau>0$ such that, for every $t>\tau, u(\cdot, t)$ is constant on the level surfaces of $u(\cdot, \tau)$ and $D u(\cdot, \tau) \neq 0$ in $\Omega$.

Then one of the following occurrences holds:
(i) the function $\varphi=u(\cdot, \tau)$ (and hence $u$ ) is isoparametric, that is there exist two real-valued functions $f$ and $g$ such that $\varphi$ is a solution of the following system of equations:

$$
|D \varphi|^{2}=f(\varphi) \text { and } \Delta \varphi=g(\varphi) \text { in } \Omega ;
$$

(ii) there exist two real numbers $\lambda, \mu$ such that

$$
u(x, t)=e^{-\lambda t} \phi_{\lambda}(x)+\mu, \quad(x, t) \in \Omega \times[\tau, \infty)
$$

where

$$
\Delta \phi_{\lambda}+\lambda \phi_{\lambda}=0 \quad \text { in } \quad \Omega
$$

(iii) there exists a real number $\gamma$ such that

$$
u(x, t)=\gamma t+w(x), \quad(x, t) \in \Omega \times[\tau, \infty)
$$

where

$$
\Delta w=\gamma \quad \text { in } \Omega
$$

Proof. As originally observed in Al1, the assumption on the level surfaces of $u$ implies that, if we set $\varphi(x)=u(x, \tau)$, then there exist a number $T>\tau$ and a function $\eta: \mathbb{R} \times[\tau, T) \rightarrow \mathbb{R}$, with

$$
\begin{equation*}
\eta(s, \tau)=s, \quad s \in \mathbb{R} \tag{4.3}
\end{equation*}
$$

such that

$$
\begin{equation*}
u(x, t)=\eta(\varphi(x), t) \tag{4.4}
\end{equation*}
$$

for every $(x, t) \in \bar{\Omega} \times[\tau, T)$; thus, (4.2) gives that

$$
\eta_{s s}(\varphi, t)|D \varphi|^{2}+\eta_{s}(\varphi, t) \Delta \varphi=\eta_{t}(\varphi, t) \quad \text { in } \Omega \times[\tau, T)
$$

By differentiating in $t$ this identity, we obtain that $\varphi$ must satisfy in $\Omega$ the following system of equations:

$$
\begin{align*}
& \eta_{s}(\varphi, t) \Delta \varphi+\eta_{s s}(\varphi, t)|D \varphi|^{2}=\eta_{t}(\varphi, t)  \tag{4.5}\\
& \eta_{s t}(\varphi, t) \Delta \varphi+\eta_{s s t}(\varphi, t)|D \varphi|^{2}=\eta_{t t}(\varphi, t)
\end{align*}
$$

for $t \in[\tau, T)$.
Notice that the necessary smoothness of the function $\eta$ can be proved by a standard finite difference argument: in fact, one can prove that, since $D \varphi \neq 0$, then $\eta \in C^{\infty}(I \times[\tau, T))$, where $I=\left(\inf _{\Omega} \varphi, \sup _{\Omega} \varphi\right)$ and $\eta_{s}>0$ on $I \times[\tau, T)$ (see AAl1, Lemma 1], Al2, Lemma 2.1] or [Sak, Lemma 2.1] for details).

As observed in Sak, for the system 4.5, it is enough to consider the alternative cases in which the determinant

$$
D(s, t)=\eta_{s} \eta_{s s t}-\eta_{s t} \eta_{s s}
$$

is zero or not zero. In fact, if $D(s, t) \neq 0$ at some $(s, t) \in I \times[\tau, T)$, then $D \neq 0$ in an open neighborhood, say $U \times V \subset I \times[\tau, T)$, of $(s, t)$; 4.5 then implies that

$$
|D \varphi|^{2}=f(\varphi) \text { and } \Delta \varphi=g(\varphi)
$$

at least in a subdomain $\Omega^{\prime}$ of $\Omega$, and the expressions of $f$ and $g$ are given by the formulas

$$
f=\frac{\eta_{s} \eta_{t t}-\eta_{s t} \eta_{t}}{\eta_{s} \eta_{s s t}-\eta_{s t} \eta_{s s}}, \quad g=\frac{\eta_{t} \eta_{s s t}-\eta_{t t} \eta_{s s}}{\eta_{s} \eta_{s s t}-\eta_{s t} \eta_{s s}}
$$

clearly, $f$ and $g$ are analytic functions. Thus $u(\cdot, t)$ (and hence $\varphi$ ) is isoparametric in an open subdomain of $\Omega$; by using the classification result for isoparametric functions by Levi-Civita and Segre and the analiticity of $\varphi$, we can then conclude that the function $\varphi$ is isoparametric in the whole $\Omega$.

Otherwise, we have $D=0$ in $I \times[\tau, T)$. Thus, since

$$
\frac{\partial^{2}}{\partial s \partial t} \log \left(\eta_{s}\right)=\left(\eta_{s}\right)^{-2}\left(\eta_{s} \eta_{s s t}-\eta_{s t} \eta_{s s}\right)=0 \quad \text { in } I \times[\tau, T)
$$

we have that $\log \eta_{s}(s, t)$ splits up into the sum of a function of $s$ plus a function of $t$; 4.3) then implies that $\eta_{s}(s, t)$ only depends on $t$, and hence it is easy to conclude that

$$
\eta(s, t)=a(t) s+b(t), \quad(s, t) \in I \times[\tau, T)
$$

for some smooth functions $a$ and $b$ such that

$$
a(\tau)=1 \text { and } b(\tau)=0
$$

Now, we now know that

$$
u(x, t)=a(t) \varphi(x)+b(t)
$$

is a solution of 4.2 , thus 4.5 can be written as a linear system of equations:

$$
\begin{align*}
& a^{\prime}(t) \varphi(x)-a(t) \Delta \varphi=-b^{\prime}(t) \\
& a^{\prime \prime}(t) \varphi(x)-a^{\prime}(t) \Delta \varphi=-b^{\prime \prime}(t) \tag{4.6}
\end{align*}
$$

The determinant of this system must be zero, otherwise $\varphi$ would be constant (in fact, it would be that $\varphi(x)$ is a function of $t$ ); thus,

$$
a(t) a^{\prime \prime}(t)-a^{\prime}(t)^{2}=0 \text { for } t \in[\tau, \infty), a(\tau)=1
$$

All solutions of this problem can be written as $a(t)=e^{-\lambda(t-\tau)}$ for $\lambda \in \mathbb{R}$ and, by going back to 4.6, we obtain that

$$
\Delta \varphi(x)+\lambda \varphi(x)=b^{\prime}(t) e^{\lambda(t-\tau)}=\gamma
$$

for some constant $\gamma$. Since $b(\tau)=0$, we have:

$$
b(t)=\gamma \frac{1-e^{-\lambda(t-\tau)}}{\lambda} \text { if } \lambda \neq 0 \quad \text { and } \quad b(t)=\gamma(t-\tau) \quad \text { if } \lambda=0
$$

Therefore, we have obtained:

$$
\begin{aligned}
& u(x, t)=e^{-\lambda(t-\tau)}[\varphi(x)-\gamma / \lambda]+\gamma / \lambda \text { if } \lambda \neq 0 \\
& u(x, t)=\varphi(x)+\gamma(t-\tau) \text { if } \lambda=0
\end{aligned}
$$

In conclusion, by setting $\phi_{\lambda}=e^{\lambda \tau}[\varphi-\gamma / \lambda]$ and $\mu=\gamma / \lambda$ for $\lambda \neq 0$, we get case (ii), while setting $w=\varphi-\gamma \tau$ for $\lambda=0$ yields case (iii).

Remark 4.2. The proof of Theorem 4.1 relies on and completes those contained in Al2 and Sak]: there, option (iii) and the fact that initial and boundary conditions are unnecessary were overlooked.

Remark 4.3. For the sake of simplicity, in Theorem 4.1 we assumed that $D u \neq 0$ in the whole $\Omega$, in order to be able to deduce the necessary regularity for $\eta$. Here, we will show how that assumption can be removed.

The only possible obstruction to the regularity of $\eta$ is the presence of level sets of $\varphi$ whose points are all critical. Indeed $\eta$ is always smooth in the $t$ variable and is smooth in the $s$ variable, for every semi-regular value $s$ of $\varphi$ (i.e. a value that is the image of at least one regular point). For every open subset of $\Omega$ of regular points for $\varphi$ corresponding to a semiregular value of $\varphi$, the above theorem still holds true even if we remove the assumption on the gradient of the solution $u$.

We now show that, in any case, the classification holds true globally in $\Omega$. For simplicity we assume that there exists only one critical level set.

Let then $s$ be a value in the range of $\varphi$ such that $D \varphi(x)=0$, for every $x \in \varphi^{-1}(s)$ and set $\Omega^{+}=\{x \in \Omega: \varphi(x)>s\}$, and $\Omega^{-}=\{x \in \Omega: \varphi(x)<$
$s\}$. Clearly the above classification holds true separately in $\Omega^{+}$and in $\Omega^{-}$. Being cases (i), (ii) and (iii) closed relations involving continuous functions, if the same case occours both in $\Omega^{+}$and $\Omega^{-}$, then it holds in the whole domain $\Omega$. Thus, we are left with all the cases in which in $\Omega^{+}$and $\Omega^{-}$the solution assumes two different representations of those given in Theorem4.1.

We proceed by direct ispection. If case (i) occurs in $\Omega^{+}$or in $\Omega^{-}$, as it has been already remarked, then $\varphi$ extends to an isoparametric function in an open domain containing $\Omega$.

We then have only to study the case in which instances (ii) and (iii) are in force in $\Omega^{-}$and $\Omega^{+}$, respectively; by contradiction, we shall see that it is not possible to have a critical level set. In fact, up to sum a constant, we can assume without loss of generality that $s \neq 0$. As shown in Al2, Lemma 2.2], the presence of a critical level set implies that $\Delta \varphi(x)=0$, for every $x \in \overline{\Omega^{+}} \cap \overline{\Omega^{-}}$. Then, according to the previous computations, we get that $0=\Delta \varphi(x)=\lambda \varphi(x)$, and, being $\lambda \neq 0$, we have that $\varphi(x)=0$ and thence $s=0$, that is a contradiction.
Remark 4.4. Isoparametric functions are well-known in the literature; accordingly, their level surfaces are called isoparametric surfaces and can also be characterized as those surfaces whose principal curvatures are all constant. The classical results of T. Levi-Civita Le] and B. Segre Se classify isoparametric functions in $\mathbb{R}^{N}$ by their level surfaces: they can be either concentric spheres, co-axial spherical cylinders (that is cartesian products of an $M$-dimensional sphere by an $(N-M-1)$-dimensional euclidean space, $0 \leq M \leq N-2$ ), or parallel hyperplanes (affine spaces of co-dimension 1 ). By using this fact, one can conclude fairly easily that, in Klamkin's setting, that is when (i) of Theorem 4.1 holds and $u$ is constant on $\partial \Omega$, then the possible shapes of a domain $\Omega$ can be one of the following: a ball, its exterior or a spherical annulus; a spherical cylinder, its exterior or a cylindrical annulus; a half-space or an infinite strip (see Al2 for the solid case). Analogous results can be drawn in the case we impose on $u$ a homogeneous Neumann condition (see [Sak]),

$$
\begin{equation*}
u_{\nu}=0 \quad \text { on } \partial \Omega \times(0, \infty) \tag{4.7}
\end{equation*}
$$

Thus, a caloric function that has invariant equipotential surfaces enjoys some splitting property in space-time, since it is always separable (either with respect to addition or to multiplication). We point out that this behaviour is not restricted to the case of the heat equation, since it also occurs for other linear evolution equations, such as the wave equation, the Schrödinger equation or any partial differential equation connected to the heat equation by some integral transform.

In the last part of this section we show that a similar behaviour holds for the following class of quasi-linear evolution equations:

$$
\begin{equation*}
u_{t}=\mathcal{Q} u \text { in } \Omega \times(0, \infty) \tag{4.8}
\end{equation*}
$$

where the operator

$$
\begin{equation*}
\mathcal{Q} u=\sum_{i, j=1}^{N} a_{i j}(D u) u_{x_{i} x_{j}} \tag{4.9}
\end{equation*}
$$

is elliptic and the coefficients $a_{i j}(\xi)$ are sufficiently smooth $\alpha$-homogeneous functions of $\xi \in \mathbb{R}^{N}, \alpha>-1$, that is such that

$$
\begin{equation*}
a_{i j}(\sigma \xi)=\sigma^{\alpha} a_{i j}(\xi) \text { for every } \xi \in \mathbb{R}^{N}, \sigma>0 \text { and } i, j=1, \ldots, N \tag{4.10}
\end{equation*}
$$

Important instances of (4.8) are the evolution p-Laplace equation,

$$
\begin{equation*}
u_{t}=\operatorname{div}\left\{|D u|^{p-2} D u\right\} \text { in } \Omega \times(0, \infty) ; \tag{4.11}
\end{equation*}
$$

the normalized evolution p-Laplace equation,

$$
\begin{equation*}
u_{t}=|D u|^{2-p} \operatorname{div}\left\{|D u|^{p-2} D u\right\} \quad \text { in } \Omega \times(0, \infty) ; \tag{4.12}
\end{equation*}
$$

the (anisotropic) evolution $h$-Laplace equation,

$$
\begin{equation*}
u_{t}=\Delta_{h} u \text { in } \Omega \times(0, \infty) ; \tag{4.13}
\end{equation*}
$$

here,

$$
\begin{equation*}
\Delta_{h} u=\operatorname{div}\{h(D u) D h(D u)\} \tag{4.14}
\end{equation*}
$$

is the so-called anisotropic $h$-laplacian, or Finsler laplacian, where $h$ is the support function of a $C_{+}^{2}$ convex body (for more detail see Section 4.2 ).

Before stating the theorem characterizing all possible solutions of (4.8) we define a generalized gradient operator:

$$
\begin{equation*}
\mathcal{G} u=\sum_{i, j=1}^{N} a_{i j}(D u) u_{x_{i}} u_{x_{j}} . \tag{4.15}
\end{equation*}
$$

Theorem 4.5. MM3/ Let $\Omega \subseteq \mathbb{R}^{N}$ be a domain and let $u \in C^{1}\left((0, \infty) ; C^{2}(\Omega)\right)$ be a solution of equation 4.8),

$$
u_{t}=\mathcal{Q} u \quad \text { in } \Omega \times(0, \infty),
$$

where the operator $\mathcal{Q}$, given in 4.9), is elliptic with coefficients $a_{i j}(\xi)$ that satisfy (4.10).

Assume that there exists a $\tau>0$ such that, for every $t>\tau, u(\cdot, t)$ is constant on the level surfaces of $u(\cdot, \tau)$ and $D u(\cdot, \tau) \neq 0$ in $\Omega$.

Then the there exists a countable set of values $a_{1}<a_{2}<\ldots a_{i}<\ldots$, such that

$$
\Omega=\bigcup_{i \in \mathbb{N}} \varphi^{-1}\left(\left[a_{i}, a_{i+1}\right]\right)
$$

and, for every subdomain $\Omega^{\prime} \subset \varphi^{-1}\left(\left[a_{i}, a_{i+1}\right]\right)$ one of the following cases occurs:
(i) there exist two real-valued functions $f$ and $g$ such that $\varphi=u(\cdot, \tau)$ is a solution of the following system of equations:

$$
\mathcal{G} \varphi=f(\varphi) \text { and } \mathcal{Q} \varphi=g(\varphi) \text { in } \Omega^{\prime}
$$

(ii) there exist two real numbers $\lambda, \mu$ such that

$$
u(x, t)=[1+\lambda(t-\tau)]^{-1 / \alpha} \phi_{\lambda}(x)+\mu, \quad(x, t) \in \Omega^{\prime} \times[\tau, \infty)
$$

with

$$
\mathcal{Q} \phi_{\lambda}+\frac{\lambda}{\alpha} \phi_{\lambda}=0 \quad \text { in } \quad \Omega^{\prime}
$$

if $\alpha \neq 0$;

$$
u(x, t)=e^{-\lambda(t-\tau)} \phi_{\lambda}(x)+\mu, \quad(x, t) \in \Omega^{\prime} \times[\tau, \infty)
$$

with

$$
\mathcal{Q} \phi_{\lambda}+\lambda \phi_{\lambda}=0 \quad \text { in } \Omega^{\prime}
$$

if $\alpha=0$;
(iii) there exists a real number $\gamma$ such that

$$
u(x, t)=\gamma(t-\tau)+w(x), \quad(x, t) \in \Omega^{\prime} \times[\tau, \infty)
$$

where

$$
\mathcal{Q} w=\gamma \text { in } \Omega^{\prime}
$$

Proof. The proof runs similarly to that of Theorem 4.1. We still begin by setting $\varphi(x)=u(x, \tau)$ and $u(x, t)=\eta(\varphi(x), t)$, where $\eta$ satisfies 4.3). Since $D u \neq 0$ equation (4.8) is uniformly parabolic, by standard parabolic regularity (see, for instance [LU]), we have the necessary regularity to give sense to the following computations.

By arguing as in the proof of Theorem 4.1, we obtain the system of equations:

$$
\begin{align*}
& \xi(\varphi, \tau) \mathcal{Q} \varphi+\xi_{s}(\varphi, \tau) \mathcal{G} \varphi=\eta_{t}(\varphi, \tau)  \tag{4.16}\\
& \xi_{t}(\varphi, \tau) \mathcal{Q} \varphi+\xi_{s t}(\varphi, \tau) \mathcal{G} \varphi=\eta_{t t}(\varphi, \tau)
\end{align*}
$$

where $\xi=\left(\eta_{s}\right)^{\alpha+1}$.
At this point, the proof is slightly different from that of Theorem 4.1. If there exists $(s, t)$ such that $D(s, t)=\xi \xi_{s t}-\xi_{s} \xi_{t} \neq 0$, then $D(u(x, t), t) \neq 0$ for $x \in \Omega^{\prime}=\{x \in \Omega: u(x, t) \in(s-\delta, s+\delta)\}$ for some $\delta>0$. By setting

$$
\bar{f}=\frac{\xi_{s} \eta_{t t}-\xi_{t} \eta_{t}}{\xi \xi_{s t}-\xi_{s} \xi_{t}}, \quad \bar{g}=\frac{\xi_{s t} \eta_{t}-\xi_{s} \eta_{t t}}{\xi \xi_{s t}-\xi_{s} \xi_{t}}
$$

case (i) holds true for the function $u(\cdot, t)$. The same fact holds true for $\varphi$, since $u(x, t)=\eta(\varphi(x), t)$ and hence $\varphi$ and $u(x, t)$ share the same level sets;
thus, there exist functions $f$ and $g$ such that $\mathcal{G} \varphi=f(\varphi)$ and $\mathcal{Q} \varphi=g(\varphi)$ in $\Omega^{\prime}$.

Now, we define $J$ as the closure of the complement in the image of $u$ of the closure of the set $\{s: D(s, t) \neq 0$, for some $t\} ; J$ is a countable union of disjoint intervals. Let $[p, q] \subseteq J$; in $\Omega^{\prime}=\varphi^{-1}([p, q])$, we get

$$
\begin{aligned}
& \frac{\partial^{2}}{\partial s \partial t} \log (\xi)=(\xi)^{-2}\left(\xi \xi_{s t}-\xi_{t} \xi_{s}\right)=0 \text { in }[p, q] \times[\tau, T), \\
& \xi(s, \tau)=1 \text { for } s \in[p, q]
\end{aligned}
$$

As before, we obtain

$$
\eta(s, t)=a(t) s+b(t)
$$

with $a(\tau)=1$ and $b(\tau)=0$. Proceeding as before with $u(x, t)=a(t) \varphi(x)+$ $b(t)$ gives the system:

$$
\begin{align*}
& a^{\prime}(t) \varphi(x)-a(t)^{\alpha+1} \mathcal{Q} \varphi=-b^{\prime}(t), \\
& a^{\prime \prime}(t) \varphi(x)-(\alpha+1) a(t)^{\alpha} a^{\prime}(t) \mathcal{Q} \varphi=-b^{\prime \prime}(t) . \tag{4.17}
\end{align*}
$$

The determinant of this system must be zero, otherwise $\varphi$ would be constant; thus, $a$ must satisfy the problem

$$
a^{\alpha+1} a^{\prime \prime}-(\alpha+1) a^{\alpha}\left(a^{\prime}\right)^{2}=0 \text { in }[\tau, T), \quad a(\tau)=1
$$

The solutions of this problem are for $t \in[\tau, T)$

$$
\begin{aligned}
& a(t)=[1+\lambda(t-\tau)]^{-1 / \alpha} \text { if } \alpha \neq 0, \\
& a(t)=e^{-\lambda(t-\tau)} \text { if } \alpha=0,
\end{aligned}
$$

for some $\lambda \in \mathbb{R}$, and going back to the first equation in 4.17) gives

$$
\begin{aligned}
& \mathcal{Q} \varphi+\frac{\lambda}{\alpha} \varphi(x)=b^{\prime}(t) a(t)^{-(\alpha+1)}=\gamma \text { if } \alpha \neq 0, \\
& \mathcal{Q} \varphi+\lambda \varphi(x)=b^{\prime}(t) a(t)^{-1}=\gamma \text { if } \alpha=0 .
\end{aligned}
$$

Thus, we have that

$$
\begin{aligned}
& b(t)=\frac{\gamma \alpha}{\lambda}\left\{1-[1+\lambda(t-\tau)]^{-1 / \alpha}\right\} \text { if } \alpha \neq 0, \\
& b(t)=\gamma \frac{1-e^{-\lambda(t-\tau)}}{\lambda} \text { if } \alpha=0,
\end{aligned}
$$

for $\lambda \neq 0$,

$$
b(t)=\gamma(t-\tau),
$$

for $\lambda=0$ and any $\alpha \geq 0$.
Therefore, (ii) follows when $\lambda \neq 0$, by setting $\phi_{\lambda}=\varphi-\gamma \alpha / \lambda$ and $\mu=$ $\gamma \alpha / \lambda$ for $\alpha \neq 0$ and $\phi_{\lambda}=\varphi-\gamma / \lambda$ and $\mu=\gamma / \alpha$ for $\alpha=0$; (iii) follows when $\lambda=0$, by choosing $w=\varphi$.

## 4.2 $K$-isoparametric functions

The analysis performed in the study of the heat equation suggests that case (i) of Theorem 4.5, should entail some symmetry result for the domain, at least when suitable initial and boundary conditions are given. However it seems difficult even to imagine, given an arbitrary operator of the form (4.9), the shape of the level surfaces of functions $\varphi$ for which case (i) of Theorem 4.5 occurs.

In the special case when the differential operator defined in 4.9) is given by 4.14 it is possible to give a catalog of all possible level surfaces of such functions.

Let $K$ be a $C_{+}^{2}$ convex body; by setting

$$
\begin{equation*}
H=\frac{1}{2} h^{2} \tag{4.18}
\end{equation*}
$$

the system of equations that appears in item (i) of Theorem 4.5 can be conveniently re-written as

$$
\begin{align*}
& D H(D \varphi) \cdot D \varphi=f(\varphi) \text { in } \Omega  \tag{4.19}\\
& \Delta_{h} \varphi=g(\varphi) \text { in } \Omega \tag{4.20}
\end{align*}
$$

We also notice that, since $H$ is 2-homogeneous, by Euler's identity 4.19) can be re-written as

$$
\begin{equation*}
2 H(D \varphi)=f(\varphi) \text { in } \Omega \tag{4.21}
\end{equation*}
$$

We shall say that a function $\varphi$ is $K$-isoparametric if it is a solution of (4.19)-4.20; ; accordingly, its level surfaces will be called $K$-isoparametric surfaces.

Theorem 4.6 ( $K$-isoparametric functions). Let $K \subset \mathbb{R}^{N}$ be a convex body of class $C_{+}^{2}$ and let $h$ denote its support function.

Let $\varphi \in C^{2}$ be a K-isoparametric function. Then its level surfaces are of the form

$$
\begin{equation*}
D h\left(\mathbb{S}^{M}\right) \times \mathbb{R}^{N-1-M}, \quad M=0, \ldots, N-1 \tag{4.22}
\end{equation*}
$$

Remark 4.7. Equation 4.22 should be interpreted as follows: $D h\left(\mathbb{S}^{M}\right)$ is an $M$-dimensional submanifold of $D h\left(\mathbb{S}^{N-1}\right)=\partial K$ and the vector-valued function $\psi: D h\left(\mathbb{S}^{M}\right) \times \mathbb{R}^{N-1-M} \rightarrow \mathbb{R}^{N}$ defined by $\psi(D h(\nu), y)=D h(\nu)+j(y)$, where $j$ is the natural inclusion of $\mathbb{R}^{N-1-M}$ in $\mathbb{R}^{N}$, defines an embedding and its image coincides, up to homoteties, with a level surface of $\varphi$.

The proof of the Theorem 4.6 relies on the results obtained in GM and [HLMG], which generalize the classical ones of Levi-Civita and Segre ([Le],
(Se]). In this new setting, the metric defined on the submanifolds (the level sets of the function $\varphi$ ) is given by an anisotropic (non constant) operator. In (GM], the authors prove a classification theorem for hypersurfaces with constant anisotropic principal curvatures; the proof is mainly based on a Cartan-type identity which forces the $K$-isoparametric surface to admit at most two different values for principal curvatures.

Proof. Let $\varphi(x)$ be a regular value of the function $\varphi, \Sigma$ the level surface $\{y \in \Omega: \varphi(y)=\varphi(x)\}$ and let $T_{x}(\Sigma)$ be the tangent space to $\Sigma$ at $x$. We also introduce the $K$-anisotropic Weingarten operator,

$$
\begin{equation*}
W=D^{2} h\left(\frac{D \varphi}{|D \varphi|}\right) \frac{D^{2} \varphi}{|D \varphi|}, \tag{4.23}
\end{equation*}
$$

and the $K$-anisotropic mean curvature,

$$
\begin{equation*}
M=\frac{1}{h(D \varphi)}\left\{\Delta_{h} \varphi-\frac{D \varphi \cdot\left[D^{2} H(D \varphi)\right]\left[D^{2} \varphi\right] D \varphi}{|D \varphi|^{2}}\right\} . \tag{4.24}
\end{equation*}
$$

We differentiate (4.19) and (4.21) and obtain the identities (by the square brackets, we denote matrices):

$$
\begin{align*}
& {\left[D^{2} H(D \varphi)\right]\left[D^{2} \varphi\right] D \varphi+\left[D^{2} \varphi\right] D H(D \varphi)=f^{\prime}(\varphi) D \varphi,} \\
& 2\left[D^{2} \varphi\right] D H(D \varphi)=f^{\prime}(\varphi) D \varphi,  \tag{4.25}\\
& {\left[D^{2} H(D \varphi)\right]\left[D^{2} \varphi\right] D \varphi=\left[D^{2} \varphi\right] D H(D \varphi) .}
\end{align*}
$$

After straightforward computations, from the definition (4.24), the identities (4.20), 4.21) and (4.25) imply that

$$
M=\frac{g(\varphi)-f^{\prime}(\varphi) / 2}{\sqrt{f(\varphi)}}
$$

that means that $M$ is constant on $\Sigma$.
We are now going to show that $M$ is actually the trace of the $K$ anisotropic Weingarten operator; to do this we prove the following identity

$$
\begin{equation*}
W(x)=\frac{D^{2} H(D \varphi(x)) D^{2} \varphi(x)}{h(D \varphi(x))} \text { on } T_{x}(\Sigma) ; \tag{4.26}
\end{equation*}
$$

in other words, we show that the two matrices coincide as bilinear forms on $T_{x}(\Sigma)$.

In fact, 4.18) and the homogeneities of $h, D H$ and $D^{2} H$ imply that

$$
\begin{gathered}
\frac{\left[D^{2} h(\nu)\right]\left[D^{2} \varphi\right]}{|D \varphi|}=\frac{\left[D^{2} H(\nu)\right]\left[D^{2} \varphi\right]}{h(\nu)|D \varphi|}-\frac{[D H(\nu) \otimes D H(\nu)]\left[D^{2} \varphi\right]}{h(\nu)^{3}|D \varphi|}= \\
\frac{\left[D^{2} H(D \varphi)\right]\left[D^{2} \varphi\right]}{h(D \varphi)}-\frac{[D H(D \varphi) \otimes D H(D \varphi)]\left[D^{2} \varphi\right]}{h(D \varphi)^{3}}= \\
\quad=\frac{\left[D^{2} H(D \varphi)\right]\left[D^{2} \varphi\right]}{h(D \varphi)}-\frac{1}{2} g^{\prime}(\varphi) \frac{[D H(D \varphi) \otimes D \varphi]}{h(D \varphi)^{3}},
\end{gathered}
$$

where, in the last equality, we used the second identity in 4.25. The desired formula (4.26) is then obtained by noticing that $T_{x}(\Sigma)$ lies in the kernel of $[D H(D \varphi(x)) \otimes D \varphi(x)]$, being orthogonal to $D \varphi(x)$.

Notice that $M$ only depends on the geometry of the level surface; indeed, $\nu(x)=D \varphi(x) /|D \varphi(x)|$ is the normal unit vector to $\Sigma$ at $x$ and the restriction of $-\left[D^{2} \varphi(x)\right] /|D \varphi(x)|$ to $T_{x}(\Sigma)$ is the shape operator of $\Sigma$.

Now, we claim that there exist a relatively compact neighborhood $U_{x} \subset \Sigma$ of $x$ and a number $\delta>0$ such that, for any $y \in U_{x}$, it holds that

$$
\begin{equation*}
\varphi(y+\tau D H(D \varphi(y)))=\varphi(x+\tau D H(D \varphi(x))), \tag{4.27}
\end{equation*}
$$

for every $0<\tau<\delta$.
Without loss of generality we can assume that $f(\varphi)=1$; indeed, since $\Sigma$ is a regular level surface for $\varphi$, then $f(\varphi)>0$; by taking $\psi=F(\varphi)$ with $F$ such that $\left(F^{\prime}\right)^{2}=f$, it is easy to show that $\psi$ is another isoparametric function, with the same level surfaces of $\varphi$, and such that $H(D \psi)=1$.

To prove our claim, we first have to show that the integral curves of $D H(D \varphi)$ are geodesics. Let $U_{x} \subset \Sigma$ be a relatively compact neighborhood of $x$ (of course, $D \varphi$ does not vanish on $U_{x}$ ). For every $y \in U_{x}$, let $\gamma_{y}(\tau)$ be the solution of the Cauchy problem

$$
\gamma_{y}^{\prime}(\tau)=D H\left(D \varphi\left(\gamma_{y}(\tau)\right)\right), \quad \gamma_{y}(0)=y
$$

and let $\delta$ be such that, for every $y \in U_{x}, \gamma_{y}$ remains regular on $[0, \delta]$. Then we have that

$$
\begin{aligned}
\varphi\left(\gamma_{y}(\tau)\right)-\varphi(y)=\int_{0}^{\delta} D \varphi\left(\gamma_{y}(\sigma)\right) \cdot \gamma_{y}^{\prime}(\sigma) d \sigma & = \\
\int_{0}^{\delta} D \varphi\left(\gamma_{y}(\sigma)\right) \cdot D H\left(D \varphi\left(\gamma_{y}(\sigma)\right)\right) d \sigma & =2 \int_{0}^{\delta} H\left(\varphi\left(\gamma_{y}(\sigma)\right)\right) d \sigma=2 \delta,
\end{aligned}
$$

where we used Euler identity for $H$ and the fact that we are assuming that $f=1$.

Moreover, we compute that

$$
\begin{aligned}
& \gamma_{y}^{\prime \prime}(\tau)=\left[D^{2} H\left(D \varphi\left(\gamma_{y}(\tau)\right)\right)\right]\left[D^{2} \varphi\left(\gamma_{y}(\tau)\right)\right] \gamma_{y}^{\prime}(\tau)= \\
& {\left[D^{2} H\left(D \varphi\left(\gamma_{y}(\tau)\right)\right)\right]\left[D^{2} \varphi\left(\gamma_{y}(\tau)\right)\right] D H\left(D \varphi\left(\gamma_{y}(\tau)\right)\right)=} \\
& =\frac{1}{2} f^{\prime}\left(\varphi\left(\gamma_{y}(\tau)\right)\right)\left[D^{2} H\left(D \varphi\left(\gamma_{y}(\tau)\right)\right)\right] D \varphi\left(\gamma_{y}(\tau)\right)=0,
\end{aligned}
$$

where we used (4.25) and the fact that we are assuming that $f=1$.
Thus,

$$
\gamma_{y}(\tau)=y+\tau D H(D \varphi(y)) \text { for } 0 \leq \tau<\delta,
$$

and hence

$$
\varphi(y+\tau D H(D \varphi(y)))-\varphi(y)=2 \delta \text { for } 0 \leq \tau<\delta,
$$

which means that 4.27 holds.
Therefore, we have proved that, for every $\tau \in[0, \delta)$, the surfaces

$$
\Sigma_{\tau}=\left\{y: \varphi(y)=\varphi\left(\gamma_{x}(\tau)\right\}\right.
$$

are parallel with respect to the anisotropic metric induced by $K$; also, every $\Sigma_{\tau}$ has constant $K$-anisotropic mean curvature.

Thus, (4.22) follows the results [GM, Theorem 2.1] and [GM, Theorem 1.1] recalled in remark 4.7 .

### 4.3 Anisotropic Matzoh Ball Soup Problem

As already stressed, in MS1 it is stidued the following initial-Dirichlet problem

$$
\begin{cases}u_{t}=\Delta u & \text { in } \Omega  \tag{4.28}\\ u=0 & \text { in } \Omega \times\{0\} \\ u=1 & \text { on } \partial \Omega \times(0,+\infty)\end{cases}
$$

Under the assumption of the existence of a sufficiently smooth subdomain $G$, such that $u(x, t)=c(t)$, for every $x \in \partial G$, it is shown that:
(i) $\partial \Omega$ and $\partial G$ are parallel,
(ii) both $\Omega$ and $G$ must be balls.

The arguments exploited to prove this result are widely different from those used in [A12] and [Sak]. Indeed, to prove (i), it is studied the asymptotic behavior of $u(x, t)$, as $t \rightarrow 0$. More precisely it is considered the function

$$
\begin{equation*}
W(x, s)=s \int_{0}^{\infty} u(x, t) e^{-s t} d t, \tag{4.29}
\end{equation*}
$$

and it is proved that $s^{-1} \log W(x, s)$ converges to the function $\operatorname{dist}(x, \partial \Omega)$, uniformly on $\bar{\Omega}$, as $s \rightarrow \infty$ (see also [Va]). Then, since $\partial G$ is a level set of $u$, for any $t>0$, it must also be a level set of $W$, for any $s>0$, and thus a level set for the function $\operatorname{dist}(x, \partial \Omega)$.

Notice that, the functions $W(\cdot, s)$ are solutions of the following family of elliptic problems.

$$
\begin{cases}\Delta W=s W & \text { in } \Omega  \tag{4.30}\\ W=1 & \text { on } \partial \Omega .\end{cases}
$$

Moreover $\partial G$ is a level set for every solution of 4.30.

It would be interesting to extend the result of [MS1] to the the anisotropic case, that is when the usual Laplace operator is replaced by the $h$-Laplace operator. In this section we study the behavior of the solutions of the family of elliptic problems given by

$$
\begin{cases}\varepsilon \Delta_{h} u^{\varepsilon}=u^{\varepsilon} & \text { in } \Omega  \tag{4.31}\\ u^{\varepsilon}=1 & \text { on } \partial \Omega\end{cases}
$$

for $\varepsilon \rightarrow 0$. In particular we shall prove that, if there exists a surface $\Gamma$ which is a level set of every $u^{\varepsilon}$, then $\Gamma$ has to be parallel to the boundary of $\Omega$ in the anisotropic sense (see Theorem 4.10).

It is important to stress that, in this case, if we apply the transformation given by 4.29 to the solutions of the $h$-Laplace evolution equation, we will not find a solution of (4.31); however we consider this problem an important preliminary step to solve the corresponding overdetermined parabolic problem, and it might help to understand if (and how) some of the techniques adopted in the linear case can be extended to treat this kind of operator.

Throughout this section we consider an open and bounded convex subset $\Omega$ of $\mathbb{R}^{N}$, a $C_{+}^{2}$ convex body $K$, and we denote $H=h_{K}^{2}$.

Let $u^{\varepsilon}$ be a solution of 4.31; by setting

$$
\begin{equation*}
v^{\varepsilon}=\varepsilon \ln u^{\varepsilon}, \tag{4.32}
\end{equation*}
$$

we obtain a solution of the following equation.

$$
\begin{cases}H\left(D v^{\varepsilon}\right)-\varepsilon \Delta_{h} v^{\varepsilon}=1 & \text { in } \Omega  \tag{4.33}\\ v^{\varepsilon}=0 & \text { on } \partial \Omega\end{cases}
$$

The following lemma provides some fundamental bounds for such solutions.

Lemma 4.8. Let $v^{\varepsilon}$ be a solution of (4.33), then $0 \leq v^{\varepsilon} \leq \sup _{x \in \Omega} \operatorname{dist}_{K}(x, \partial \Omega)$, where $\operatorname{dist}_{K}(x, \partial \Omega)=\inf _{y \in \partial \Omega}\|x-y\|_{K}$, and $H\left(D v^{\varepsilon}(x)\right) \leq 1$, for every $v^{\varepsilon} \in \partial \Omega$.

Proof. Let $d_{K}(x)=\operatorname{dist}_{K}(x, \partial \Omega), d$ is a viscosity solution of

$$
\begin{cases}H(D v)=1 & \text { in } \Omega  \tag{4.34}\\ v=0 & \text { on } \partial \Omega\end{cases}
$$

It is easy to check that, since $\Omega$ is a convex set, $d_{K}$ is a concave function, and then $\Delta_{H} d_{K} \leq 0$. This means that $d_{K}$ is a viscosity supersolution of 4.33). Thus $v^{\varepsilon}-d$ cannot have any local maximum inside $\Omega$ (see, for instance, [CIL], namely $v^{\varepsilon} \leq d_{K}$, for every $x$ in $\Omega$. Analogously the constant function 0 , being a viscosity subsolution of 4.33, is a lower bound for $v^{\varepsilon}$.

We are left to show the equiboundedness of the gradients of $v^{\varepsilon}$ on the boundary of $\Omega$. Since $v^{\varepsilon}$ is constant on $\partial \Omega$, then

$$
H\left(D v^{\varepsilon}(x)\right)=\left(\partial_{\nu} v^{\varepsilon}\right)^{2} H(\nu)
$$

where $\nu$ is the normal unit to $\partial \Omega$ at $x$. The considerations above will lead to conclude that $\left|\partial_{\nu} v^{\varepsilon}\right| \leq\left|\partial_{\nu} d_{K}\right|$, and then $H\left(D v^{\varepsilon}\right) \leq H\left(D d_{K}\right)=1$.

Lemma 4.9. Let $\left\{v^{\varepsilon}\right\}_{\varepsilon>0}$ be the family of solutions of 4.33), then there exists a subsequence $\left\{v^{\varepsilon_{n}}\right\}_{n \in \mathbb{N}}, \varepsilon_{n} \rightarrow 0$ as $n \rightarrow \infty$, that converges uniformly in the the closure of $\Omega$.

Proof. We have already shown that the functions $v^{\varepsilon}$ are equibounded, we are now going to show that their gradient are equibounded as well. The desired result will follow thanks to Ascoli-Arzelà's theorem.

We set $\psi^{\varepsilon}(x)=H\left(D v^{\varepsilon}\right)+\alpha v^{\varepsilon}, \alpha>0$. Suppose now, by contradiction that, for every $k>0$, there exist $\varepsilon_{k}$ and $x_{k}$ such that $H\left(D v^{\varepsilon}\left(x_{k}\right)\right)>k$. Since the functions $v^{\varepsilon}$ are equibounded in the closure of $\Omega$, and $H\left(D v^{\varepsilon}\right)$ are equibounded on $\partial \Omega$, then, when $k$ is sufficiently large, we can always assume that $\psi^{\varepsilon_{k}}$ reach its maximum inside $\Omega$. We are going to show that this leads to a contradiction.

We first compute the gradient and the hessian of $\psi^{\varepsilon}$, we get

$$
\begin{equation*}
\partial_{i} \psi^{\varepsilon}=\partial_{k} H \partial_{k i} v^{\varepsilon}+\alpha \partial_{i} v^{\varepsilon} \tag{4.35}
\end{equation*}
$$

and

$$
\begin{equation*}
\partial_{i j} \psi^{\varepsilon}=\partial_{k} H \partial_{k i j} v^{\varepsilon}+\partial_{k l} H \partial_{k j} v^{\varepsilon} \partial_{l i} v^{\varepsilon}+\alpha \partial_{i j} v^{\varepsilon} \tag{4.36}
\end{equation*}
$$

Differentiating with respect to $x$ the first equation in 4.33 we get

$$
\begin{equation*}
\partial_{i} H \partial_{i k} v^{\varepsilon}-\varepsilon\left[\partial_{i j l} H \partial_{l k} v^{\varepsilon} \partial_{i j} v^{\varepsilon}+\partial_{i j} H \partial_{k i j} v^{\varepsilon}\right]=0 \tag{4.37}
\end{equation*}
$$

We now suppose, by contradiction, that there exists $x_{0} \in \Omega$ such that $\psi^{\varepsilon}\left(x_{0}\right) \geq \psi^{\varepsilon}(x)$, for every $x \in \bar{\Omega}$. We will have $D \psi^{\varepsilon}\left(x_{0}\right)=0$, and $D^{2} \psi^{\varepsilon}\left(x_{0}\right) \leq$ 0 . At $x=x_{0}$ it holds true that

$$
\begin{equation*}
-\alpha \partial_{k} v^{\varepsilon}+\varepsilon \partial_{i j l} H \partial_{l k} v^{\varepsilon} \partial_{i j} v^{\varepsilon}+\varepsilon \partial_{i j} H \partial_{k i j} v^{\varepsilon}=0 \tag{4.38}
\end{equation*}
$$

By multiplying 4.38) by $\partial_{k} H\left(D v^{\varepsilon}\right)$ and by taking the sum over $k$, we obtain

$$
\begin{equation*}
-\alpha \partial_{k} H \partial_{k} v^{\varepsilon}+\varepsilon \partial_{k} H \partial_{i j l} H \partial_{l k} v^{\varepsilon} \partial_{i j} v^{\varepsilon}+\varepsilon \partial_{k} H \partial_{i j} H \partial_{k i j} v^{\varepsilon}=0 \tag{4.39}
\end{equation*}
$$

We now study every summand; by Euler's laws we have that

$$
-\alpha \partial_{k} H \partial_{k} v^{\varepsilon}=-2 \alpha H
$$

Since $\partial_{k} H \partial_{l k} v^{\varepsilon}=-\alpha \partial_{l} v^{\varepsilon}$, then

$$
\partial_{k} H \partial_{i j l} H \partial_{l k} v^{\varepsilon}=-\alpha \partial_{i j l} H \partial_{l} v^{\varepsilon}
$$

then, again by using Euler's law

$$
\partial_{k} H \partial_{i j l} H \partial_{l k} v^{\varepsilon} \partial_{i j} v^{\varepsilon}=0
$$

Finally, by recalling 4.36 we have that

$$
\partial_{k} H \partial_{i j} H \partial_{k i j} v^{\varepsilon}=\partial_{i j} H \partial_{i j} \psi^{\varepsilon}-\partial_{i j} H \partial_{k l} H \partial_{k j} v^{\varepsilon} \partial_{l i} v^{\varepsilon}-\alpha \Delta_{h} v^{\varepsilon}
$$

Going back to 4.39 we find that

$$
-2 \alpha H+\varepsilon \partial_{i j} H \partial_{i j} \psi^{\varepsilon}-\varepsilon \partial_{i j} H \partial_{k l} H \partial_{k j} v^{\varepsilon} \partial_{l i} v^{\varepsilon}-\alpha \varepsilon \Delta_{h} v^{\varepsilon}=0
$$

We now observe that, at $x=x_{0}$ we will have $\partial_{i j} H \partial_{i j} \psi^{\varepsilon} \leq 0$, since it is the trace of the product of a positive matrix and a negative semi-definite matrix. Moreover $\partial_{i j} H \partial_{k l} H \partial_{k j} v^{\varepsilon} \partial_{l i} v^{\varepsilon} \geq 0$, since is the trace of a square of a symmetric matrix. By recalling 4.33 we can infer that

$$
0 \leq-2 \alpha H+\alpha H-\alpha
$$

that is impossible since $\alpha>0$.
We are now going to prove the following
Theorem 4.10. Let $u^{\varepsilon}$ be solutions of 4.31) and let $\Gamma \subset \Omega$ be a level surface of $u^{\varepsilon}$, for every $\varepsilon>0$. Then $\Gamma$ is parallel to $\partial \Omega$, namely $d_{K}(x)$ is constant on $\Gamma$.

Proof. Let $v^{\varepsilon}$ be defined by 4.32; $\Gamma$ is a level surface for every $v^{\varepsilon}$. By Lemmas 4.8 and 4.9 we know that $v^{\varepsilon}$ converges uniformly to a function $v$ that is a viscosity solution of (4.34) (see again CIL). Since (4.34) admits only one solution (see $[\overline{\mathrm{BC}}]$ ), then $v=d_{K}$.

For every $\delta>0$ there exists a $\varepsilon>0$ such that $\left|v^{\varepsilon}(x)-d_{K}(x)\right| \leq \delta$, for every $x \in \bar{\Omega}$. Then, for $x$ and $y$ in $\Gamma$ we can compute

$$
\left|d_{K}(x)-d_{K}(y)\right| \leq\left|v^{\varepsilon}(x)-d_{K}(x)\right|+\left|v^{\varepsilon}(y)-d_{K}(y)\right| \leq 2 \delta
$$

namely $d_{K}$ is constant on $\Gamma$.

## Chapter 5

## A comparison result for the solutions of degenerate elliptic equations

In this last chapter we establish some comparison results between the solutions of a family of degenerate elliptic equations of the form

$$
\begin{equation*}
-\operatorname{div}\left(w^{2} e^{V} D u\right)=f e^{V} \text { in } E, \quad u=0 \text { on } \partial E, \tag{5.1}
\end{equation*}
$$

and the solutions of the corresponding problem where the data $f$ and the domain $E$ are replaced by their right rearrangement.

Section 5.1 contains the main definitions concerning the concept of rearrangement and symmetrization.

In Section 5.2, we solve a family of mixed isoperimetric problems of the form

$$
\min \left\{P_{w e^{V}}(E): \int_{E} e^{V}=\mathrm{constant}\right\},
$$

and, in Section 5.3 we use the fact that half-spaces are the only minimizers for such problems to prove our main result, Theorem 5.7.

### 5.1 Symmetrization and rearrangement inequalities

In this section we introduce the main definitions and properties about the concept of symmetrization and rearrangement we shall make use of. For the definition and main properties of the spherical rearrangement we refer to [LL, Chapter 3].

## A comparison result for the solutions of degenerate elliptic

Let $\mu$ be a finite Radon measure on $\mathbb{R}^{N}$, a right rearrangement with respect to $\mu$ is defined, for any Borel set $A$, as

$$
R_{A}^{\mu}=\left\{\left(x_{1}, x^{\prime}\right) \in \mathbb{R} \times \mathbb{R}^{N-1}: x_{1}>t_{A}\right\}
$$

where $t_{A}=\inf \left\{t: \mu(A)=\mu\left(\left\{\left(x_{1}, x^{\prime}\right) \in \mathbb{R} \times \mathbb{R}^{N-1}: x_{1}>t\right\}\right)\right\}$. Notice that if $d \mu=f d x$, for some positive and measurable function $f$, then the value of $t$ is uniquely determined.

Given a non-negative Borel function $f: \mathbb{R}^{N} \rightarrow[0,+\infty)$, we call right increasing rearrangement of $f$ the function $f^{* \mu}$ given by

$$
f^{* \mu}(x)=\int_{0}^{+\infty} \mathcal{X}_{R_{\{f>t\}}^{\mu}}(x) d t
$$

As an aside we notice that the right increasing rearrangement of the characteristic function of a Borel set $A$ coincides with the characteristic function of $R_{A}^{\mu}$. Clearly $f^{* \mu}$ is non-negative, increasing with respect to the first variable $x_{1}$, and constant on the sets $\left\{\left(x_{1}, x^{\prime}\right) \in \mathbb{R} \times \mathbb{R}^{N-1}: x_{1}=t\right\}$, for $t \in \mathbb{R}$. Moreover $f$ and $f^{* \mu}$ share the same distribution function, namely

$$
\mu_{f}(t)=\mu(\{f>t\})=\mu\left(\left\{f^{* \mu}>t\right\}\right)=\mu_{f^{* \mu}}(t)
$$

We furthermore define $f^{\star \mu}: \mathbb{R}^{+} \rightarrow \mathbb{R}^{+}$as the smallest decreasing function satisfying $f^{\star \mu}\left(\mu_{f}(t)\right) \geq t$; in other words

$$
f^{\star \mu}(s)=\inf \left\{t>0: \mu_{f}(t)<s\right\}
$$

It is useful to bear in mind that $\left\{s: f^{\star \mu}(s)>t\right\}=\left[0, \mu_{f}(t)\right]$, so that by the Layer-Cake Representation Theorem we have

$$
\begin{equation*}
\int_{0}^{\mu\left(\left\{x_{1}>t\right\}\right)} f^{\star \mu}(s) d s=\int_{t}^{\infty} \mu_{f}(s) d s=\int_{\left\{x_{1}>t\right\}} f^{* \mu}(x) d x \tag{5.2}
\end{equation*}
$$

We conclude this section by proving the Hardy-Littlewood rearrangement inequality related to the right symmetrization.

Lemma 5.1 (Hardy-Littlewood rearrangement inequality). Let $f$ and $g$ be non-negative Borel functions from $\mathbb{R}^{N}$ to $\mathbb{R}$. Then for any non-negative Borel measure $\mu$ we have

$$
\int_{\mathbb{R}^{N}} f g d \mu \leq \int_{\mathbb{R}^{N}} f^{* \mu} g^{* \mu} d \mu
$$

Proof. We have

$$
\begin{aligned}
\int_{\mathbb{R}^{N}} f g d \mu & =\int_{\mathbb{R}^{N}} \int_{0}^{\infty} \int_{0}^{\infty} \mathcal{X}_{\{f>t\}}(x) \mathcal{X}_{\{g>s\}}(x) d t d s d \mu(x) \\
& =\int_{0}^{\infty} \int_{0}^{\infty} \int_{\mathbb{R}^{N}} \mathcal{X}_{\{f>t\} \cap\{g>s\}}(x) d \mu(x) d t d s \\
& =\int_{0}^{\infty} \int_{0}^{\infty} \mu(\{f>t\} \cap\{g>s\}) d t d s \\
& \leq \int_{0}^{\infty} \int_{0}^{\infty} \min (\mu(\{f>t\}), \mu(\{g>s\})) d t d s \\
& =\int_{0}^{\infty} \int_{0}^{\infty} \min \left(\mu\left(\left\{f^{* \mu}>t\right\}\right), \mu\left(\left\{g^{* \mu}>s\right\}\right)\right) d t d s \\
& =\int_{0}^{\infty} \int_{0}^{\infty} \mu\left(\left\{f^{* \mu}>t\right\} \cap\left\{g^{* \mu}>s\right\}\right) d t d s=\int_{\mathbb{R}^{N}} f^{* \mu} g^{* \mu} d \mu
\end{aligned}
$$

where we used the fact that $\left\{f^{* \mu}>t\right\}$ and $\left\{g^{* \mu}>s\right\}$ are half-spaces of the form $\left\{\left(x_{1}, x^{\prime}\right) \in \mathbb{R} \times \mathbb{R}^{N-1}: x_{1}>r\right\}$ for some $r \in \mathbb{R}$ and so

$$
\min \left(\mu\left(\left\{f^{* \mu}>t\right\}\right), \mu\left(\left\{g^{* \mu}>s\right\}\right)\right)=\mu\left(\left\{f^{* \mu}>t\right\} \cap\left\{g^{* \mu}>s\right\}\right)
$$

Remark. Setting $g=\mathcal{X}_{A}$ in Lemma 5.1 and thanks to 5.2 we get

$$
\begin{equation*}
\int_{A} f d x \leq \int_{R_{A}^{\mu}} f^{* \mu}(x) d x=\int_{0}^{\mu(A)} f^{\star \mu}(s) d s \tag{5.3}
\end{equation*}
$$

### 5.2 A class of weighted Gauss-type isoperimetric inequalities

Given a measurable function $V: \mathbb{R}^{N} \rightarrow \mathbb{R}$ we denote by $\mu[V]$ the absolutely continuous measure whose density equals $e^{V}$, that is, for any measurable set $E \subset \mathbb{R}^{N}$

$$
\mu[V](E)=\int_{E} e^{V(x)} d x
$$

in what follows, with the scope of simplifying the notation, and if there is no risk of confusion, we will drop the dependence of $V$, writing $\mu$ instead of $\mu[V]$. Moreover we will often adopt the notation $x=\left(x_{1}, x^{\prime}\right) \in \mathbb{R} \times \mathbb{R}^{N-1}$ and denote by $R_{A}$ instead of $R_{A}^{\mu[V]}$ the right rearrangement of $A$ with respect to the measure $\mu[V]$.

## A comparison result for the solutions of degenerate elliptic

Given a Borel weight function $w: \mathbb{R} \rightarrow[0,+\infty]$ we define, for any open set $A$ with Lipschitz boundary, the following weighted perimeter:

$$
P_{w, V}(A)=\int_{\partial A} w\left(x_{1}\right) e^{V(x)} d \mathcal{H}^{N-1}(x)
$$

In the following proposition we show that, under suitable conditions on $w$ and $V$, the half-spaces of the form $\left\{\left(x_{1}, x^{\prime}\right): x_{1}>t\right\}$ are the only minimizers of the weighted perimeter among the sets of fixed volume with respect to the measure $\mu[V]$.

Proposition 5.2 ([MR]). Let $A \subset \mathbb{R}^{N}$ be a set with Lipschitz boundary. Suppose that $w: \mathbb{R} \rightarrow \mathbb{R}^{+}$and $V: \mathbb{R}^{N} \rightarrow \mathbb{R}$ are $C^{1}$-regular functions satisfying the following assumptions:
(i) $\mu(A)=\mu\left(R_{A}\right)<+\infty$,
(ii) the function $\partial_{1} V(x)$ depends only on $x_{1}$ and $g(x):=-w^{\prime}\left(x_{1}\right)-w\left(x_{1}\right) \partial_{1} V(x)$ is a non-negative decreasing function on the real line.

Then

$$
\begin{equation*}
P_{w, V}(A) \geq P_{w, V}\left(R_{A}\right) \tag{5.4}
\end{equation*}
$$

Proof. We start by noticing that if $P_{w, V}(A)=+\infty$ there is nothing to prove. Hence we can suppose that

$$
\begin{equation*}
P_{w, V}(A)<+\infty . \tag{5.5}
\end{equation*}
$$

Let $e_{1}=(1,0, \ldots, 0) \in \mathbb{R}^{N}$ and consider the vector field $-e_{1} w\left(x_{1}\right) e^{V(x)}$. Its divergence is given by

$$
\operatorname{div}\left(-e_{1} w\left(x_{1}\right) e^{V}(x)\right)=\left(-w^{\prime}\left(x_{1}\right)-w\left(x_{1}\right) \partial_{1} V(x)\right) e^{V(x)}=g(x) e^{V(x)}
$$

By an application of the Divergence theorem we have

$$
\begin{align*}
\int_{A} g(x) d \mu(x) & =\int_{A} \operatorname{div}\left(-e_{1} w\left(x_{1}\right) e^{V(x)}\right) d x \\
& =\int_{\partial A} w\left(x_{1}\right) e^{V(x)}\left\langle\nu_{A}(x),-e_{1}\right\rangle d \mathcal{H}^{N-1}(x)  \tag{5.6}\\
& \leq \int_{\partial A} w\left(x_{1}\right) e^{V(x)} d \mathcal{H}^{d-1}(x)=P_{w, V}(A)
\end{align*}
$$

Let $t_{A}$ be a real number such that the right half-space $R_{A}=\left\{\left(x_{1}, x^{\prime}\right)\right.$ : $\left.x_{1} \geq t_{A}\right\}$ satisfies $\mu\left(R_{A}\right)=\mu(A)$. Then, since the outer normal of $R_{A}$ is the constant vector field $-e_{1}$, the inequality in (5.6) turns into an equality if we replace $A$ with $R_{A}$. Notice that by condition (ii) and (5.6) we have

$$
P_{w, V}\left(R_{A}\right)=\int_{R_{A} \backslash A} g d \mu+\int_{R_{A} \cap A} g d \mu \leq g\left(t_{A}\right) \mu(A)+P_{w, V}(A)
$$

Thanks to assumption $(i)$ and 5.5 such quantities are finite and so we get

$$
P_{w, V}(A)-P_{w, V}\left(R_{A}\right) \geq \int_{A} g(x) d \mu(x)-\int_{R_{A}} g(x) d \mu(x)
$$

Since, by definition, $\mu(A)=\mu\left(R_{A}\right)<+\infty$ again by condition ( $i$ ) we obtain $\mu\left(A \backslash R_{A}\right)=\mu\left(R_{A} \backslash A\right)<+\infty$. Thus

$$
\begin{array}{r}
\int_{A} g(x) d \mu(x)-\int_{R_{A}} g(x) d \mu(x)=\int_{A \backslash R_{A}} g(x) d \mu(x)-\int_{R_{A} \backslash A} g(x) d \mu(x) \\
=\int_{A \backslash R_{A}}\left(g(x)-g\left(t_{A} e_{1}\right)\right) d \mu(x)-\int_{R_{A} \backslash A}\left(g(x)-g\left(t_{A} e_{1}\right)\right) d \mu(x) \tag{5.7}
\end{array}
$$

Since every $x \in A \backslash R_{A}$ (respectively $x \in R_{A} \backslash A$ ) satisfies $\left\langle x, e_{1}\right\rangle<t_{A}$ (respectively $\left\langle x, e_{1}\right\rangle>t_{A}$ ), by condition (ii) we deduce

$$
\begin{align*}
P_{w, V}(A)-P_{w, V}\left(R_{A}\right) & \geq \int_{A \backslash R_{A}}\left|g(x)-g\left(t_{A} e_{1}\right)\right| d \mu(x)+\int_{R_{A} \backslash A}\left|g(x)-g\left(t_{A} e_{1}\right)\right| d \mu(x) \\
& =\int_{A \Delta R_{A}}\left|g(x)-g\left(t_{A} e_{1}\right)\right| d \mu \geq 0 \tag{5.8}
\end{align*}
$$

where $A \Delta R_{A}=\left(A \backslash R_{A}\right) \cup\left(R_{A} \backslash A\right)$ stands for the symmetric difference between $A$ and $R_{A}$. This concludes the proof.

Remark 5.3 (Necessity of the assumptions). We stress that the integrability condition $(i)$ is necessary to formulas (5.6) and (5.7) (and thus to our proof) to work.
Concerning condition (ii), we note that it is needed just for technical reasons. Nonetheless we stress that our proof offers a slightly stronger inequality than (5.4). Indeed the right-hand side of 5.8 may be seen as a modulus of continuity of the $L^{1}$ distance between $A$ and $R_{A}$. Thus it would be interesting to understand how much our hypotheses are far from optimality (compare also with [BDR, Remark 2.3]).
Remark 5.4 (Equality cases). An inspection of the proof of Proposition 5.2 , and in particular of inequality (5.6), shows that if $w>0$, then we have equality in (5.4) only if $A$ is equal to the half space $R_{A}$, up to set of zero $N$-dimensional Lebesgue measure. On the other hand, if the set $\{w=0\}$ has positive Lebesgue measure, we can not expect any kind of uniqueness for the equality cases of such an inequality.

Example. A non-trivial example fulfilling condition (ii) of Proposition 5.2 is the following

$$
V\left(x_{1}, x^{\prime}\right)=-c\left(x_{1}\left|x_{1}\right|+\left|x^{\prime}\right|^{2}\right), \quad w\left(x_{1}\right)=e^{-a x_{1}}
$$
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with $a, c>0$ constants satisfying $a^{2}-2 c \geq 0$. To prove this fact we initially observe that if $x_{1} \neq 0$ such a condition is equivalent to require that

$$
\begin{equation*}
w^{\prime \prime}\left(x_{1}\right)+V_{1}^{\prime \prime}\left(x_{1}\right) w\left(x_{1}\right)+V_{1}^{\prime}\left(x_{1}\right) w^{\prime}\left(x_{1}\right) \geq 0 \tag{5.9}
\end{equation*}
$$

which turns out to be equivalent, in our example, to

$$
a^{2}-2 c+2 a c\left|x_{1}\right| \geq 0
$$

Then, since $-w^{\prime}\left(x_{1}\right)-w\left(x_{1}\right) \partial_{1} V\left(x_{1}\right)$ is continuous in $x_{1}=0$, condition (ii) is satisfied everywhere.

To transform inequality 5.4 into a well posed isoperimetric problem, it would be more advisable to eliminate the integrability hypothesis ( $i$ ) in Proposition 5.2 by requiring that the measure $\mu\left(\mathbb{R}^{N}\right)<+\infty$. This fact, together with ordinary differential inequality required in assumption (ii), is seldom satisfied.

Hence, to get other instances of functions which fulfill inequality (5.9) together with the integrability property (i) of Proposition 5.2 it is worth restricting our attention to the half-space

$$
\mathbb{R}_{+}^{N}=\left\{\left(x_{1}, x^{\prime}\right) \in \mathbb{R} \times \mathbb{R}^{N-1}: x_{1}>0\right\}
$$

As an immediate corollary of Proposition 5.2 we get that the solution of the problem

$$
\begin{equation*}
\min \left\{P_{w, V}(A): A \subseteq \mathbb{R}_{+}^{N}, \mu(A)=c, \partial A \text { Lipschitz }\right\} \tag{5.10}
\end{equation*}
$$

is given by $R_{c}=\left\{x_{1} \geq t_{c}\right\}$ where $t_{c}$ is such that $\mu\left(R_{c}\right)=c$.

Remark 5.5. Notice that the non-mixed Gauss case, $w$ constant and $V(x)=$ $-c|x|^{2}$, is not covered by our hypotheses.

Nevertheless in this case examples of functions $w$ which satisfy the hypotheses of Proposition 5.2 are given by $w(t)=t^{-a}$ with $a \geq 1$ or $w(t)=$ $b+e^{-a t}$, with $a, b \geq 0$ such that $a^{2}-2 c(1+b)>0$ (as can be easily seen reasoning as in the previous example). In the latter case at least if $b=0$ we have that

$$
w e^{V}=e^{a^{2} /(4 c)} \exp \left(-c\left|x+\mathbf{e}_{\mathbf{1}} \frac{a}{2 c}\right|^{2}\right)
$$

where $\mathbf{e}_{\mathbf{1}}=(1,0, \ldots, 0) \in \mathbb{R}^{N}$, which can be rephrased as the fact that the solutions of the isoperimetric problem in the half-space $\mathbb{R}_{+}^{N}$ with (suitable) mixed Gaussian conditions

$$
\min \left\{P_{\gamma_{\sigma, \eta}}(E): \gamma_{\sigma, 0}(E)=\text { constant }, E \subseteq \mathbb{R}_{+}^{N}, \partial E \text { Lipschitz }\right\}
$$

are right-half spaces. Here we denoted by $\gamma_{\sigma, \eta}$ the normal distribution whose covariance matrix is $\sigma$ Id and whose mean vector $\eta$ is given by $\eta=-\frac{a}{2 c} \mathbf{e}_{\mathbf{1}}$. If $b \neq 0$ the unique change is that the perimeter is weighted by means of the sum of two Gaussian measures. We recall that similar problems related to the Gauss measure are considered in [BBMP3, BCM1, dB, dBFP, TL].

Notice that we defined the perimeter $P_{w, V}$ only for sets with Lipschitz boundary, but for our later applications it will be useful to have a definition of perimeter which comprehends also less regular subsets of $\mathbb{R}^{N}$. A measurable set $A$ is said to have locally finite (Euclidean) perimeter (we refer to [Ma] for a complete overview on the subject) if there exists a vector-valued Radon measure $\nu_{A}$ called Gauss-Green measure of the set $A$ such that, for every $T \in C_{c}^{1}\left(\mathbb{R}^{N} ; \mathbb{R}^{N}\right)$, it holds true that

$$
\int_{A} \operatorname{div} T=\int_{\mathbb{R}^{N}}\left\langle T, d \nu_{A}\right\rangle
$$

The perimeter of $A$ is defined in terms of the total variation of the GaussGreen measure of $A$ as $P(A)=\left|\nu_{A}\right|\left(\mathbb{R}^{N}\right)$. For any set $A$ of locally finite perimeter we then define the weighted perimeter $P_{w, V}$ by

$$
P_{w, V}(A)=w e^{V}\left|\nu_{A}\right|\left(\mathbb{R}^{N}\right)
$$

Since when $A$ has Lipschitz boundary $\left|\nu_{A}\right|=\mathcal{H}^{N-1}\llcorner\partial A$, the above definition is coherent with the one given at the beginning of this section on such sets.

Theorem 5.6. $[M R]$ Let $w$ and $V$ non-negative and $C^{1}$-regular functions satisfying condition (ii) of Proposition 5.2. Suppose moreover that $\mu\left(\mathbb{R}_{+}^{N}\right)<$ $+\infty$; then the problem

$$
\min \left\{P_{w, V}(A): A \subseteq \mathbb{R}_{+}^{N}, \mu(A)=c\right\}
$$

admits a solution, and this solution coincides with the one of 5.10.
Proof. Let $A$ be a measurable set of locally finite perimeter and suppose, by contraddiction, that $P_{w, V}(A)<P_{w, V}\left(R_{A}\right)$. We start by noticing that $P_{w, V}\left(R_{A}\right)<+\infty$, indeed, recalling (5.6) we have that

$$
P_{w, V}\left(R_{A}\right)=\int_{R_{A}} g(x) d \mu(x) \leq g(0) \mu(A)
$$

By [Ma, Theorem II.2.8] we can find a sequence of sets $A_{n}$ with smooth boundary such that $\mathcal{X}_{A_{n}} \rightarrow \mathcal{X}_{A}$ in $L_{\mathrm{loc}}^{1}\left(\mathbb{R}^{N}\right)$ and $\left|\nu_{A_{n}}\right| \rightharpoonup^{*}\left|\nu_{A}\right|$, where $\rightharpoonup^{*}$ indicates the weak* convergence of Radon measures. Since $\mu\left(\mathbb{R}_{+}^{N}\right)<+\infty$, we also have that

$$
\begin{equation*}
\mathcal{X}_{A_{n}} \rightarrow \mathcal{X}_{A} \quad \text { in } L^{1}\left(\mathbb{R}^{N}, \mu\right) \tag{5.11}
\end{equation*}
$$
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and, since $w e^{V}$ is a continuous function

$$
\begin{equation*}
\lim _{n \rightarrow \infty} \int_{\mathbb{R}^{N}} w e^{V}\left|\nu_{A_{n}}\right|=\int_{\mathbb{R}^{N}} w e^{V}\left|\nu_{A}\right| \tag{5.12}
\end{equation*}
$$

Thanks to 5.12 and Proposition 5.2 we get

$$
P_{w, V}(A)=\lim _{n \rightarrow \infty} P_{w, V}\left(A_{n}\right) \geq \lim _{n \rightarrow \infty} P_{w, V}\left(R_{A_{n}}\right)
$$

We are left to show that $\lim _{n \rightarrow \infty} P_{w, V}\left(R_{A_{n}}\right)=P_{w, V}\left(R_{A}\right)$, but

$$
\left|P_{w, V}\left(R_{A}\right)-P_{w, V}\left(R_{A_{n}}\right)\right| \leq g(0)\left|\mu(A)-\mu\left(A_{n}\right)\right|
$$

and we can conclude thanks to (5.11) and the fact that $\mu\left(\mathbb{R}_{+}^{N}\right)<+\infty$.

### 5.3 A comparison result for the solutions of some degenerate elliptic equations

In this section we consider sets $E \subseteq \mathbb{R}_{+}^{N}$ and we define $d \mu=e^{V} d x$, $R_{E}=\left\{x_{1}>t_{E}\right\}$ where $t_{E} \in \mathbb{R}$ is such that $\mu\left(R_{E}\right)=\mu(E)$ and $f^{*}=f^{* \mu}$ the right rearrangement of a function $f$ with respect to $\mu$. In what follows we consider problems of the form

$$
\begin{cases}-\operatorname{div}\left(w^{2} e^{V} D u\right)=f e^{V} & \text { in } E  \tag{5.13}\\ u=0 & \text { on } \partial E\end{cases}
$$

which must be intended in weak sense. Precisely, a solution of (5.13) is a function $u \in H_{0}^{1}\left(e^{V}, w^{2} e^{V}, E\right)$, defined as the closure of $C_{0}^{\infty}(E)$ with respect to the norm

$$
\|u\|_{H_{0}^{1}\left(e^{V}, w^{2} e^{V}, E\right)}=\left(\int_{E} u^{2} e^{V} d x+\int_{E}|D u|^{2} w e^{V} d x\right)^{1 / 2}
$$

and which satisfies

$$
\begin{equation*}
\int_{E}\langle D u, D \phi\rangle w^{2} e^{V} d x=\int_{E} f \phi e^{V} d x \tag{5.14}
\end{equation*}
$$

for any $\phi \in H_{0}^{1}\left(e^{V}, w^{2} e^{V}, E\right)$.
The main scope of this section is to prove a priori estimates for the solutions of problem (5.13). For this reason we shall always consider that a solution $u$ exists. Clearly this requirement depends on the choice of $w$, $V$ and $f$. General instances of such functions for which the existence of
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a solution for problem $\sqrt{5.13}$ ) is guaranteed, can be found in Tr (see also dB , TL, BBMP3, dBFP ). Here we limit ourselves to state that most of the examples considered in Remark 5.5, as the mixed-Gaussian case $V(x)=$ $-c|x|^{2}, w(t)=b+e^{-a t}$ with $a^{2}-2 c(1+b)>0$ and $b$ strictly positive, are covered by the cases considered in $[\mathrm{Tr}]$, whenever $f \in L^{2}\left(E, e^{V}\right)$.
Theorem $5.7([\mid \overline{M R}])$. Suppose that the set $E \subset \mathbb{R}_{+}^{N}=\left\{\left(x_{1}, x^{\prime}\right): x_{1}>0\right\}$ and the functions $w:[0,+\infty] \rightarrow(0,+\infty]$ and $V: \mathbb{R}^{N} \rightarrow \mathbb{R}$ satisfy the hypotheses of Proposition 5.2. Consider the two problems

$$
\begin{cases}-\operatorname{div}\left(w^{2} e^{V} D u\right)=f e^{V} & \text { in } E  \tag{5.15}\\ u=0 & \text { on } \partial E\end{cases}
$$

and

$$
\begin{cases}-\operatorname{div}\left(w^{2} e^{V} D v\right)=f^{*} e^{V} & \text { in } R_{E}  \tag{5.16}\\ v=0 & \text { on } \partial R_{E}\end{cases}
$$

where $0<f \in L^{2}\left(\mathbb{R}_{+}^{N}, \mu\right)$. Then the problem (5.16) has as solution the one variable function $v(z)$ given by

$$
\begin{equation*}
v\left(\left(z, z^{\prime}\right)\right)=v(z)=\int_{\mu\left(\left\{x_{1} \geq z\right\}\right)}^{\mu\left(R_{E}\right)} \frac{1}{h^{2}(s)}\left(\int_{0}^{s} f^{*}(\xi) d \xi\right) d s \tag{5.17}
\end{equation*}
$$

where

$$
\begin{equation*}
h(m)=w\left(\Phi^{-1}(m)\right) \int_{\mathbb{R}^{N-1}} \mu\left(\Phi^{-1}(m), x^{\prime}\right) d x^{\prime} \tag{5.18}
\end{equation*}
$$

being $\Phi(t)=\mu\left(\left\{x_{1}>t\right\}\right)$. Moreover, for any solution $u$ of the problem (5.15), we have

$$
\begin{equation*}
u^{*}(x) \leq v(x) \tag{5.19}
\end{equation*}
$$

and, for any $q \in(0,2]$,

$$
\begin{equation*}
\int_{E}|D u|^{q} w^{q} d \mu \leq \int_{R_{E}}|D v|^{q} w^{q} d \mu \tag{5.20}
\end{equation*}
$$

Proof. Let us suppose for the moment that the function $v$ given in (5.17) is a solution for the problem (5.16). To prove (5.19) and (5.20) we consider the functions $\phi_{h}$ defined as

$$
\phi_{h}(x)= \begin{cases}\operatorname{sign}(u) & \text { if }|u|>t+h \\ \frac{u(x)-t \operatorname{sign} u(x)}{h} & \text { if }|u| \in[t, t+h) \\ 0 & \text { if }|u|<t\end{cases}
$$

where $0 \leq t<\operatorname{ess} \sup |u|$ and $h>0$. Notice that, for every $h>0, \phi_{h}$ is an admissible test function, since the solution $u$ belongs to the space $H_{0}^{1}\left(e^{V}, w^{2} e^{V}, E\right)$. Then (5.14) turns into
$\frac{1}{h} \int_{\{|u| \in[t, t+h)\}}\langle D u, D u\rangle w^{2} d \mu=\frac{1}{h} \int_{\{|u| \in[t, t+h)\}} f\left(u-t \frac{u}{|u|}\right) d \mu+\int_{\{|u|>t+h\}} f \operatorname{sign}(u) d \mu$.
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Taking the limit for $h \rightarrow 0$, we get

$$
\begin{equation*}
-\frac{d}{d t} \int_{\{|u|>t\}}|D u|^{2} w^{2} d \mu=\int_{\{|u|>t\}} f d \mu \tag{5.21}
\end{equation*}
$$

Let us analyze the left-hand side of equation 5.21. We claim that the following inequality holds true for almost every $t$ :

$$
\begin{equation*}
-\frac{d}{d t} \int_{\{|u|>t\}}|D u|^{2} w^{2} d \mu \geq \frac{\left(-\frac{d}{d t} \int_{\{|u|>t\}}|D u| w d \mu\right)^{2}}{-\mu_{u}^{\prime}(t)} \tag{5.22}
\end{equation*}
$$

where $\mu_{u}(t)$ is the distribution function of $u$ introduced in the Section 5.1. Indeed $\mu_{u}(t)$ is a decreasing function and thence it is derivable for almost every $t$, thanks to the Hölder inequality we get

$$
\begin{aligned}
-\frac{d}{d t} \int_{\{|u|>t\}} & |D u| w d \mu=\lim _{h \rightarrow 0} \frac{1}{h} \int_{t<|u|<t+h}|D u| w d \mu \\
& \leq \lim _{h \rightarrow 0}\left(\int_{\{t<|u|<t+h\}}|D u|^{2} w^{2} d \mu\right)^{1 / 2}\left(\int_{\{t<|u|<t+h\}} \frac{1}{h^{2}} d \mu\right)^{1 / 2} \\
& =\lim _{h \rightarrow 0}\left(\frac{1}{h} \int_{\{t<|u|<t+h\}}|D u|^{2} w^{2} d \mu\right)^{1 / 2}\left(\frac{1}{h} \int_{\{t<|u|<t+h\}} 1 d \mu\right)^{1 / 2} \\
& =\left(-\frac{d}{d t} \int_{\{|u|>t\}}|D u|^{2} w^{2} d \mu\right)^{1 / 2}\left(-\mu_{u}^{\prime}(t)\right)^{1 / 2}
\end{aligned}
$$

By the Co-Area formula and the fact that $w$ is strictly positive and $C^{1}$, we easily get that the set $\{u>t\}$ is a set of locally finite (Euclidean) perimeter. Thus, thanks to Proposition 5.2 and Theorem 5.6 we get

$$
\begin{equation*}
-\frac{d}{d t} \int_{\{|u|>t\}}|D u| w d \mu=\int_{\{|u|=t\}} w d \mu=P_{w, V}(\{|u|>t\}) \geq P_{w, V}\left(\left\{u^{*}>t\right\}\right) \tag{5.23}
\end{equation*}
$$

We introduce the function

$$
\begin{equation*}
\Phi(t)=\mu\left(\left\{x_{1}>t\right\}\right) \tag{5.24}
\end{equation*}
$$

We recall that the weight function $w$ is constant on the boundary of the super level sets of $u^{*}$, so that the perimeter of $\left\{u^{*}>t\right\}$ can be written as

$$
P_{w, V}\left(\left\{u^{*}>t\right\}\right)=w(\tau) \int_{\mathbb{R}^{N-1}} \mu\left(\tau, x^{\prime}\right) d x^{\prime}
$$

Moreover $\tau \in \mathbb{R}$ satisfies $\mu_{u^{*}}(t)=\Phi(\tau)$ that is $\tau=\Phi^{-1}\left(\mu_{u^{*}}(t)\right)$ (notice that $\Phi$ is a strictly decreasing function and thus invertible) so that we can write
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the previous formula as

$$
\begin{equation*}
P_{w, V}\left(\left\{u^{*}>t\right\}\right)=w\left(\Phi^{-1}\left(\mu_{u^{*}}(t)\right)\right) \int_{\mathbb{R}^{N-1}} \mu\left(\Phi^{-1}\left(\mu_{u^{*}}(t)\right), x^{\prime}\right) d x^{\prime}:=h\left(\mu_{u^{*}}(t)\right) \tag{5.25}
\end{equation*}
$$

Plugging (5.23) in 5.22, and recalling (5.25 we get that

$$
\begin{equation*}
-\frac{d}{d t} \int_{\{|u|>t\}}|D u|^{2} w^{2} d \mu \geq \frac{h\left(\mu_{u^{*}}(t)\right)^{2}}{-\mu_{u^{*}}^{\prime}(t)} \tag{5.26}
\end{equation*}
$$

We pass now to estimate the right-hand side of (5.21) : equation (5.3) with $A=\{|u|>t\}$ turns into

$$
\begin{equation*}
\int_{\{|u|>t\}} f d \mu \leq \int_{\left\{\left|u^{*}\right|>t\right\}} f^{*} d \mu=\int_{0}^{\mu_{u^{*}}(t)} f^{\star}(s) d s \tag{5.27}
\end{equation*}
$$

Combining (5.27) and (5.26) we get

$$
\begin{equation*}
\frac{\left(\int_{0}^{\mu_{u^{*}}(t)} f^{\star}(s) d s\right) \mu_{u^{*}}^{\prime}(t)}{h^{2}\left(\mu_{u^{*}}(t)\right)} \leq-1 \tag{5.28}
\end{equation*}
$$

Reasoning analogously for the function $v$, we easily see that, since $v$ is constant on every set $\left\{x_{1}=t\right\}$ and since $v=v^{*}, 5.28$ holds for $v$ as an equality. Consider now the real function

$$
F(r)=\frac{\int_{0}^{r} f(s) d s}{h(r)^{2}}
$$

and let $G$ be a primitive of $F$. Since $F \geq 0$, we have that $G$ is increasing. Moreover by our previous analysis we have that

$$
F\left(\mu_{u^{*}}(t)\right) \mu_{u^{*}}^{\prime}(t) \leq-1=F\left(\mu_{v}(t)\right) \mu_{v}^{\prime}(t)
$$

We recall that here $\mu_{u^{*}}^{\prime}(t)$ denotes the derivative almost everywhere of the function $\mu_{u^{*}}(t)$. Moreover $t \mapsto G\left(\mu_{u^{*}}(t)\right)$ is a monotone non-increasing function which satisfies the chain rule in any point of differentiability of $\mu_{u^{*}}$, so that, by AFP, Corollary 3.29], we get that

$$
\begin{equation*}
G\left(\mu_{u^{*}}(t)\right) \leq G\left(\mu_{u^{*}}(0)\right)+\int_{0}^{t} F\left(\mu_{u^{*}}(\tau)\right) \mu_{u^{*}}^{\prime}(\tau) d \tau \tag{5.29}
\end{equation*}
$$

On the other hand, being $\mu_{v}(t)$ an absolutely continuous function (since $v$ is a $C^{1}$ with positive derivative one variable function) we have

$$
\begin{equation*}
G\left(\mu_{v}(t)\right)=G\left(\mu_{u^{*}}(0)\right)+\int_{0}^{t} F\left(\mu_{v}(\tau)\right) \mu_{v}^{\prime}(\tau) d \tau \tag{5.30}
\end{equation*}
$$
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so that, since $G\left(\mu_{v}(0)\right)=G\left(\mu_{u^{*}}(0)\right)$, we get that $G\left(\mu_{u^{*}}(t)\right) \leq G\left(\mu_{v}(t)\right)$. This implies that $\mu_{u^{*}}(t) \leq \mu_{v}(t)$ for any $t$ and hence that $u^{*} \leq v$, since $u^{*}$ and $v$ depends only on $x_{1}$ and are increasing functions of such a variable.

We pass now to the proof of 5.20 . Using the Hölder inequality and reasoning as before we obtain, for $0<q \leq 2$,

$$
\begin{aligned}
-\frac{d}{d t} \int_{\{|u|>t\}}|D u|^{q} w^{q} d \mu & =\lim _{h \rightarrow 0} \frac{1}{h} \int_{t<|u|<t+h}|D u|^{q} w^{q} d \mu \\
& \leq \lim _{h \rightarrow 0}\left(\frac{1}{h} \int_{\{t<|u|<t+h\}}|D u|^{2} w^{2} d \mu\right)^{q / 2}\left(\frac{1}{h} \int_{\{t<|u|<t+h\}} d \mu\right)^{1-q / 2} \\
& =\left(-\frac{d}{d t} \int_{\{|u|>t\}}|D u|^{2} w^{2} d \mu\right)^{q / 2}\left(-\mu_{u}^{\prime}(t)\right)^{1-q / 2}
\end{aligned}
$$

Recalling (5.21) and (5.27) we have

$$
-\frac{d}{d t} \int_{\{|u|>t\}}|D u|^{2} w^{2} d \mu \leq \int_{0}^{\mu_{u^{*}}(t)} f^{*}(s) d s
$$

thus

$$
\begin{equation*}
-\frac{d}{d t} \int_{\{|u|>t\}}|D u|^{q} w^{q} d \mu \leq\left(\int_{0}^{\mu_{u^{*}}(t)} f^{\star}(s) d s\right)^{q / 2}\left(-\mu_{u}^{\prime}(t)\right)^{1-q / 2} \tag{5.31}
\end{equation*}
$$

Combining (5.31) and (5.28) we finally get

$$
-\frac{d}{d t} \int_{\{|u|>t\}}|D u|^{q} w^{q} d \mu \leq\left(-\mu_{u^{*}}^{\prime}(t)\right)\left(h\left(\mu_{u^{*}}(t)\right)^{-1} \int_{0}^{\mu_{u^{*}}(t)} f^{\star}(s) d s\right)^{q}
$$

By integrating on both side between 0 and $+\infty$, we get

$$
\int_{E}|D u|^{q} w^{q} d \mu \leq \int_{0}^{\infty}\left(-\mu_{u^{*}}^{\prime}(t)\right)\left(h\left(\mu_{u^{*}}(t)\right)^{-1} \int_{0}^{\mu_{u^{*}}(t)} f^{\star}(s) d s\right)^{q} d t
$$

We perform the change of variables $r=\mu_{u^{*}}(t)$, so that the above equation turns into

$$
\int_{E}|D u|^{q} w^{q} d \mu \leq \int_{0}^{\mu(E)}\left(h(r)^{-1} \int_{0}^{r} f^{\star}(s) d s\right)^{q} d r
$$

By a straightforward inspection of those steps we notice that $v$ satisfies

$$
\int_{R_{E}}|D v|^{q} w^{q} d \mu=\int_{0}^{\infty}\left(-\mu_{v}^{\prime}(t)\right)\left(h\left(\mu_{v}(t)\right)^{-1} \int_{0}^{\mu_{v}(t)} f^{\star}(s) d s\right)^{q} d t
$$

By performing the change of variables $r=\mu_{v}(t)$ we find

$$
\int_{R_{E}}|D v|^{q} w^{q} d \mu=\int_{0}^{\mu\left(R_{E}\right)}\left(h(r)^{-1} \int_{0}^{r} f^{\star}(s) d s\right)^{q} d r
$$

Since $\mu(E)=\mu\left(R_{E}\right)$ we get the desired result.
We are left to prove that the function $v$ given by (5.17) is a solution of problem (5.16). We start by noticing that equation (5.28) suggests how to derive 5.17): indeed, as we pointed out, any solution $v$ of 5.16) such that $v=v^{*}$ satisfies

$$
\frac{\int_{0}^{\mu_{v}(t)} f^{\star}(s) d s}{h^{2}\left(\mu_{v}(t)\right)} \mu_{v}^{\prime}(t)=-1
$$

By integrating both sides between 0 and $r$ we obtain

$$
\int_{0}^{r} \frac{\int_{0}^{\mu_{v}(t)} f^{\star}(s) d s}{h^{2}\left(\mu_{v}(t)\right)} \mu_{v}^{\prime}(t) d t=-r
$$

so that, by performing the change of variables $m=\mu_{v}(t)$, we get

$$
\int_{\mu_{v}(r)}^{\mu\left(R_{E}\right)} \frac{\int_{0}^{m} f^{\star}(s) d s}{h^{2}(m)} d m=r
$$

which is equivalent to

$$
v\left(z, z^{\prime}\right)=\int_{\mu\left\{x_{1}>z\right\}}^{\mu\left(R_{E}\right)} \frac{\int_{0}^{m} f^{\star}(s) d s}{h^{2}(m)} d m
$$

that is (5.17). Notice that $v$ is strictly decreasing and belongs to $C_{\mathrm{loc}}^{1,1}\left(R_{E}\right)$. Indeed, recalling (5.18) one can explicitly compute

$$
D v\left(z, z^{\prime}\right)=e_{1} \frac{\partial v}{\partial z}\left(z, z^{\prime}\right)=-e_{1} \frac{\int_{0}^{\mu\left\{x_{1}>z\right\}} f^{\star}(s) d s}{w^{2}(z) \int_{R^{d-1}} e^{V\left(z, x^{\prime}\right)} d x^{\prime}}
$$

where $e_{1}=(1,0, \ldots, 0) \in \mathbb{R}^{N}$. Since $f^{\star}$ is a decreasing and locally integrable function, then $f^{\star} \in L_{\mathrm{loc}}^{\infty}(\mathbb{R})$; thus, being $z \mapsto \mu\left(\left\{x_{1}>z\right\}\right) C^{1}$-regular, we get that $\int_{0}^{\mu\left\{x_{1}>z\right\}} f^{\star}(s) d s$ is a locally Lipschitz function. Moreover the denominator is locally Lipschitz as well, and locally bounded away from zero. Hence we have that $D v$ is locally Lipschitz. Thus, recalling that $\partial_{1} V$ depends only on the first variable $x_{1}$ it is possible to explicitly compute the divergence of $w^{2} D v e^{V}$ and check that it satisfies (5.16). This concludes the proof of the theorem.
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[^0]:    ${ }^{1}$ By solid we mean, according to Al1 and [Za, a connected open set that coincides with the interior of its closure and whose complement is connected

[^1]:    ${ }^{2}$ Isoparametric functions are defined in Section 4.1
    ${ }^{3}$ Theese equation are defined in Section 4.1

[^2]:    ${ }^{1}$ Closedness is clearly equivalent to lower semi-continuity.

[^3]:    ${ }^{2}$ The definition of subdifferential can be set, of course, for non-convex functions as well, but, as we should see, many of the "nice" properties of the subdifferential mentioned in this section do not hold true for an arbitrary real-valued function.

[^4]:    ${ }^{3}$ Compare with Sections 4.2 and 4.3 where we will introduce the concept of anisotropic parallelism.
    ${ }^{4}$ We say that a set $E$ is $C^{1,1}$-regular if, for every point $x$ in the boundary there exists a relatively open neighborhood $U_{x} \subset \partial E$ that is the graph of a differentiable function whose gradient is Lipschitz continuous.

[^5]:    ${ }^{5}$ Compare this remark with the proof of Theorem 3.8

[^6]:    ${ }^{6}$ With a slight abuse of notation we write $S_{K}$ and $S_{L}$ as functions defined on the tangent space, this should not lead to any possibility of confusion since we are working in a arbitrary small neighborhood of 0 and we can always use the parametrization introduced in Remark 1.7

[^7]:    ${ }^{7}$ Compare with the Wulff problem, see, for instance Ma, Chapter 20].

[^8]:    ${ }^{8}$ There, this equality condition is proved only for $C^{2}$ bodies, but, as for the affine isoperimetric inequality, it is possible to show that 1.18 holds true for bodies admitting a continuous and positive curvature function. The equality condition found in those papers is that there exists a positive constant $c$, such that the curvature function $f_{K}$ defined in Section 2.2 satisfies $f_{K}=c h_{K}^{-N-1}$. In Chapter 2 we show how, without assuming any a priori regularity assumption, it is possible to use such a condition to characterize ellipsoids.

[^9]:    ${ }^{1}$ It is possible to replace this assumption by asking that $V(G)<\infty$; however, it turns out that there not exists any unbounded $K$-dense set of finite measure.
    ${ }^{2}$ This is clear when $G$ is connected. Otherwise, it is sufficient that, for each $x \in \bar{G}$, every neighborhood of $x$ has intersection with $G$ of positive measure. This is guaranteed by the fact that $G$ is $K$-dense.
    ${ }^{3}$ We denote by $] x z[$ the relatively open segment from $x$ to $z$.

[^10]:    ${ }^{4}$ As is well-known, the Releaux triangle is the simplest example of a body of constant width different from the disk.

[^11]:    ${ }^{5}$ By $A>B$ we mean that the matrix $A-B$ is positive definite.

