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Abstract

Gaussian input states have long been conjectured to minimize the output von Neumann
entropy of quantum Gaussian channels for fixed input entropy. We prove the quantum
Entropy Power Inequality, that provides an extremely tight lower bound to this minimum
output entropy, but is not saturated by Gaussian states, hence it is not sufficient to prove
their optimality. Passive states are diagonal in the energy eigenbasis and their eigenvalues
decrease as the energy increases. We prove that for any one-mode Gaussian channel, the
output generated by a passive state majorizes the output generated by any state with the
same spectrum, hence it has a lower entropy. Then, the minimizers of the output entropy
of a Gaussian channel for fixed input entropy are passive states. We exploit this result
to prove that Gaussian states minimize the output entropy of the one-mode attenuator
for fixed input entropy. This result opens the way to the multimode generalization, that
permits to determine both the classical capacity region of the Gaussian quantum degraded
broadcast channel and the triple trade-off region of the quantum attenuator.

Still in the context of Gaussian quantum information, we determine the classical
information capacity of a quantum Gaussian channel with memory effects. Moreover, we
prove that any one-mode linear trace-preserving not necessarily positive map preserving
the set of Gaussian states is a quantum Gaussian channel composed with the phase-space
dilatation. These maps are tests for certifying that a given quantum state does not belong
to the convex hull of Gaussian states. Our result proves that phase-space dilatations are
the only test of this kind.

In the context of quantum statistical mechanics, we prove that requiring thermaliza-
tion of a quantum system in contact with a heat bath for any initial uncorrelated state
with a well-defined temperature implies the Eigenstate Thermalization Hypothesis for
the system-bath Hamiltonian. Then, the ETH constitutes the unique criterion to decide
whether a given system-bath dynamics always leads to thermalization.

In the context of relativistic quantum information, we prove that any measurement
able to distinguish a coherent superposition of two wavepackets of a massive or charged
particle from the corresponding incoherent statistical mixture must require a minimum
time. This bound provides an indirect evidence for the existence of quantum gravitational
radiation and for the necessity of quantizing gravity.
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Chapter 1

Introduction

Quantum information theory [1–4] has had an increasingly large development over the
last twenty years. The interest of the scientific community in this field is twofold. On
one side, quantum communication theory permits to determine the ultimate bounds
that quantum mechanics imposes on communication rates [5, 6]. On the other side,
quantum cryptography [7] permits to design and build devices allowing a perfectly secure
communication by distributing to two parties the same secret key, that can be guaranteed
not to have been read by any possible eavesdropper.

Most communication devices, such as metal wires, optical fibers and antennas for free
space communication, encode the information into pulses of electromagnetic radiation,
whose quantum description requires the framework of Gaussian quantum systems. For
this reason, Gaussian quantum information [6, 8, 9] plays a fundamental role.

In the classical scenario, the general principle “Gaussian channels have Gaussian op-
timizers” has been proven to hold in a wide range of situations [10], and has never been
disproved. This Thesis focuses on the transposition of this principle to the domain of
Gaussian quantum information [11], i.e. on the conjecture of the optimality of Gaussian
states for the transmission of both classical and quantum information through quantum
Gaussian channels; Section 1.1 introduces our results on this topic. Section 1.2 introduces
our results on the Eigenstate Thermalization Hypothesis, an application of quantum in-
formation ideas to quantum statistical mechanics. Section 1.3 introduces our results on
relativistic quantum information.

1.1 Gaussian optimizers in quantum information

Most communication schemes encode the information into pulses of electromagnetic ra-
diation, that is transmitted through metal wires, optical fibers or free space, and is
unavoidably affected by attenuation and environmental noise. Gauge-covariant Gaussian
channels [6,12] provide a faithful model for these effects, and a fundamental issue is deter-
mining the maximum rate at which information can be transmitted along such channels.
Since the electromagnetic field is ultimately a quantum-mechanical entity, quantum ef-
fects must be taken into account [5]. They become relevant for low-intensity signals, such
as in the case of space probes, that can be reached by only few photons for each bit of
information. These quantum effects are faithfully modeled by gauge-covariant quantum
Gaussian channels [2, 8, 9, 13].
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1. Introduction

The optimality of coherent Gaussian states for the transmission of classical informa-
tion through gauge-covariant quantum Gaussian channels has been recently proved, hence
determining their classical capacity [14]. This has been possible thanks to the proof of
the so-called minimum output entropy conjecture [15,16], stating that the von Neumann
entropy at the output of any gauge-covariant Gaussian channel is minimized when the
input is the vacuum state. Actually this conjecture follows from the more general Gaus-
sian majorization conjecture [17, 18], stating that the output generated by the vacuum
majorizes (i.e. it is less noisy than) the output generated by any other state.

However, a sender might want to communicate classical information to two receivers at
the same time. In this scenario, the communication channel is called broadcast channel,
and the set of all the couples of simultaneously achievable rates of communication with
the two receivers constitutes its classical capacity region [19, 20]. The proof of the opti-
mality of coherent Gaussian states for the transmission of classical information through
the degraded quantum Gaussian broadcast channel and the consequent determination
of its capacity region [21, 22] rely on a constrained minimum output entropy conjecture,
stating that Gaussian thermal input states minimize the output entropy of the quantum
attenuator for fixed input entropy.

Moreover, a sender might want to transmit both public and private classical informa-
tion to a receiver, with the possible assistance of a secret key. This scenario is relevant in
the presence of satellite-to-satellite links, used for both public and private communica-
tion and quantum key distribution [23]. In this setting the electromagnetic signal travels
through free space. Then, the only effect of the environment is signal attenuation, that is
modeled by the Gaussian quantum attenuator. Dedicating a fraction of the channel uses
to public communication, another fraction to private communication and the remaining
fraction to key distribution is the easiest strategy, but not the optimal one. Indeed,
significantly higher communication rates can be obtained performing the three tasks at
the same time with the so-called trade-off coding [24]. A similar scenario occurs for the
simultaneous transmission of classical and quantum information, with the possible assis-
tance of shared entanglement. The set of all the triples of simultaneously achievable rates
for performing the various tasks constitutes the triple trade-off region of the quantum
attenuator [25,26]. Its determination relies on the same unproven constrained minimum
output entropy conjecture stated above.

Since a quantum-limited attenuator can be modeled as a beamsplitter that mixes
the signal with the vacuum state, this conjecture has been generalized to the so-called
entropy photon-number inequality [27, 28], stating that the entropy at the output of
a beamsplitter for fixed entropy of each input is minimized by Gaussian inputs with
proportional covariance matrices. So far, none of these two conjectures has been proved.

The classical analog of a quantum state of the electromagnetic radiation is a proba-
bility distribution of a random real vector. The action of a beamsplitter on the two input
quantum states is replaced in this setting by a linear combination of the two input ran-
dom vectors. The Entropy Power Inequality (see [29–34] and Chapter 17 of [12]) bounds
the Shannon differential entropy of a linear combination of real random vectors in terms
of their own entropies, and states that it is minimized by Gaussian inputs. Then, an-
other inequality has been conjectured, the quantum Entropy Power Inequality [35], that
keeps the same formal expression of its classical counterpart to give an almost optimal
lower bound to the output von Neumann entropy of a beamsplitter in terms of the input

2 PhD Thesis



Quantum statistical mechanics 1.2

entropies. This inequality has first been proved for the 50 : 50 beamsplitter [36]. In this
Thesis we extend it to any beamsplitter and quantum amplifier, and generalize it to the
multimode scenario [37, 38].

Contrarily to its classical counterpart, the quantum Entropy Power Inequality is not
saturated by quantum Gaussian states, and thus it is not sufficient to prove their con-
jectured optimality. As first step toward the proof of the constrained minimum output
entropy conjecture and the entropy photon-number inequality, we prove a generalization
of the Gaussian majorization conjecture of [18] linking it to the notion of passivity. A
passive state of a quantum system [39–44] minimizes the average energy among all the
states with the same spectrum, and is then diagonal in the Hamiltonian eigenbasis with
eigenvalues that decrease as the energy increases. We prove that the output of any one-
mode gauge-covariant quantum Gaussian channel generated by a passive state majorizes
(i.e. it is less noisy than) the output generated by any other state with the same spec-
trum [45]. The optimal inputs for the constrained minimum output entropy problem
are then to be found among the states diagonal in the energy eigenbasis. We exploit
this result in Chapter 5. Here we prove that Gaussian thermal input states minimize
the output entropy of the one-mode quantum attenuator for fixed input entropy [46], i.e.
the constrained minimum output entropy conjecture for this channel. In Chapter 6 we
extend the majorization result of Chapter 4 to a large class of lossy quantum channels,
arising from a weak interaction of a small quantum system with a large bath in its ground
state [47].

In any realistic communication, the pulses of electromagnetic radiation always leave
some noise in the channel after their passage. Since this noise depends on the message
sent, the various uses of the channel are no more independent, and memory effects are
present. In this Thesis we consider a particular model of quantum Gaussian channel that
implements these memory effects. We study their influence on the classical information
capacity, that we determine analytically [48].

Gaussian states of bosonic quantum systems are easy to realize in the laboratory, and
so are their convex combinations, belonging to the convex hull of Gaussian states C. We
explore the set of Gaussian-to-Gaussian superoperators, i.e. the linear trace-preserving
not necessarily positive maps preserving the set of Gaussian states. These maps preserve
also C, and can then be used as a probe to check whether a given quantum state belongs
to C exactly as a positive but not completely positive map is a test for entanglement. We
prove that for one mode they are all built from the so-called phase-space dilatation, that
is hence found to be the only relevant test of this kind [49].

1.2 Quantum statistical mechanics

Everyday experience, as well as overwhelming experimental evidence, demonstrates that
a small quantum system in contact with a large heat bath at a given temperature evolves
toward the state described by the canonical ensemble with the same temperature as the
bath. This state is independent of the details of the initial state of both the system and the
bath. This very common behavior, known as thermalization, has proven surprisingly dif-
ficult to explain starting from fundamental dynamical laws. In the quantum-mechanical
framework, since 1991 the “Eigenstate Thermalization Hypothesis” (ETH) [50, 51] is
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known to be a sufficient condition for thermalization. The ETH states that each eigen-
state of the global system-bath Hamiltonian locally looks on the system as a canonical
state with a temperature that is a smooth function of the energy of the eigenstate.

In this context, we prove that, if a quantum system in contact with a heat bath at a
given temperature thermalizes for any initial state with a reasonably sharp energy distri-
bution and without correlations between system and bath, the system-bath Hamiltonian
must satisfy the ETH [52]. This results proves that the ETH constitutes the unique
criterion to decide whether a given system-bath dynamics always leads to a system equi-
librium state described by the canonical ensemble: if the system-bath Hamiltonian satisfy
the ETH, the system always thermalizes, while if the ETH is not satisfied, there certainly
exists some initial product state not leading to thermalization of the system.

1.3 Relativistic quantum information

The existence of coherent superpositions is a fundamental postulate of quantum me-
chanics but, apparently, implies very counterintuitive consequences when extended to
macroscopic systems, as in the famous Schrödinger cat paradox. However, at least in
principle, the standard theory of quantum mechanics is valid at any scale and does not
put any limit on the size of the system. A fundamental still open question is whether
quantum superpositions can actually exist also at macroscopic scales, or there is some
intrinsic spontaneous collapse mechanism prohibiting them [53–57].

In this Thesis we study the effect of the static electric or gravitational field gener-
ated by a charged or massive particle on the coherence of its own wavefunction [58]. We
show that, without introducing any modification to standard quantum mechanics and
quantum field theory, relativistic causality implies that any measurement able to dis-
tinguish a coherent superposition of two wavepackets from the corresponding incoherent
statistical mixture must require a minimum time. Indeed, any measurement violating
this minimum-time bound is physically forbidden since it would permit a superluminal
communication protocol. In the electromagnetic case, this minimum time can be ascribed
to the entanglement with the electromagnetic radiation that is unavoidably emitted in a
too fast measurement. In the gravitational case, this minimum time provides an indirect
evidence for the existence of quantum gravitational radiation, and thus for the necessity
of quantizing gravity.

1.4 Outline of the Thesis

In Chapter 2 we introduce Gaussian quantum information and the problem of the de-
termination of the classical communication capacity of quantum Gaussian channels, and
we show the link with the minimum output entropy conjectures. Chapter 3 contains the
proof of the quantum Entropy Power Inequality. In Chapter 4 we prove the optimal-
ity of passive input states for one-mode quantum Gaussian channels, and in Chapter 5
we exploit this result to prove the constrained minimum output entropy conjecture for
the one-mode quantum attenuator. In Chapter 6 we extend the majorization result of
Chapter 4 to a large class of lossy quantum channels. In Chapter 7 we determine the
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classical capacity of a quantum Gaussian channel with memory effects, and in Chapter 8
we present the classification of Gaussian-to-Gaussian superoperators.

In Chapter 9 we prove that the Eigenstate Thermalization Hypothesis is implied by
a certain definition of thermalization, and in Chapter 10 we prove the minimum-time
bound on the measurements able to distinguish coherent superpositions from statistical
mixtures.

Finally, the conclusions are in Chapter 11.
Appendices A and B contain some technical details on the properties of Gaussian

quantum systems and of quantum electrodynamics, respectively.
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Chapter 2

Gaussian optimizers in quantum
information

This Chapter introduces Gaussian quantum information and the problem of the determi-
nation of the capacity for transmitting classical information through a quantum Gaussian
channel. A more comprehensive presentation can be found in [2,8,9,11,59] and references
therein.

We start introducing quantum Gaussian systems, states and channels in Sections
2.1, 2.2 and 2.3, respectively. Then, we define the von Neumann entropy (Section 2.4),
and link it to the classical communication capacity of a quantum channel (Section 2.5).
In Section 2.6 we present the determination of the classical capacity of gauge-covariant
quantum Gaussian channels thanks to the proof of a minimum output entropy conjecture,
and in Section 2.7 we show the link with majorization theory.

We then present in Section 2.8 the problem of determining the classical capacity region
of a degraded quantum broadcast channel, where the sender wants to communicate with
multiple parties, and we show how this problem is linked to a constrained minimum output
entropy conjecture, i.e. the determination of the minimum output entropy of a quantum
channel for fixed input entropy. Finally, we present in Section 2.9 the degraded quantum
Gaussian broadcast channel, and in Section 2.10 its conjectured capacity region and the
bounds following from the Entropy Power Inequality that we will prove in Chapter 3.
Appendix A contains some technical results we will refer to when needed.

2.1 Gaussian quantum systems

A Gaussian quantum system with n modes is the quantum system associated to the
Hilbert space of n Harmonic oscillators, i.e. to the representation of the canonical com-
mutation relations [

Q̂i, P̂ j
]

= i δij , i, j = 1, . . . , n , (2.1)

where for simplicity, as in the whole Thesis, we have set

~ = 1 . (2.2)
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2. Gaussian optimizers in quantum information

The canonical coordinates Q̂i and P̂ i are called quadratures. It is useful to put them
collectively in the column vector

R̂ =

 R̂1

...

R̂2n

 :=


Q̂1

P̂ 1

...

Q̂n

P̂ n

 , (2.3)

with commutation relations[
R̂i, R̂j

]
= i∆ij , i, j = 1, . . . , 2n , (2.4)

where ∆ is the symplectic form given by the antisymmetric matrix

∆ =
n⊕
k=1

(
0 1
−1 0

)
. (2.5)

It is useful to define the ladder operators

âi =
Q̂i + i P̂ i

√
2

, i = 1, . . . , n , (2.6)

satisfying the commutation relations[
âi,
(
âj
)†]

= δij , i, j = 1, . . . , n . (2.7)

We can put all the ladder operators together in the column vector

â =

 â1

...
ân

 . (2.8)

We can then define the vacuum as the state annihilated by all the destruction operators:

âi|0〉 = 0 , i = 1, . . . , n . (2.9)

Gaussian quantum systems play a central role in quantum communication theory,
since they are the correct framework to represent modes of electromagnetic radiation [60].
In this interpretation, the ladder operators (2.6) and their Hermitian conjugates destroy
and create a photon in the corresponding mode, respectively. The energy is proportional
to the number of photons, and the Hamiltonian is then

Ĥ =
n∑
i=1

(
âi
)†
âi , (2.10)

where for simplicity we have set also the frequency equal to 1.
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Quantum Gaussian states 2.2

2.2 Quantum Gaussian states

In analogy with classical Gaussian probability distributions, a quantum Gaussian state
is a thermal state

ρ̂G = e−βĤ
/

Tr e−βĤ (2.11)

of an Hamiltonian that is a second-order polynomial in the quadratures, i.e.

Ĥ =
(
R̂− r

)T
H
(
R̂− r

)
, (2.12)

where r ∈ R2n is the vector of the expectation values of the quadratures, also called first
moment, i.e.

ri = Tr
[
R̂i ρ̂G

]
, i = 1, . . . , 2n , (2.13)

H is a real strictly positive 2n × 2n matrix and β > 0 is the inverse temperature. The
Hamiltonian (2.10) can be recovered setting H = I2n/2 and r = 0. In this case ρ̂G is
called a thermal Gaussian state.

As in the classical case, we can define the covariance matrix of ρ̂G as

σij := Tr
[{
R̂i − ri, R̂j − rj

}
ρ̂G

]
, i, j = 1, . . . , 2n , (2.14)

where {·, ·} stands for the anticommutator. As for classical Gaussian probability distri-
butions, the quantum Gaussian state (2.11) maximizes the von Neumann entropy among
all the states with the same average energy with respect to the Hamiltonian Ĥ [2].

The eigenvalues of σ∆−1 are pure imaginary and come in couples of complex conju-
gates. Their absolute values are called the symplectic eigenvalues of σ [2]. The positivity
of ρ̂G implies that all the symplectic eigenvalues are larger than 1 [2].

If this condition is saturated, the state is pure [2]. It is easy to check that the identity
matrix has only 1 as symplectic eigenvalue. The Gaussian pure states with the identity
as covariance matrix are called coherent states [60], that are the quantum analog of the
classical Dirac deltas. All the other Gaussian pure states are called squeezed.

2.3 Quantum Gaussian channels

Quantum channels are the mathematical representation for the most generic physical
operation that can be performed in the laboratory on a quantum state.

An operator X̂ acting on an Hilbert space H is called trace-class if its trace norm is
finite: ∥∥∥X̂∥∥∥

1
:= Tr

√
X̂†X̂ <∞ . (2.15)

We denote with T(H) the set of trace-class operator acting on H. It is easy to check that
any density matrix ρ̂ has ‖ρ̂‖1 = 1, and hence belongs to this class. We denote as S(H)
the set of the density matrices on H, i.e. the positive operators with trace one.

Given two Hilbert spaces HA and HB with associated sets of trace-class operators TA
and TB, a quantum operation from A to B is a continuous linear operator

Φ : TA → TB (2.16)

with the following properties:
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• it commutes with hermitian conjugation, i.e.

Φ
(
X̂†
)

= Φ
(
X̂
)†

; (2.17)

• it is completely positive, i.e.

(IA′ ⊗ Φ)
(
X̂
)
≥ 0 ∀ X̂ ≥ 0 , X̂ ∈ T (HA′ ⊗HA) . (2.18)

If Φ is also trace-preserving, i.e.

Tr Φ
(
X̂
)

= Tr X̂ , (2.19)

it is called a quantum channel. These three properties together guarantee that, for any
Hilbert space HA′ , the channel IA′ ⊗ Φ sends any quantum state on HA′ ⊗ HA into a
proper quantum state on HA′ ⊗HB.

The displacement operators [2] are the unitary operators defined by

D̂(x) := ei x
T ∆−1 R̂ , x ∈ R2n . (2.20)

It is easy to show that their action on the quadratures is a shift:

D̂(x)
†

R̂ D̂(x) = R̂ + x . (2.21)

They are then the quantum analog of the classical translations.
A 2n× 2n real matrix S is called symplectic if it preserves the symplectic form, i.e.

S ∆ ST = ∆ . (2.22)

The symplectic 2n× 2n matrices form the real symplectic group Sp(2n,R) [61]. We can
associate to any S ∈ Sp(2n,R) a symplectic unitary ÛS [2] that implements S on the
quadratures, i.e.

Û †S R̂ ÛS = S R̂ . (2.23)

The unitary operators ÛS form a representation of Sp(2n,R), i.e.

ÛS ÛS′ = ÛSS′ ∀ S, S ′ ∈ Sp(2n,R) . (2.24)

It can be proven [62, 63] that all the unitary operators that send any Gaussian state
(i.e. any state of the form (2.11)) of an n-mode Gaussian quantum system into a Gaussian
state can be expressed as a displacement composed with a symplectic unitary.

We can now define a quantum Gaussian channel on an n-mode quantum Gaussian
system as a quantum channel that sends any Gaussian state into a Gaussian state. Let us
add for the moment the additional hypothesis that for any joint (m+ n)-mode Gaussian
quantum system, the channel applied to the subsystem associated to the last n modes
sends any joint Gaussian state into another joint Gaussian state. It has then been proven
[2, 64] that the channel can be implemented as follows: add an auxiliary Gaussian state
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ρ̂G on an auxiliary Gaussian quantum system E, perform a joint symplectic unitary ÛS,
discard the auxiliary system and perform a displacement, i.e.

Φ
(
X̂
)

= D̂(x) TrE

[
ÛS

(
X̂ ⊗ ρ̂G

)
Û †S

]
D̂(x)

†
, S ∈ Sp (2(n+m),R) , x ∈ R2n .

(2.25)
We have proved (see [49] and Chapter 8) that requiring the channel to send into a Gaus-
sian state any Gaussian state of a joint system is not actually necessary to get the
decomposition (2.25): it is sufficient to require that the channel sends into a Gaussian
state any Gaussian state of the n-mode system on which it is naturally defined.

2.3.1 The quantum-limited attenuator and amplifier

We present here two particular quantum Gaussian channels, that will be useful in the
rest of the Thesis. Let us consider the n-mode Gaussian quantum systems A and E, with
ladder operators

âi , êi , i = 1, . . . , n . (2.26)

The quantum-limited attenuator on A of parameter 0 ≤ λ ≤ 1 admits the represen-
tation (2.25)

Eλ (ρ̂) = TrE

[
Ûλ (ρ̂⊗ |0〉E〈0|) Û †λ

]
, (2.27)

where the symplectic matrix S is a rotation:

S =

( √
λ I2n

√
1− λ I2n

−
√

1− λ I2n

√
λ I2n

)
, (2.28)

such that the unitary operator Ûλ acts on the quadratures as

Û †λ â
i Ûλ =

√
λ âi +

√
1− λ êi ,

Û †λ ê
i Ûλ = −

√
1− λ âi +

√
λ êi , i = 1, . . . , n . (2.29)

It is possible to show [59] that Ûλ is given by a mode mixing:

Ûλ = exp

[
arctan

√
1− λ
λ

(
â†ê− ê†â

)]
, (2.30)

and that the quantum-limited attenuators satisfy the multiplicative composition rule

Eλ ◦ Eλ′ = Eλλ′ , 0 ≤ λ , λ′ ≤ 1 . (2.31)

The quantum-limited attenuator provides a model for the attenuation of an electromag-
netic signal travelling through metal wires, optical fibers or free space, and λ is the
attenuation coefficient. More in the spirit of our definition, the quantum-limited atten-
uator also models the action on a light beam of a beamsplitter with transmissivity λ.
In this case, the unitary Ûλ implements the splitting of the beam in transmitted and
reflected parts, and the partial trace over the environment E represents the discarding of
the reflected beam.
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The quantum-limited amplifier on A with parameter κ ≥ 1 admits the representation
(2.25)

Aκ (ρ̂) = TrE

[
Ûκ (ρ̂⊗ |0〉E〈0|) Û †κ

]
, κ ≥ 1 , (2.32)

with

S =

( √
κ I2n

√
κ− 1 T2n√

κ− 1 T2n

√
κ I2n

)
, (2.33)

where T2n is the n-mode time-reversal

T2n =
n⊕
k=1

(
1 0
0 −1

)
(2.34)

that flips the sign of each P i, leaving the Qi unchanged. The unitary operator Ûκ acts
on the quadratures as

Û †κ â
i Ûκ =

√
κ âi +

√
κ− 1

(
êi
)†
,

Û †κ ê
i Ûκ =

√
κ− 1

(
âi
)†

+
√
κ êi , i = 1, . . . , n . (2.35)

It is possible to show [59] that Ûκ is given by a squeezing operator:

Ûκ = exp

[
arctanh

√
κ− 1

κ

(
â†
(
ê†
)T − êT â

)]
, (2.36)

that does not conserve energy. Indeed, its implementation in the laboratory requires
active elements.

2.4 The von Neumann entropy

The concept of entropy is ubiquitous in information theory.
The Shannon entropy of a discrete probability distribution {pi}i∈I is defined as [12]

H[p] = −
∑
i∈I

pi ln pi , (2.37)

and quantifies the randomness of the distribution, i.e. how much information we acquire
when the value of i is revealed. This last property is captured by the data compression
theorem [12]. Let us suppose to have a source that transmits a message made of n letters
i1, ..., in, each one taken from an alphabet I. The only a priori knowledge we have about
the message is that at each of the n steps, the letter i will be sent with probability pi
without any correlation between the steps. The theorem then states that, in the large
n limit, while the number of possible messages is |I|n, the transmitted message will be
contained with probability one in a subset of only exp (nH[p]) messages.

The Shannon entropy has also a continuous analog for a probability distribution p(x)
over Rn, the Shannon differential entropy [12]:

H[p] = −
∫
p(x) ln p(x) dnx . (2.38)
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The generalization of the Shannon entropy to a quantum state ρ̂ is the von Neumann
entropy [4]

S [ρ̂] = −Tr [ρ̂ ln ρ̂] , (2.39)

that coincides with the Shannon entropy of the discrete probability distribution associated
to the eigenvalues of ρ̂.

Its operational interpretation is provided by the Schumacher’s coding theorem [4]. Let
us suppose that our source now encodes each letter i in a pure quantum state |ψi〉 taken
from an Hilbert space H, and sends the state |ψi1〉 ⊗ . . . ⊗ |ψin〉 ∈ H⊗n. Then, in the
large n limit, while the dimension of the global Hilbert space is dimH⊗n = (dimH)n, the
state sent will be contained with probability one in a subspace of dimension exp (nS [ρ̂]),
where ρ̂ is the density matrix associated to the ensemble

ρ̂ =
∑
i∈I

pi|ψi〉〈ψi| . (2.40)

2.5 The classical communication capacity

A physically relevant quantity associated to a quantum channel Φ sending states on the
quantum system A into states on the quantum system B is its capacity for transmitting
classical information.

Let us suppose that Alice wants to transmit to Bob a message i taken from an alphabet
I with the channel Φ. She then encodes her message into a quantum state ρ̂i on the
Hilbert space HA, and the state is transmitted to Bob through the quantum channel Φ.
Bob receives the state Φ (ρ̂i), and performing a measurement on it he must guess the
transmitted message i. Let

M̂i ≥ 0 , i ∈ I ,
∑
i∈I

M̂i = IB (2.41)

be the elements of the POVM performed by Bob, i.e. if he receives the state ρ̂B, he
associates to it the message i with probability

p (i |ρ̂B ) = Tr
[
M̂i ρ̂B

]
. (2.42)

The set
{
ρ̂i, M̂i

}
i∈I

of the states sent by Alice and of the POVM elements used by Bob

is called a code for the quantum channel Φ.

If Alice has sent the message i, Bob correctly guesses it with probability Tr
[
M̂i Φ (ρ̂i)

]
.

We define then the maximum error probability of the code C as

pe(C) = max
i∈I

(
1− Tr

[
M̂i Φ (ρ̂i)

])
. (2.43)

We say that a communication rate R is achievable by the channel Φ if for any n ∈ N
there exists an alphabet In with

|In| ≥ enR (2.44)

Giacomo De Palma Gaussian optimizers in quantum information 13



2. Gaussian optimizers in quantum information

and an associated code C(n) for the composite channel Φ⊗n such that the maximum
probability of error tends to zero for n→∞, i.e.

lim
n→∞

pe
(
C(n)

)
= 0 . (2.45)

We define then the classical capacity of Φ as the supremum of all the achievable
rates [2]:

C(Φ) = sup {R | R achievable} . (2.46)

In the standard definition of code C(n) for the channel Φ⊗n, Alice is allowed to use for
the encoding entangled states on the Hilbert space H⊗nA , and Bob is allowed to perform a

POVM with entangled elements M̂i on the Hilbert space H⊗nB . If we change the definition
and allow Alice to use only separable states ρ̂i in the encoding procedure (but we continue
to allow Bob to perform any measurement), the capacity of the channel can be explicitely
determined. For any ensemble of states on Alice’s Hilbert space HA

E = {pi, ρ̂i}i∈I , (2.47)

we define

χ(E ,Φ) = S

(∑
i∈I

pi Φ (ρ̂i)

)
−
∑
i∈I

pi S (Φ(ρ̂i)) , (2.48)

where S stands for the von Neumann entropy. The capacity of the channel is then given
by the so-called Holevo information [2], given by the supremum of χ(E ,Φ) over all the
possible Alice’s ensembles E :

χ(Φ) = sup
E
χ(E ,Φ) . (2.49)

The optimal rate is asymptotically achieved when Alice randomly chooses the states for
the encoding according to the ensemble that maximizes (2.49).

If Alice is allowed to use entangled states, the capacity can be larger and involves a
regularization over the number of channel uses:

C(Φ) = lim
n→∞

1

n
χ
(
Φ⊗n

)
. (2.50)

It is easy to show that for any n ∈ N

χ
(
Φ⊗n

)
≥ n χ(Φ) , (2.51)

so that the limit in (2.50) is actually a supremum. If for any n ∈ N

χ
(
Φ⊗n

)
= n χ(Φ) , (2.52)

we say that the Holevo information of the channel Φ is additive. In this case, the reg-
ularization in (2.50) is not necessary, and the classical capacity of Φ coincides with its
Holevo information.

It is possible to prove (see [2, 11] and references therein) that there exist quantum
channels whose Holevo information is not additive. However, the proof is not constructive,
and no explicit example of such channel has been found.
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2.6 The capacity of Gaussian channels and the min-

imum output entropy conjecture

It is easy to show that the optimal ensemble for the Holevo information (2.49) must be
made of pure states. Indeed, it is intuitive that sending the least possible noisy input is
the best choice for Alice, given the message she wants to communicate.

According to the general principle “Gaussian channels have Gaussian optimizers” [11],
the Holevo information of a quantum Gaussian channel has then been conjectured to be
achieved by a Gaussian ensemble of pure Gaussian states, i.e. in the notation of (2.47)

E =

{
e−x

T σ−1x√
det(πσ)

d2nx , D̂(x) ρ̂0 D̂(x)
†
}

x∈R2n

. (2.53)

Here ρ̂0 is a fixed pure Gaussian state, σ is a real strictly positive 2n × 2n matrix and
the probability distribution is continuous with the normalization∫

e−x
T σ−1x√

det(πσ)
d2nx = 1 . (2.54)

The optimality of the ensemble (2.53) would mean that the best inputs Alice can use for
transmitting information are pure Gaussian states.

The resulting Holevo information is

χ(Φ) = S

(∫
Φ
(
D̂(x) ρ̂0 D̂(x)

†) e−x
T σ−1x√

det(πσ)
d2nx

)
− S (Φ (ρ̂0)) . (2.55)

Since for any Gaussian channel the states
{

Φ
(
D̂(x) ρ̂0 D̂(x)

†)}
x∈R2n

are unitarily equiv-

alent, the average over x in the second term of the right-hand side of (2.55) is not nec-
essary.

It is easy to show that, for any nondegenerate Gaussian channel, sending σ → ∞
in (2.55) results in an infinite capacity. This occurs also in the classical case, and is
due to the possibility for Alice of sending an arbitrary number of photons per channel
use, allowing her to send an arbitrary amount of information. However, in any realistic
scenario the available input power is limited. This constraint can be implemented [2,65]
requiring the input ensemble to have bounded mean energy:∑

i∈I

pi Tr
[
Ĥ ρ̂i

]
≤ E , (2.56)

where Ĥ is the number Hamiltonian (2.10).
With this constraint, it is natural to consider the class of quantum Gaussian channels

that commute with the time evolution generated by Ĥ, i.e. for any trace-class operator
X̂ and any t ∈ R,

Φ
(
e−iĤt X̂ eiĤt

)
= e−iĤt Φ

(
X̂
)
eiĤt . (2.57)

These channels are called gauge-covariant [2]. They are the most physically relevant
Gaussian channels, since they preserve the class of thermal Gaussian states, and model
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the effects of signal attenuation and noise addition that affect electromagnetic communi-
cations via metal wires, optical fibers and free space [9].

Thermal Gaussian states have the maximum entropy among all the states with a given
average energy [66], and the average energy of the output of a gauge-covariant Gaussian
channel is determined by the average energy of the input alone. It follows that for any
gauge-covariant Gaussian channel Φ the first term in the right-hand side of (2.49) under
the constraint (2.56) is maximized by a Gaussian ensemble of coherent states of the form
(2.53), with ρ̂0 the vacuum state and σ proportional to the identity [67]. The last step
to prove the optimality of the Gaussian ensemble is then to prove that coherent states
maximize also the second term in the right-hand side of (2.49), i.e. they minimize the
output entropy of the channel [15]. This minimum output entropy conjecture has been
a longstanding problem, only recently solved [16, 17]. This result implies that coherent
states provide the optimal ensemble for transmitting classical information through any
gauge-covariant quantum Gaussian channel, thus permitting the determination of its
Holevo information [14]. Since the coherent states of a multimode Gaussian quantum
system are product states, it follows that entangled input states are not useful, and
the Holevo information is additive and then coincides with the classical capacity of the
channel.

2.7 Majorization

Actually, the minimum output entropy conjecture follows from a stronger property of
gauge-covariant quantum Gaussian channels related to majorization theory.

Majorization is the order relation between quantum states induced by random unitary
operations: we say that the quantum state ρ̂ majorizes the quantum state σ̂ if there exists
a probability measure µ on the set of unitary operators such that

σ̂ =

∫
Û ρ̂ Û † dµ

(
Û
)
. (2.58)

However, since this definition makes the test of the order relation difficult, majorization
is usually defined as a property of the spectrum of the states. The interested reader can
find more details in the dedicated book [68], that however deals only with the finite-
dimensional case.

Definition 2.1 (Majorization). Let x and y be decreasing summable sequences of positive
numbers, i.e. x0 ≥ x1 ≥ . . . ≥ 0 and y0 ≥ y1 ≥ . . . ≥ 0. We say that x weakly sub-
majorizes y, or x �w y, iff for any n ∈ N

n∑
i=0

xi ≥
n∑
i=0

yi . (2.59)

If they have also the same sum, we say that x majorizes y, or x � y.

Definition 2.2. Let X̂ and Ŷ be positive trace-class operators with eigenvalues in de-
creasing order {xn}n∈N and {yn}n∈N, respectively. We say that X̂ weakly sub-majorizes
Ŷ , or X̂ �w Ŷ , iff x �w y. We say that X̂ majorizes Ŷ , or X̂ � Ŷ , if they have also the
same trace.
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The capacity of the broadcast channel and the minimum output entropy conjecture 2.8

The link with the definition in terms of random unitary operation is provided by the
following:

Theorem 2.3. Given two positive operators X̂ and Ŷ with the same finite trace, the
following conditions are equivalent:

1. X̂ � Ŷ ;

2. For any continuous nonnegative convex function f : [0,∞)→ R with f(0) = 0 ,

Tr f
(
X̂
)
≥ Tr f

(
Ŷ
)

; (2.60)

3. For any continuous nonnegative concave function g : [0,∞)→ R with g(0) = 0 ,

Tr g
(
X̂
)
≤ Tr g

(
Ŷ
)

; (2.61)

4. Ŷ can be obtained applying to X̂ a convex combination of unitary operators, i.e.
there exists a probability measure µ on unitary operators such that

Ŷ =

∫
Û X̂ Û † dµ

(
Û
)
. (2.62)

Proof. See Theorems 5, 6 and 7 of [69]. We notice that Ref. [69] uses the opposite
definition of the symbol “�” with respect to most literature (and to Ref. [68]), i.e. there
X̂ � Ŷ means that X̂ is majorized by Ŷ .

Remark 2.4. If X̂ and Ŷ are quantum states (i.e. their trace is one), (2.61) with g(x) =
−x lnx implies that the von Neumann entropy of X̂ is lower than the von Neumann
entropy of Ŷ , while (2.60) with f(x) = xp, p > 1 implies the same for all the Rényi
entropies [2].

The minimum output entropy conjecture follows exactly from this last property: in-
deed, in Ref.’s [17,18] it is proven that for any gauge-covariant Gaussian quantum channel
the output generated by any coherent state majorizes the output generated by any other
state (see Fig. 2.1).

2.8 The capacity of the broadcast channel and the

minimum output entropy conjecture

In Section 2.7 we have linked the classical capacity of gauge-covariant quantum Gaussian
channels to their minimum output entropy. In this Section we will link the capacity
region of the degraded broadcast channel [12,19–22], where Alice wants to communicate
with two parties, to the minimum output entropy of a certain quantum channel for fixed
input entropy.

The unconstrained minimum output entropy of gauge-covariant Gaussian quantum
channels is achieved by the vacuum input state. The constrained minimum output en-
tropy for fixed input entropy is conjectured to be achieved by Gaussian thermal input
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2. Gaussian optimizers in quantum information

Figure 2.1: A coherent state |α〉〈α| and an arbitrary state ρ̂ are both transmitted
through the same gauge-covariant quantum Gaussian channel Φ. The re-
spective output states always satisfy the majorization relation Φ (|α〉〈α|) �
Φ (ρ̂). This means that coherent input states produce less noise at the
output of the communication channel.

states [21, 22, 28], but a general proof does not exist yet. In Chapter 3 we will prove
the quantum Entropy Power Inequality, that bounds this constrained minimum output
entropy. In Chapter 5 we will prove the conjecture for the one-mode quantum-limited at-
tenuator. In the remaining part of this Chapter, we define the degraded broadcast channel
and its capacity region, and we show the role of the constrained minimum output entropy
conjecture in its determination.

Let us suppose that Alice, who can prepare a state on a quantum system A, wants
to communicate at the same time with Bob and Charlie, who can perform measurements
on the quantum systems B and C, respectively, with a quantum channel

ΦA→BC : T (HA)→ T (HB ⊗HC) . (2.63)

Let us also suppose that Bob and Charlie cannot communicate nor perform joint mea-
surements. Let ΦA→B and ΦA→C be the effective quantum channels seen by Bob and
Charlie, respectively, i.e. for any trace-class operator X̂ on the Hilbert space HA

ΦA→B

(
X̂
)

= TrCΦA→BC

(
X̂
)
, ΦA→C

(
X̂
)

= TrBΦA→BC

(
X̂
)
. (2.64)

Let I and J be the sets of possible messages that Alice can send to Bob and Charlie,
respectively. A code C for the channel ΦA→BC is then given by a set of encoding states
{ρ̂ij}i∈I, j∈J ⊂ SA, and two POVM on B and C, respectively:

M̂B
i ≥ 0 , i ∈ I ,

∑
i∈I

M̂B
i = ÎB

M̂C
j ≥ 0 , j ∈ J ,

∑
j∈J

M̂C
j = ÎC , (2.65)
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The capacity of the broadcast channel and the minimum output entropy conjecture 2.8

such that, if Bob and Charlie receive the joint state ρ̂BC , the joint probability that they
associate to it the messages i and j, respectively, is

p (ij |ρ̂BC ) = TrBC

[(
M̂B

i ⊗ M̂C
j

)
ρ̂BC

]
. (2.66)

As in the single-party case, the maximum error probability of the code C is defined as

pe(C) = max
i∈I, j∈J

(
1− TrBC

[(
M̂B

i ⊗ M̂C
j

)
ΦA→BC (ρ̂ij)

])
. (2.67)

A couple of rates (RB, RC) is said to be achievable if for any n ∈ N there exist two
alphabets In and Jn with

|In| ≥ enRB , |Jn| ≥ enRC , (2.68)

and an associated code C(n) for the channel Φ⊗nA→BC with asymptotically vanishing error
probability:

lim
n→∞

pe
(
C(n)

)
= 0 . (2.69)

The capacity region of the channel ΦA→BC is then defined as the closure of the set of all
the achievable couples of rates.

It is possible to show [22] that for any point (RB, RC) of the capacity region there
exists a sequence of sets In and Jn, n ∈ N with an associated ensemble of pure states on
the Hilbert space H⊗nA

E (n) =
{
p

(n)
i q

(n)
j , ρ̂

(n)
ij

}
i∈In, j∈Jn

, (2.70)

such that

RB ≤ lim inf
n→∞

1

n

∑
j∈Jn

q
(n)
j χ

(
E (n)
B (j), Φ⊗nA→B

)
(2.71)

RC ≤ lim inf
n→∞

1

n
χ
(
E (n)
C , Φ⊗nA→C

)
. (2.72)

Here i and j represent the messages that Alice wants to send to Bob and Charlie, respec-
tively, and E (n)

B (j), j ∈ Jn, and E (n)
C are the ensembles given by

E (n)
B (j) =

{
p

(n)
i , ρ̂

(n)
ij

}
i∈In

, j ∈ Jn

E (n)
C =

{
q

(n)
j ,

∑
i∈In

p
(n)
i ρ̂

(n)
ij

}
j∈Jn

. (2.73)

In this setup, the energy constraint (2.56) becomes for the ensemble E (n)

Tr
[
Ĥn ω̂

(n)
]
≤ nE , (2.74)

where ω̂(n) is the average state

ω̂(n) =
∑

i∈In, j∈Jn

p
(n)
i q

(n)
j ρ̂

(n)
ij , (2.75)
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and Ĥn is the Hamiltonian on H⊗nA

Ĥn =
n∑
i=1

Î⊗(i−1)
A ⊗ Ĥ ⊗ Î⊗(n−i)

A . (2.76)

The broadcast quantum channel ΦA→BC is called degraded [12, 19–22] if Charlie’s
output is a degraded version of Bob’s output, i.e. there exists a quantum channel ΦB→C
such that

ΦA→C = ΦB→C ◦ ΦA→B . (2.77)

In this setup, a bound on the output entropy of the quantum channel ΦB→C in terms of
its input entropy translates into a bound on the capacity region:

Theorem 2.5. Let us suppose that for any n ∈ N and any state σ̂(n) on the Hilbert space
H⊗nB

1

n
S
(
Φ⊗nB→C

(
σ̂(n)

))
≥ f

(
1

n
S
(
σ̂(n)

))
, (2.78)

with f a continuous increasing convex function. Then any couple (RA, RB) of achievable
rates for the channel ΦA→BC with the energy constraint (2.74) must satisfy

f(RB) +RC ≤ S(E) , (2.79)

where

S(E) = sup
n∈N

{
1

n
S
(
ΦA→C

(
ω̂(n)

))∣∣∣∣Tr
[
Ĥn ω̂

(n)
]
≤ nE

}
. (2.80)

Proof. For any ensemble E (n) and for any j ∈ Jn for the positivity of the entropy

χ
(
E (n)
B (j), Φ⊗nA→B

)
≤ S

(
σ̂

(n)
j

)
, (2.81)

where

σ̂
(n)
j =

∑
i∈In

p
(n)
i Φ⊗nA→B

(
ρ̂

(n)
ij

)
, j ∈ Jn . (2.82)

For the degradability hypothesis (2.77)

χ
(
E (n)
C , Φ⊗nA→C

)
= S

(
Φ⊗nA→C

(
ω̂(n)

))
−
∑
j∈Jn

q
(n)
j S

(
Φ⊗nB→C

(
σ̂

(n)
j

))
. (2.83)

With (2.78), (2.80), the properties of f and (2.81), we have

1

n
χ
(
E (n)
C , Φ⊗nA→C

)
≤ S (E)− f

(
1

n

∑
j∈Jn

q
(n)
j S

(
σ̂

(n)
j

))
≤

≤ S (E)− f

(
1

n

∑
j∈Jn

q
(n)
j χ

(
E (n)
B (j), Φ⊗nA→B

))
. (2.84)
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Then,

RC ≤ lim inf
n→∞

1

n
χ
(
E (n)
C , Φ⊗nA→C

)
≤

≤ S (E)− lim inf
n→∞

f

(
1

n

∑
j∈Jn

q
(n)
j χ

(
E (n)
B (j), Φ⊗nA→B

))
=

= S (E)− f

(
lim inf
n→∞

1

n

∑
j∈Jn

q
(n)
j χ

(
E (n)
B (j), Φ⊗nA→B

))
≤

≤ S (E)− f (RB) , (2.85)

where we have used that f is continuous and increasing.

From this Theorem it is clear that the exact determination of the capacity region of
a degraded broadcast channel requires the determination of the optimal f in (2.78), i.e.
of the minimum output entropy of the channel Φ⊗nB→C for fixed input entropy. If ΦB→C is
a gauge-covariant Gaussian channel, this leads to the following conjecture:

Proposition 2.6 (Constrained minimum output entropy conjecture). Gaussian ther-
mal input states minimize the output entropy of any gauge-covariant Gaussian quantum
channel for fixed input entropy.

Up to now, this conjecture has been proven only for the one-mode quantum-limited
attenuator (see Chapter 5).

One may ask whether the inequality (2.78) for n = 1 is sufficient to derive the bound
(2.79) in the setting where Alice cannot entangle the input state among successive uses of

the channel, i.e. when the pure states ρ̂
(n)
ij are product states. This would be the case if

the bounds (2.71), (2.72) were additive, i.e. if they did not require the regularization over
n. In this case determining them for n = 1 would be sufficient. The answer is negative.
Indeed, we can rewrite (2.72) as

RC ≤ lim inf
n→∞

1

n

(
S
(
Φ⊗nA→C

(
ω̂(n)

))
−
∑
j∈Jn

q
(n)
j S

(
Φ⊗nB→C

(
σ̂

(n)
j

)))
. (2.86)

The subadditivity of the entropy for the terms S
(

Φ⊗nB→C

(
σ̂

(n)
j

))
goes in the wrong di-

rection. Additivity would hold if σ̂
(n)
j were product states, but from (2.82) in general this

is not the case.

2.9 The Gaussian degraded broadcast channel

This Section is dedicated to the degraded Gaussian quantum broadcast channel of Ref.’s
[21,22].

Let us consider the n-mode Gaussian quantum systems A, B, C and E, with ladder
operators

âi , b̂i , ĉi , êi , i = 1, . . . , n , (2.87)
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respectively. Let Alice, Bob and Charlie control the systems A, B and C, respectively,
and let E be the system associated to the environment. Let also Ûη be the isometry

Ûη : HA ⊗HE → HB ⊗HC ,
1

2
≤ η ≤ 1 (2.88)

that implements the linear mixing of the modes

Û †η b̂i Ûη =
√
η âi +

√
1− η êi

Û †η ĉi Ûη =
√

1− η âi −
√
η êi , i = 1, . . . , n ,

1

2
≤ η ≤ 1 . (2.89)

Upon identifying B with A and C with E, and flipping the sign of the ĉi, Ûη is the mode-
mixing operator of Eq. (2.30). Indeed, this channel can be modeled with a beamsplitter
with transmission coefficient η, where Alice sends a signal into the port A, that is mixed
with the environmental noise coming from E and split into transmitted and reflected
parts, that are finally received by Bob and Charlie, respectively (see Fig. 2.2). For
simplicity, we consider only the case in which the state of the environment is set to be
the vacuum, i.e. ρ̂E = |0〉〈0|. In this case, the beamsplitter has the only action of splitting
the signal, and it does not introduce any noise.

In the notation of Section 2.8, the channel ΦA→BC is in this case the isometry given
by the beamsplitter:

ΦA→BC (ρ̂) = Ûη (ρ̂⊗ |0〉E〈0|) Û †η , (2.90)

and hence the reduced channels to B and C alone are given by the quantum-limited
attenuators of (2.27)

ΦA→B = Eη , ΦA→C = E1−η . (2.91)

Using the composition rule (2.31), it is easy to see that this broadcast channel is degraded
with

ΦB→C = E 1−η
η
. (2.92)

2.10 The capacity region of the Gaussian degraded

broadcast channel

We are now ready to apply Theorem 2.5 to the degraded broadcast channel described
in Section 2.9. The energy constraint will be of course imposed with respect to the
photon-number Hamiltonian (2.10).

Gaussian thermal states maximize the entropy for fixed average energy, and for any
ρ̂ and 0 ≤ λ ≤ 1

Tr
[
Ĥ Eλ (ρ̂)

]
= λ Tr

[
Ĥ ρ̂

]
. (2.93)

It is then easy to see that the function S(E) defined in (2.80) is

S(E) = g ((1− η)E) , (2.94)

where g(E) is the entropy of the one-mode Gaussian thermal state with average energy
E (see Eq. (A.39) of Appendix A).
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Figure 2.2: Representation of the Gaussian broadcast channel. Alice sends a signal into
the port A of the beamsplitter; Bob and Charlie receive the transmitted
and the reflected signals at the ports B and C, respectively. The port E
represents the action of the environment. In this case, the environment
state is chosen to be the vacuum, i.e. the only action of the beamsplitter
is splitting the signal into transmitted and reflected parts, without adding
any noise.

Determining the function f in (2.78) requires now to determine the minimum output
entropy of a quantum-limited attenuator E⊗nλ for fixed input entropy. Following the
constrained minimum output entropy conjecture 2.6, in Ref.’s [21,22,27] Gaussian thermal
states are conjectured to minimize the output entropy, and then for any 0 ≤ λ ≤ 1

g−1

(
1

n
S
(
E⊗nλ (ρ̂)

))
≥ λ g−1

(
1

n
S (ρ̂)

)
. (2.95)

We prove this inequality in Chapter 5 for n = 1; its validity for n ≥ 2 is still an open
problem. Assuming (2.95), we can use

f(S) = g

(
1− η
η

g−1(S)

)
, (2.96)

that can easily shown to be continuous, increasing and convex. The resulting bound on
the capacity region would be

RC + g

(
1− η
η

g−1(RB)

)
≤ g ((1− η)E) . (2.97)
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This bound is optimal, in the sense that it can be shown [21, 22] to be achieved by a
Gaussian ensemble of coherent states.

The quantum Entropy Power Inequality that we prove in Chapter 3 provides instead
the weaker bound

e
1
n
S(E⊗nλ (ρ̂)) − 1 ≥ λ

(
e

1
n
S(ρ̂) − 1

)
, (2.98)

so that we can take

f(S) = ln

(
1− η
η

(
eS − 1

)
+ 1

)
, (2.99)

that is still continuous, increasing and convex. The resulting bound on the capacity
region is

RC + ln

(
1− η
η

(
eRB − 1

)
+ 1

)
≤ g ((1− η)E) . (2.100)

A comparison between Eq. (2.100) and the conjectured region (2.97) is shown in Fig.
2.3: the discrepancy being small.
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Figure 2.3: Capacity region (expressed in nats per channel uses) for a broadcasting
channel [21, 22] in which the sender is communicating simultaneously with
two receivers (B and C) via a single bosonic mode which splits at a beam
splitter of transmissivity η (B receiving the transmitted signals, while C
receiving the reflected one), under input energy constraint which limits the
mean photon number of the input messages to be smaller than E. The
region delimited by the red curve represents the achievable rates RB and
RC which would apply if the (still unproven) EPnI conjecture (2.95) held.
The green curve instead is the bound one can derive via Eq. (2.98) from
the EPI inequality we will prove in Chapter 3.
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Chapter 3

The quantum Entropy Power
Inequality

In this Chapter we prove the quantum Entropy Power Inequality. This inequality pro-
vides an almost optimal lower bound to the output von Neumann entropy of any linear
combination of bosonic input modes in terms of their own entropies. We have used it in
Section 2.10 to obtain a upper bound to the capacity region of the degraded Gaussian
broadcast channel, very close to the conjectured optimal one.

The Chapter is based on

[37] G. De Palma, A. Mari, and V. Giovannetti, “A generalization of the entropy power
inequality to bosonic quantum systems,” Nature Photonics, vol. 8, no. 12, pp. 958–
964, 2014.
http://www.nature.com/nphoton/journal/v8/n12/full/nphoton.2014.252.html

[38] G. De Palma, A. Mari, S. Lloyd, and V. Giovannetti, “Multimode quantum entropy
power inequality,” Physical Review A, vol. 91, no. 3, p. 032320, 2015.
http://journals.aps.org/pra/abstract/10.1103/PhysRevA.91.032320

3.1 Introduction

In standard communication schemes, even if based on a digital encoding, the signals
which are physically transmitted are intrinsically analogical in the sense that they can
assume a continuous set of values. For example, the usual paradigm is the transmission of
information via amplitude and phase modulation of an electromagnetic field. In general,
a continuous signal with k components can be modeled by a random variable X with
values in Rk associated with a probability measure

dµ(x) = p(x) dkx , x ∈ Rk . (3.1)

For example, a single mode of electromagnetic radiation is determined by a complex
amplitude and therefore it can be classically described by a random variable X with
k = 2 real components. The Shannon differential entropy [29, 31] of a general random
variable X is defined as

H(X) = −
∫
Rk
p(x) ln p(x) dkx , x ∈ Rk , (3.2)
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3. The quantum Entropy Power Inequality

and plays a fundamental role in information theory. Indeed depending on the context
H(X) quantifies the noise affecting the signal or, alternatively, the amount of information
potentially encoded in the variable X.

Now, let us assume to mix two random variables X1 and X2 and to get the new
variable (see Fig. 3.1)

Y =
√
λ X1 +

√
1− λ X2 , 0 ≤ λ ≤ 1 . (3.3)

For example this is exactly the situation in which two optical signals are physically mixed

Figure 3.1: Graphical representation of the coherent mixing of the two inputs X1 and
X2. For the quantum mechanical analog the two input signals correspond
to electromagnetic modes which are coherently mixed at a beamsplitter of
transmissivity λ. The entropy of the output signal is lower bounded by a
function of the input entropies via the quantum Entropy Power Inequality
defined in Eq. (3.35).

via a beamsplitter of transmissivity λ. What can be said about the entropy of the output
variable Y? It can be shown that, if the inputs X1 and X2 are independent, the following
Entropy Power Inequality (EPI) holds [32,70]

e2HY /k ≥ λ e2H1/k + (1− λ) e2H2/k , (3.4)

stating that for fixed H1 = H(X1), H2 = H(X2), the output entropy HY is minimized
taking X1 and X2 Gaussian with proportional covariance matrices. This is basically a
lower bound on HY and the name entropy power is motivated by the fact that if p(x) is
a product of k equal isotropic Gaussians one has

1

2πe
e2H(X)/k = σ2 , (3.5)

where σ2 is the variance of each Gaussian which is usually identified with the energy or
power of the signal [31]. In the context of (classical) probability theory, several equivalent
reformulations [29] and generalizations [33,34,71] of Eq. (3.4) have been proposed, whose
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proofs have recently renewed the interest in the field. As a matter of fact, these inequal-
ities play a fundamental role in classical information theory, by providing computable
bounds for the information capacities of various models of noisy channels [31,72,73].

The need for a quantum version of the EPI has arisen in the attempt of solving some
fundamental problems in quantum communication theory. In particular the EPI has
come into play when it has been realized that a suitable generalization to the quantum
setting, called Entropy Photon number Inequality (EPnI) (see [27, 28] and Section 3.4),
would directly imply the solution of several optimization problems, including the deter-
mination of the classical capacity of Gaussian channels and of the capacity region of the
bosonic broadcast channel [21, 22] (see Sections 2.6 and 2.10). Up to now the EPnI is
still unproven and, while the classical capacity has been recently computed [14, 16] by
proving the bosonic minimum output entropy conjecture [15], the exact capacity region
of the broadcast channel remains undetermined. In 2012 another quantum generalization
of the EPI has been proposed, called quantum Entropy Power Inequality (qEPI) [35,36],
together with its proof valid only for the 50 : 50 beamsplitter corresponding to the case
λ = 1/2. Our contribution is to show the validity of this inequality for any beamsplitter,
and to extend it to the most general multimode scenario.

The qEPI proved in this Thesis directly gives tight bounds on several entropic quan-
tities and hence constitutes a potentially powerful tool which could be used in quantum
information theory in the same spirit in which the classical EPI was instrumental in deriv-
ing important classical results like: a bound to the capacity of non-Gaussian channels [31],
the convergence of the central limit theorem [74], the secrecy capacity of the Gaussian
wiretap channel [73], the capacity region of broadcast channels [72], etc.. We consider
some of the direct consequences of the qEPI and we hope to stimulate the research of
other important implications in the field.

The multimode extension of the qEPI that we present applies to the context where
an arbitrary collection of independent input bosonic modes undergo to a scattering pro-
cess which mixes them according to some linear coupling — see Fig. 3.2 for a schematic
representation of the model. This new inequality permits to put bounds on the MOE
inequality, still unproven for non gauge-covariant multimode channels, and then on the
classical capacity of any quantum Gaussian channel. Besides, our finding can find poten-
tial applications in extending the single-mode results on the classical capacity region of
the quantum bosonic broadcast channel to the Multiple-Input Multiple-Output setting
(see e.g. Ref. [12]), providing upper bounds for the associated capacity regions.

The Chapter is structured as follows. In Section 3.2 we precisely define the linear
combination of bosonic modes to which the quantum Entropy Power Inequality applies.
In Section 3.3 we prove the quantum Entropy Power Inequality. In Section 3.4 we present
the Entropy Photon-number Inequality, and in Section 3.5 we link it to the generalized
minimum output entropy conjecture necessary for determining the capacity of the de-
graded Gaussian broadcast channel. Finally, we conclude in Section 3.6.

3.2 The problem

We present directly the proof of the multimode version of the Entropy Power Inequality,
since it includes the single-mode one as a particular case.
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scattering
region RY

R1

RK

R2

...

Figure 3.2: Graphical representation of the scheme underlying the multimode qEPI
(3.37): it establishes a lower bound on the von Neumann entropy emerging
from the output port indicated by RY of a multimode scattering process
that linearly couples K independent sets of bosonic input modes (each con-
taining n modes), initialized into factorized density matrices.

The multimode quantum generalization of the EPI we discuss in the present Thesis
finds a classical analogous in the multi-variable version of the EPI [31–34, 70, 71]. The
latter applies to a set of K independent random variables Xα, α = 1, . . . , K, valued in
Rm and collectively denoted by X, with factorized probability densities

pX(x) = p1(x1) . . . pK(xK) , (3.6)

and with Shannon differential entropies [31]

Hα = −〈ln pα(xα)〉 , (3.7)

(the 〈· · · 〉 representing the average with respect to the associated probability distribu-
tion). Defining hence the linear combination

Y = M X =
K∑
α=1

Mα Xα , (3.8)

where M is an m×Km real matrix made by the K blocks Mα, each of dimension m×m,
the multi-variable EPI gives an (optimal) lower bound to the Shannon entropy HY of Y

exp[2HY /m] ≥
K∑
α=1

| detMα|
2
m exp[2Hα/m] , (3.9)

stating that it is minimized by Gaussian inputs. In the original derivation [31–34,70,71]
this inequality is proved under the assumption that all the Mα coincide with the identity
matrix, i.e. for

Y =
K∑
α=1

X̃α . (3.10)
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From this however Eq. (3.9) can be easily established choosing X̃α = MαXα, and re-

membering that the entropy H̃α of X̃α satisfies

H̃α = Hα + ln | detMα| . (3.11)

It is also worth observing that for Gaussian variables the exponentials of the entropies Hα

and HY are proportional to the determinant of the corresponding covariance matrices,
i.e.

Hα =
1

2
ln det (πe σα) (3.12)

and

HY =
1

2
ln det (πe σY) , (3.13)

with

σα = 2
〈
∆xα ∆xTα

〉
, σY = 2

〈
∆y ∆yT

〉
and

∆xα = xα − 〈xα〉 , ∆y = y − 〈y〉 .

Accordingly in this special case Eq. (3.9) can be seen as an instance of the Minkowski’s
determinant inequality [75], stating that for any K real m×m positive matrices

(
det

K∑
i=1

Ai

) 1
m

≥
K∑
i=1

(detAi)
1
m , (3.14)

with equality iff all the Ai are proportional. Eq. (3.9) indeed follows from applying
(3.14), (3.12) and (3.13) to the identity

σY =
K∑
α=1

Mα σαM
T
α , (3.15)

and it saturates under the assumption that the matrices entering the sum are all propor-
tional to a given matrix σ, i.e.

Aα := Mα σαM
T
α = cα σ , (3.16)

with cα being arbitrary (real) coefficients.
In the quantum setting the random variables get replaced by n = m/2 bosonic modes

(for each mode there are two quadratures, Q and P ), and instead of probability distri-
butions over R2n, we have the quantum density matrices ρ̂α on the Hilbert space L2(Rn)
(see Sections 2.1 and A.1 for the details). For each α, let R̂α be the column vector (see
(A.5)) that collectively denotes all the quadratures of the α-th subsystem.

Let us then consider totally factorized input states

ρ̂X =
K⊗
α=1

ρ̂α , (3.17)
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where ρ̂α is the density matrix of the α-th input, with associated characteristic function
χα(kα) (see Section A.2 in Appendix A). The characteristic function of the global input
state is then

χX(kX) =
K∏
α=1

χα(kα) , (3.18)

with

kX = (k1, . . . , kK) . (3.19)

The quantum analog of (3.8) is defined imposing the same transformation law on the
characteristic functions:

χY (kY ) = χX (kXM) =
K∏
α=1

χα (kMα) , (3.20)

where as before, M is a 2n × 2Kn real matrix made by the 2n × 2n square blocks Mα.
The channel defined in (3.20) can be recovered from the general expression of a Gaussian
channel in Eq. (A.54) of Appendix A putting α = 0 and y = 0. The complete-positivity
condition (A.55) imposes the constraint

M ∆X MT =
K∑
α=1

Mα∆αM
T
α = ∆Y , (3.21)

where ∆Y is the symplectic form associated to the output Y , while

∆X =
K⊕
α=1

∆α (3.22)

is the form associated to the input X.
The channel (3.20) can be implemented by an isometry (see [2] and Section A.7)

Û : HX −→ HY ⊗HZ (3.23)

between the input Hilbert space HX and the tensor product of the output Hilbert space
HY with an ancilla Hilbert space HZ :

ρ̂Y = Φ (ρ̂X) = TrZ

(
Û ρ̂X Û †

)
, (3.24)

where Û satisfies

Û † R̂Y Û = M R̂X =
K∑
α=1

Mα R̂α . (3.25)

With this representation, the CP condition (3.21) can be easily shown to arise from
the preservation of the canonical commutation relations between the quadratures. The
isometry Û in (3.24) does not necessarily conserve energy, i.e. it can contain active
elements, so that even if the input ρ̂X is the vacuum on all its K modes, the output ρ̂Y
can be thermal with a nonzero temperature.
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For K = 2, the beamsplitter [76] of parameter 0 ≤ λ ≤ 1 is easily recovered with

M1 =
√
λ I2n , M2 =

√
1− λ I2n . (3.26)

In this case, upon identifying the output Hilbert space HY with the Hilbert space of the
first input H1, the isometry Û implements the same mode mixing of (2.30), i.e.

Û = exp

[
arctan

√
1− λ
λ

(
â†1â2 − â†2â1

)]
, (3.27)

where âα is the vector of the ladder operators (see Eq. (2.6)) associated to the α-th
subsystem. Eq. (3.25) becomes then of the same form as (3.3):

Û † Ŷ Û =
√
λ X̂1 +

√
1− λ X̂2 ,

Û † âY Û =
√
λ â1 +

√
1− λ â2 , (3.28)

i.e. the output quadratures are a weighted sum of the corresponding input quadratures.
To get the quantum amplifier [76] (see also Section 2.3.1) of parameter κ ≥ 1, we

must take instead
M1 =

√
κ I2n , M2 =

√
κ− 1 T2n , (3.29)

where T2n is the n-mode time-reversal

T2n =
n⊕
k=1

(
1 0
0 −1

)
. (3.30)

In this case, with the same identification between HY and H1, the unitary Û implements
a squeezing [60], i.e.

Û = exp

[
arctanh

√
κ− 1

κ

(
â†1

(
â†2

)T
− âT1 â2

)]
, (3.31)

and acts on the ladder operators as

Û † âY Û =
√
κ â1 +

√
κ− 1 â†2 . (3.32)

We notice in Eq. (3.32) the dagger on â†2, signaling that Û does not conserve energy, and
therefore it requires active elements to be implemented in the laboratory.

We can now state the multimode qEPI: the von Neumann entropies of the inputs Sα
and the output SY satisfy the analog of (3.9)

exp[SY /n] ≥
K∑
α=1

λα exp[Sα/n] , (3.33)

where we have defined
λα := |detMα|

1
n . (3.34)

For a beamsplitter of parameter 0 ≤ λ ≤ 1 with inputs X1 and X2 and output Y, (3.33)
reduces to

exp[SY /n] ≥ λ exp[S1/n] + (1− λ) exp[S2/n] . (3.35)

For a quantum amplifier of parameter κ ≥ 1, we have instead

exp[SY /n] ≥ κ exp[S1/n] + (κ− 1) exp[S2/n] . (3.36)
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3.3 The proof

The proof of Eq. (3.33) proceeds along the same lines of its classical counterpart [70]. We
expect that the qEPI should be saturated by quantum Gaussian states with high entropy
and whose covariance matrices σα fulfill the condition (3.16) (the high entropy limit being
necessary to ensure that the associated quantum Gaussian states behave as classical
Gaussian probability distributions). Let us hence suppose to apply a transformation on
the input modes of the system which depends on a real parameter t that plays the role of
an effective temporal coordinate, and which is constructed in such a way that, starting
from t = 0 from the input state ρ̂X it will drive the modes towards such optimal Gaussian
configurations in the asymptotic limit t→∞ — see Section 3.3.3. Accordingly for each
t ≥ 0 we will have an associated value for the entropies Sα and SY which, if the qEPI is
correct, should still fulfill the bound (3.33). To verify this it is useful to put the qEPI
(3.33) in the rate form ∑K

α=1 λα exp[Sα/n]

exp[SY /n]
≤ 1 . (3.37)

We will then study the left-hand-side of Eq. (3.37) showing that its parametric derivative
is always positive (see Section 3.3.8) and that that for t → ∞ it tends to 1 (see Section
3.3.9).

3.3.1 The Liouvillian

The parametric evolution suitable for the proof will be given in terms of a quantum
generalization of the classical Laplacian, that we define in this Section.

Let γ ≥ 0 be a positive semi-definite real matrix. We define the Liouvillian

Lγ
(
X̂
)

:=
1

4
γij

∂2

∂xi∂xj
D̂(x) X̂ D̂(x)

†
∣∣∣∣
x=0

, (3.38)

where the sum over the repeated indices is implicit. Lγ is linear in γ, commutes with
hermitian conjugation:

Lγ
(
X̂†
)

=
(
Lγ
(
X̂
))†

, (3.39)

and is self-adjoint with respect to the Hilbert-Schmidt product:

Tr
(
Lγ
(
X̂
)
Ŷ
)

= Tr
(
X̂ Lγ

(
Ŷ
))

. (3.40)

Taking the characteristic function of both sides of (3.38), and recalling Eq. (A.20) of
Appendix A, we get

χLγ(X̂)(k) = −1

4
k γ kT χX̂(k) . (3.41)

If we formally define the exponential of Lγ, Eq. (3.41) can be easily integrated into

χeL(γ)(X̂)(k) = e−
1
4
k γ kT χX̂(k) , (3.42)
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and eL(γ) can be easily recognized as the additive-noise channel that can be recovered
from (A.54) with M = I, α = γ and y = 0. This channel adds to the state noise with
covariance matrix γ, acts on the moments as

σ 7→ σ + γ (3.43)

r 7→ r , (3.44)

and hence on the Gaussian state ρ̂G(σ, x) as

eL(γ) (ρ̂G(σ, x)) = ρ̂G(σ + γ, x) . (3.45)

3.3.2 Useful properties

In the proof, we will need some properties of the channel defined in (3.20) and of the
Liouvillian (3.38).

From (3.20) and (A.20) the action of Φ on translations follows:

Φ
(
D̂(x) X̂ D̂(x)

†)
= D̂(Mx) Φ

(
X̂
)
D̂(Mx)

†
. (3.46)

We can now use (3.46) and (3.38) to compute the action of Φ on Lγ:

Φ
(
L(γ)

(
X̂
))

= L
(
MγMT

) (
Φ
(
X̂
))

, (3.47)

and hence
Φ
(
eL(γ) (ρ̂)

)
= eL(MγMT ) (Φ (ρ̂)) . (3.48)

3.3.3 The evolution

The idea of the proof is to evolve the inputs (and consequently the output) toward
Gaussian states with very high entropies and with covariance matrices satisfying (3.16).
For this purpose, we use the additive-noise channel that we have just defined in (3.42).
Let us fix a positive matrix γ, and define for each α

γα :=

{
λα M

−1
α γ M−T

α if λα > 0
0 if λα = 0

, (3.49)

such that
Mα γα M

T
α = λα γ . (3.50)

Let t be the time of the evolution. We apply to the α-th input the additive-noise channel
etα(t) L(γα), with a time-dependent coefficient tα(t) to be determined:

ρ̂α(t) := etα(t) L(γα)(ρ̂α) . (3.51)

We notice that, if some λα = 0, we are not evolving at all the corresponding state ρ̂α.
From (3.48) and (3.49), the evolution (3.51) of the input mode induces the temporal

evolution of the output modes

Φ

((
K⊗
α=1

etα(t)L(γα)

)
ρ̂

)
= etY (t)L(γ) (Φ (ρ̂)) , (3.52)
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where

tY (t) =
K∑
α=1

λαtα(t) . (3.53)

From (3.42), the characteristic functions evolve as

χα(k)(t) = e−
1
4
tα(t)k γα kT χα(k)(0) , (3.54)

so that if λα > 0 and tα(t)→∞ for t→∞, the evolved state ρ̂α(t) is asymptotic to the
Gaussian state ρ̂G (tα(t) γα), that satisfies (3.16) with cα(t) = λαtα(t) and σ = γ for any
choice of tα(t).

However, for initial Gaussian states that almost saturate the EPI, i.e.

ρ̂α(0) = ρ̂G(σα) (3.55)

with the σα having large symplectic eigenvalues and satisfying (3.16), the evolved σα(t)
must still almost saturate the EPI and then satisfy (3.16) also for finite t, i.e. the time-
evolved version of the Aα

Aα(t) := Mα σα(t) MT
α = cα σ + λα tα(t) γ (3.56)

must remain proportional (we have used (3.45) to get the time evolution). For this
purpose, we use the freedom in the choice of tα(t), defining them as the solutions of

d

dt
tα(t) = µα(t)

tα(0) = 0 , (3.57)

where we have defined

µα(t) := eS(ρ̂α(t))/n = exp

(
1

n
S
(
etα(t) L(γα) (ρ̂α)

))
. (3.58)

This is a first-order differential equation for the functions tα(t), and under reasonable
assumptions on the regularity of the function

tα 7→ S
(
etα L(γα) (ρ̂α)

)
(3.59)

always admits a unique solution. Let us check that the evolution defined by (3.57) has
the required properties. First, since quantum entropies are nonnegative we have

d

dt
tα(t) ≥ 1 , (3.60)

so that
lim
t→∞

tα(t) =∞ . (3.61)

The differential equation (3.57) allows us to define equivalently the Aα(t) as the solutions
of

d

dt
Aα(t) = λα µα(t) γ

Aα(0) = cα σ , (3.62)
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where we have used (3.56). Using (A.41) to approximate the entropy of a Gaussian state
with a large covariance matrix, the coefficients µα(t) are given by

µα(t) ' e

2
(detσα(t))

1
2n . (3.63)

Let us put into (3.62) the ansatz of proportional Aα(t):

Aα(t) := cα σ(t) . (3.64)

Then, the system of K differential equations in (3.62) reduces to only one equation for
σ(t):

d

dt
σ(t) =

e

2
(detσ(t))

1
2n γ (3.65)

σ(0) = σ , (3.66)

that always admits a solution. Therefore as required, if the covariance matrices σα fulfill
(3.16) at t = 0, they will fulfill it at any time.

3.3.4 Relative entropy

In order to prove the positivity of the time derivative of the right-hand side of (3.37)
along the evolution described in Section 3.3.3, we will link the time derivative of the
entropy of a given quantum state to the relative entropy of this state with respect to a
displaced version of it.

The relative entropy of a state ρ̂ with respect to a state σ̂ is defined as

S (ρ̂‖σ̂) = Tr [ρ̂ (ln ρ̂− ln σ̂)] . (3.67)

The probability of confusing n copies of σ̂ with n copies of ρ̂ scales as exp (−nS (ρ̂‖σ̂))
in the large n limit [77], so the relative entropy provides a (not symmetric) measure of
the distinguishability of two states.

Since any physical operation on states cannot increase distinguishability, the relative
entropy decreases under the application of any quantum channel Φ:

S (Φ (ρ̂) ‖Φ (σ̂)) ≤ S (ρ̂‖σ̂) . (3.68)

This is called the data-processing inequality. Many proof of it are known, but none of
them is simple. They can be found in [2–4].

3.3.5 Quantum Fisher information

The proof of the positivity of the time-derivative of the rate in (3.37) requires the intro-
duction of a quantity that has an importance by its own: the quantum Fisher information.

We define the quantum Fisher information matrix J of a state ρ̂ (see [36, 37] for the
single mode and [38] for the multimode case) as the Hessian with respect to x of the
relative entropy [2]

S (ρ̂‖σ̂) = Tr [ρ̂ (ln ρ̂− ln σ̂)] (3.69)
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between the original state ρ̂ and its version displaced by x:

Jij(ρ̂) :=
∂2

∂xi∂xj
S
(
ρ̂
∥∥∥D̂(x) ρ̂ D̂(x)

†)∣∣∣∣
x=0

. (3.70)

The quantum Fisher information generalizes the classical Fisher information of [32], and

measures how much the displaced state D̂(x)ρ̂D̂(x)
†

is distinguishable from the original
one.

We can get a more explicit expression plugging into (3.70) the definition (3.69) of the
relative entropy:

Jij(ρ̂) = −Tr

(
ρ̂

∂2

∂xi∂xj
D̂(x) ln ρ̂ D̂(x)

†
∣∣∣∣
x=0

)
. (3.71)

3.3.6 De Bruijn identity

The quantum Fisher information is intimately linked to the derivative of the entropy of
a state under the evolution induced by the Liouvillian (3.38). Let us consider indeed an
infinitesimal variation

dρ̂ = Ldγ(ρ̂) . (3.72)

Then, using (3.40) and comparing with (3.71) the variation of the entropy of ρ̂ is

dS(ρ̂) =
1

4
dγij Jij(ρ̂) . (3.73)

From its classical analog, this equation takes the name of de Bruijn identity.

3.3.7 Stam inequality

The positivity the derivative of the rate (3.37) will follow from an inequality on the
quantum Fisher information, called quantum Stam inequality from its classical analog
[32,78].

The core of its proof is the data-processing inequality for the relative entropy [2],
stating that it decreases under the action of any completely-positive trace-preserving
map:

S
(
ρ̂
∥∥∥D̂(x) ρ̂ D̂(x)

†)
≥ S

(
Φ (ρ̂)

∥∥∥Φ
(
D̂(x) ρ̂ D̂(x)

†))
=

= S
(

Φ (ρ̂)
∥∥∥D̂ (Mx) Φ (ρ̂) D̂ (Mx)

†)
, (3.74)

where we have used (3.46). Since both members of (3.74) are always nonnegative and
vanish for x = 0, this point is a minimum for both, and the inequality translates to the
Hessians:

∂2

∂xi∂xj
S
(
ρ̂
∥∥∥D̂(x) ρ̂ D̂(x)

†)∣∣∣∣
x=0

≥ ∂2

∂xi∂xj
S
(

Φ (ρ̂)
∥∥∥D̂ (Mx) Φ (ρ̂) D̂ (Mx)

†)∣∣∣∣
x=0

=

= Mk
iM

l
j

∂2

∂yk∂yl
S
(

Φ (ρ̂)
∥∥∥D̂(y) Φ (ρ̂) D̂(y)

†)∣∣∣∣
y=0

,

(3.75)
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where the inequalities are meant for the whole matrices (and not for their entries), and
we have made the change of variable

y = Mx . (3.76)

Recalling the definition of Fisher information matrix (3.70), inequality (3.75) becomes

J (ρ̂) ≥MT J (Φ (ρ̂)) M . (3.77)

Inequality (3.77) is equivalent to

J (Φ (ρ̂))−1 ≥M J (ρ̂)−1 MT . (3.78)

To see this, it is sufficient to choose bases in X and Y such that

J (ρ̂) = IX (3.79)

J (Φ (ρ̂)) = IY . (3.80)

Then, (3.77) and (3.78) read

IX ≥ MT M (3.81)

IY ≥ M MT , (3.82)

that are equivalent since MT M and MMT have the same spectrum, except for the
multiplicity of the eigenvalue zero.

Inequality (3.78) is called the quantum Stam inequality. In the particular case of the
beamsplitter, it has already appeared in [36,37], while in the multimode scenario it is an
original result of this Thesis.

3.3.8 Positivity of the time-derivative

We have now all the instruments to prove that the time-derivative of the rate (3.37) is
positive. Recalling the definition (3.58), we can write the inequality to be proved as

d

dt

∑K
α=1 λα µα(t)

µY (t)
≥ 0 . (3.83)

Let us now define the functions

Jα(t) := J (ρ̂α(t)) (3.84)

JY (t) := J (Φ (ρ̂(t))) . (3.85)

Combining the de Bruijn identity (3.73) and the definition of the time evolution in (3.51)
and (3.57), the time-derivative of the entropy of each input can be linked to its quantum
Fisher information matrix:

d

dt
S (ρ̂α(t)) =

µα(t)

4
γijα Jαij(t) , (3.86)
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and consequently
d

dt
µα(t) =

µα(t)2

4n
γijα Jαij(t) . (3.87)

With also (3.52) and (3.53), the analog for the output is

d

dt
S (Φ (ρ̂(t))) =

∑K
α=1 λα µα(t)

4
γij JYij (t) , (3.88)

and
d

dt
µY (t) = µY (t)

∑K
α=1 λα µα(t)

4n
γij JYij (t) . (3.89)

Then (3.83) becomes(
K∑
α=1

λα µα(t)

)2

γij JYij (t) ≤
K∑
α=1

λα µα(t)2 γijα Jαij(t) . (3.90)

To prove (3.90), we use the quantum Stam inequality in the form (3.77), that for our
K-partite input reads J1(t)

. . .

JK(t)

 ≥
 MT

1
...

MT
K

 JY (t)
(
M1 . . . MK

)
. (3.91)

Multiplying on the left by
(
µ1(t)λ1M

−T
1 . . . µK(t)λKM

−T
K

)
and on the right by its trans-

pose, we get

K∑
α=1

λ2
α µα(t)2 MT

α Jα(t) M−1
α ≥

(
K∑
α=1

λα µα(t)

)2

JY (t) , (3.92)

and (3.90) follows upon taking the trace with γ and recalling (3.49).

3.3.9 Asymptotic scaling

In this Section we show that the rate (3.37) tends to 1 for t → ∞, concluding then the
proof of the EPI.

For this purpose, we first prove that for any strictly positive matrix γ > 0 the entropy
of et L(γ)(ρ̂) for t→∞ is asymptotically

S
(
et L(γ)(ρ̂)

)
= n ln

t

2
+

1

2
ln det γ + n+O

(
1

t

)
. (3.93)

A lower bound for the entropy

A lower bound for the entropy follows on expressing the state ρ̂ in terms of its generalized
Husimi function (see Section A.6 of Appendix A).

We define

t1 =
1

νmin

, (3.94)
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where νmin is the minimum symplectic eigenvalue of γ. We have then

t1 γ ≥ ±i∆ , (3.95)

and we can exploit the generalized Husimi representation (A.51) associated to the matrix
t1 γ:

ρ̂ =

∫
Qρ̂(x) ρ̂G(−t1γ, x) d2nx . (3.96)

For the linearity of the evolution (3.38), we can take the super-operator et L(γ) inside the
integral, and remembering (3.45) we get

et L(γ)(ρ̂) =

∫
Qρ̂(x) ρ̂G((t− t1)γ, x) d2nx . (3.97)

For t ≥ 2t1, we have
(t− t1)γ ≥ t1 γ ≥ ±i∆ , (3.98)

i.e. ρ̂G((t − t1)γ) is a proper quantum state. Since Qρ̂(x) is a probability distribution,
the concavity of the von Neumann entropy implies

S
(
et L(γ)(ρ̂)

)
≥ S (ρ̂G((t− t1)γ)) = n ln

t

2
+

1

2
ln det γ + n+O

(
1

t

)
, (3.99)

where we have used Eq. (A.41) of Appendix A.

An upper bound for the entropy

Given a state ρ̂, let ρ̂G be the centered Gaussian state with the same covariance matrix.
It is then possible to prove [66] that S (ρ̂G) ≥ S (ρ̂). Let σ be the covariance matrix of ρ̂,
respectively. Then, (3.43) implies(

et L(γ)ρ̂
)
G

= ρ̂G(σ + tγ) , (3.100)

so that
S
(
et L(γ)ρ̂

)
≤ S (ρ̂G(σ + tγ)) . (3.101)

Let t2 be the maximum eigenvalue of σ γ−1 (γ and σ are strictly positive, so γ−1 exists
and t2 is finite and strictly positive). Then,

σ ≤ t2 γ (3.102)

(to see this, it is sufficient to choose a basis in which γ = I2n). We remind that given two
covariance matrices σ′ ≤ σ′′, the Gaussian state ρ̂σ′′ can be obtained applying an additive
noise channel to ρ̂σ′ . Since such channel is unital, it always increases the entropy, so we
have S(ρ̂σ′) ≤ S(ρ̂σ′′). Applying this to σ + tγ ≤ (t2 + t)γ, we get again

S (ρ̂G(σ + tγ)) ≤ S (ρ̂G((t2 + t)γ)) = n ln
t

2
+

1

2
ln det γ + n+O

(
1

t

)
, (3.103)

where we have used (A.41) again.
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Scaling of the rate

From Section 3.3.3 we can see that for our evolutions if Mα is invertible det γα = 1, so

µα(t) =
e

2
tα(t) +O (1) , (3.104)

and similarly

µY (t) =
e

2
tY (t) +O (1) . (3.105)

Replacing this into (3.37), and remembering that if Mα is not invertible, then λα = 0 and
the corresponding terms vanish, from (3.53) it easily follows that such quantity tends to
1 in the t→∞ limit.

3.4 The Entropy Photon-number Inequality

The quantum EPI (3.35) is not saturated by Gaussian states with proportional covariance
matrices, and then it is not sufficient to determine the minimum entropy of Y for fixed
entropies of X1 and X2. However, as in the classical case, Gaussian states with propor-
tional covariance matrices are conjectured to be the solution to this optimization problem.
This belief has led to conjecture the Entropy Photon number Inequality (EPnI) [27, 28]:

N(ρ̂Y )
?

≥ λ N(ρ̂1) + (1− λ) N(ρ̂2) . (3.106)

Here

g(N) = (N + 1) ln(N + 1)−N lnN (3.107)

is the entropy of a single mode thermal Gaussian state with mean photon number N (see
Section A.5.1 of Appendix A), and

N(ρ̂) = g−1 (S(ρ̂)/n) (3.108)

is the mean photon number per mode of an n-mode thermal Gaussian state with the
same entropy of ρ̂. Indeed, the EPnI states exactly that fixing the input entropies S1,
S2, the output entropy SY is minimum when the inputs are Gaussian with proportional
covariance matrices. Since the qEPI (3.35) is not saturated by Gaussian states with
proportional covariance matrices (unless they have also the same entropy), it is weaker
than (and it is actually implied by) the EPnI (3.106), so our proof of qEPI does not imply
the EPnI, which still remains an open conjecture.

We show in Section A.8 of Appendix A that the EPnI (3.106) holds for any couple
of n-mode Gaussian states. In Chapter 5 we prove the EPnI (3.106) in the one-mode
case when the second input is chosen to be the vacuum. Moreover, as we are going to
show, the validity of the qEPI imposes a very tight bound (of the order of 0.132) on the
maximum allowed violation of the EPnI (3.106).

The map eS(ρ̂)/n 7→ N(ρ̂) from the entropy power to the entropy photon-number is
the function f(x) ≡ g−1(ln(x)) defined on the interval [1,∞]. Unfortunately it is convex
and we cannot obtain the EPnI (3.106) from (3.35). Fortunately however, f(x) is not
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too convex and is well approximated by a linear function. It is easy to show indeed (see
Section 3.4.1) that

f(x) = −1/2 + x/e+ δ(x) , (3.109)

where
0 ≤ δ(x) ≤ δ(1) = 1/2− 1/e ' 0.132 . (3.110)

This directly implies that the entropy photon number inequality is valid up to such a
small error,

N(ρY )− λ N(ρ1)− (1− λ) N(ρ2) ≥ 1/e− 1/2 . (3.111)

We also conjecture that the EPnI can be extended to the most general multimode
scenario, i.e. that upon fixing the entropy of each input of the channel defined in (3.20),
the output entropy is still minimized by Gaussian input states. This multimode EPnI
would be an improvement of our EPI (3.33), since it would imply it. However, it cannot
be written with elementary functions as an inequality on the output entropy, since the
optimization over all the Gaussian input states cannot be performed analytically.

3.4.1 Proof of the bound

We want to evaluate how close is our qEPI (3.35) to the EPnI (3.106) and prove (3.111).
The qEPI (3.35) implies for the output entropy photon number

NY ≥ g−1
(
ln
(
λ eg(N1) + (1− λ) eg(N2)

))
. (3.112)

The EPnI (3.106) is stronger than the EPI (3.35), and in fact

g−1
(
ln
(
λ eg(N1) + (1− λ) eg(N2)

))
≤ λ N1 + (1− λ) N2 , (3.113)

since the function g−1 (ln (x)) is increasing and convex. Since eg(N) for N →∞ goes like

eg(N) = e

(
N +

1

2

)
+O

(
1

N

)
, (3.114)

we have for x→∞
g−1 (lnx) =

x

e
− 1

2
+O

(
1

x

)
. (3.115)

If we define

δ(x) ≡ g−1 (lnx)− x

e
+

1

2
, (3.116)

δ is convex, decreasing and
lim
x→∞

δ(x) = 0 . (3.117)

We can also evaluate

δ(1) =
1

2
− 1

e
, (3.118)

and for any x1, x2 ≥ 1 we have

δ(λ x1 + (1− λ) x2) ≥ λ δ(x1) + (1− λ) δ(x2)−
(

1

2
− 1

e

)
. (3.119)

Giacomo De Palma Gaussian optimizers in quantum information 43



3. The quantum Entropy Power Inequality

Since

g−1 (ln (λ x1 + (1− λ) x2))− λ g−1 (lnx1)− (1− λ) g−1 (lnx2) =

= δ (λ x1 + (1− λ) x2)− λ δ(x1)− (1− λ) δ(x2) , (3.120)

in the case x1 = eS1 , x2 = eS2 we get

g−1
(
ln
(
λ eS1 + (1− λ) eS2

))
− λ N1 − (1− λ) N2 =

= δ
(
λ eS1 + (1− λ) eS2

)
− λ δ(eS1)− (1− λ) δ(eS2) , (3.121)

and we can conclude from (3.112) that

NY ≥ λ N1 + (1− λ) N2 + δ(λ eS1 + (1− λ) eS2)− λ δ(eS1)− (1− λ) δ(eS2) ≥

≥ λ N1 + (1− λ) N2 −
(

1

2
− 1

e

)
, (3.122)

so the (3.106) violation can be at most

1

2
− 1

e
' 0.132 . (3.123)

3.5 The constrained minimum output entropy con-

jecture

Recently the so called minimum output entropy conjecture has been proved (see [14,16,18]
and Section 2.6). It claims that the output entropy of a gauge-covariant Gaussian channel
is minimum when the input is the vacuum. A large class of physically relevant gauge-
covariant Gaussian channels can be constructed with the beamsplitter defined in Eqs.
(3.27) and (3.28) taking as second input ρ̂2 a fixed Gaussian thermal state. In this setup,
the EPnI implies that the entropy of the output SY is minimum when the first input ρ̂1

is the vacuum, i.e. the MOE conjecture. A more general problem [27,28] is to determine
what is the minimum output entropy SY with the constraint that the entropy of the first
input S1 is fixed to some value S̄ > 0. For simplicity, we concentrate on the one-mode
case and we fix the second input to be the vacuum:

ρ̂2 = |0〉〈0| . (3.124)

It is easy to show that the EPnI (3.106) implies that the minimum of SY is achieved by
the Gaussian thermal state with entropy S̄, corresponding to an output entropy of

SY = g
(
λ g−1

(
S̄
))

. (3.125)

We will prove (3.125) in Chapter 5. Here we use our qEPI to obtain a tight lower bound
on SY . The bound follows directly from (3.35) for S2 = 0 and can be expressed as

SY ≥ ln
[
λ eS̄ + (1− λ)

]
. (3.126)

The RHS of (3.126) is extremely close to the conjectured minimum g
(
λg−1

(
S̄
))

. Indeed
the error between the two quantities

∆(S̄, λ) = g
(
λg−1

(
S̄
))
− ln

[
λeS̄ + (1− λ)

]
(3.127)

is bounded by ∼ 0.107 and moreover it decays to zero in large part of the parameter
space (S̄, λ) (see Fig. 3.3).
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Figure 3.3: a Plot of the output entropies as functions of λ and for different input en-
tropies S̄ = 0.5, 1, 1.5. In full lines are the entropy achievable with a Gaus-
sian input state while the dotted lines represent the lower bound (3.126).
The corresponding minimum output entropies are necessarily constrained
within the green regions. We notice that larger values of input entropies
S̄ are not considered in this plot because the Gaussian ansatz and the
bound becomes practically indistinguishable. b Maximum allowed viola-
tion ∆(S̄, λ) of the generalized minimum output entropy conjecture. The
two axes are the input entropy S̄ and the beamsplitter transmissivity λ.

3.6 Conclusion

Understanding the complex physics of continuous variable quantum systems [8] represents
a fundamental challenge of modern science which is crucial for developing an information
technology capable of taking full advantage of quantum effects [6, 9]. This task appears
now to be within our grasp due to a series of very recent works which have solved a
collection of long standing conjectures. Specifically, the minimum output entropy and
output majorization conjectures (proposed in Ref. [15] and solved in Ref.’s [16] and [18]
respectively), the optimal Gaussian ensemble and the additivity conjecture (proposed
in [67] and solved in Ref. [16]), the optimality of Gaussian decomposition in the calculation
of entanglement of formation [79] and of Gaussian discord [80,81] for two-mode gaussian
states (both solved in Ref. [14]), the proof of the strong converse of the classical capacity
theorem [82].

This result represents a fundamental further step in this direction by extending the
proof of [36] for the qEPI conjecture to the most general multimode scenario.
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Chapter 4

Optimal inputs: passive states

The passive states of a quantum system minimize the average energy for fixed spectrum.
In this Chapter we prove that these states are the optimal inputs of one-mode gauge-
covariant Gaussian quantum channels, in the sense that the output generated by a passive
state majorizes the output generated by any other state with the same spectrum. This
result reduces the constrained quantum minimum output entropy conjecture (Proposition
2.6) to a problem on discrete classical probability distributions.

The Chapter is based on

[45] G. De Palma, D. Trevisan, and V. Giovannetti, “Passive States Optimize the Out-
put of Bosonic Gaussian Quantum Channels,” IEEE Transactions on Information
Theory, vol. 62, no. 5, pp. 2895–2906, May 2016.
http://ieeexplore.ieee.org/xpl/articleDetails.jsp?arnumber=7442587

4.1 Introduction

The minimum von Neumann entropy at the output of a quantum communication channel
can be crucial for the determination of its classical communication capacity (see [2] and
Section 2.6).

Most communication schemes encode the information into pulses of electromagnetic
radiation, that travels through metal wires, optical fibers or free space and is unavoidably
affected by attenuation and noise. The gauge-covariant quantum Gaussian channels [2]
presented in Chapter 2 provide a faithful model for these effects, and are characterized
by the property of preserving the thermal states of electromagnetic radiation.

It has been recently proved (see [11, 16–18] and Section 2.6) that the output entropy
of any gauge-covariant Gaussian quantum channel is minimized when the input state is
the vacuum. This result has permitted the determination of the classical information
capacity of this class of channels [14].

However, it is not sufficient to determine the triple trade-off region of the same class
of channels [25,26], nor the capacity region of the Gaussian quantum broadcast channel.
Indeed, the solutions of these problems both rely on the still unproven constrained mini-
mum output entropy conjecture 2.6, stating that Gaussian thermal input states minimize
the output von Neumann entropy of a quantum-limited attenuator among all the states
with a given entropy (see [21, 22] and Sections 2.8, 2.9 and 2.10). This still unproven
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result would follow from a stronger conjecture, the Entropy Photon-number Inequality
(EPnI) (see [28] and Section 3.4), stating that Gaussian states with proportional covari-
ance matrices minimize the output von Neumann entropy of a beamsplitter among all
the couples of input states, each one with a given entropy.

Actually, Ref.’s [11, 17, 18] do not only prove that the vacuum minimizes the output
entropy of any gauge-covariant quantum Gaussian channel. They also prove that the
output generated by the vacuum majorizes the output generated by any other state, i.e.
applying a convex combination of unitary operators to the former, we can obtain any of
the latter states (see Section 2.7). In this Chapter we go in the same direction, and prove
a generalization of this result valid for any one-mode gauge-covariant quantum Gaussian
channel. Our result states that the output generated by any quantum state is majorized
by the output generated by the state with the same spectrum diagonal in the Fock basis
and with decreasing eigenvalues, i.e. by the state which is passive [39–41] with respect to
the number operator (see [42–44] for the use of passive states in the context of quantum
thermodynamics). This can be understood as follows: among all the states with a given
spectrum, the one diagonal in the Fock basis with decreasing eigenvalues produces the less
noisy output. All the states with a given spectrum have the same von Neumann entropy.
Then, our result implies that the input state minimizing the output entropy for fixed
input entropy is certainly diagonal in the Fock basis. This reduces the minimum output
entropy quantum problem to a problem on discrete classical probability distributions.

We will solve this reduced problem in Chapter 5, where we prove that Gaussian
thermal input states minimize the output entropy of the one-mode quantum attenuator
for fixed input entropy.

Thanks to the classification of one-mode Gaussian channels in terms of unitary equiv-
alence [2, 83], we extend the result of this Chapter to the channels that are not gauge-
covariant with the exception of the singular cases A2) and B1), for which we show that
an optimal basis does not exist.

We also point out that the classical channel acting on discrete probability distributions
associated to the restriction of the quantum-limited attenuator to states diagonal in the
Fock basis coincides with the channel already known in the probability literature under
the name of thinning. First introduced by Rényi [84] as a discrete analog of the rescaling of
a continuous random variable, the thinning has been recently involved in discrete versions
of the central limit theorem [85–87] and of the Entropy Power Inequality [88, 89]. In
particular, the Restricted Thinned Entropy Power Inequality [89] states that the Poisson
probability distribution minimizes the output Shannon entropy of the thinning among all
the ultra log-concave input probability distributions with a given Shannon entropy.

The Chapter is organized as follows. In Section 4.2 we introduce the Gaussian quan-
tum channels. The Fock rearrangement is defined in Section 4.3, while Section 4.4 defines
the notion of Fock optimality and proves some of its properties. The main theorem is
proved in Section 4.5, and the case of a generic not gauge-covariant Gaussian channel
is treated in Section 4.6. Section 4.7 links our result to the thinning operation, and we
conclude in Section 4.8.
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4.2 Preliminaries

In this Section we recall some properties of Gaussian quantum channels. For more details,
see Sections 2.3 and A.7, and the books [2, 60,90].

We consider a one-mode Gaussian quantum system (see Section 2.1), i.e. the Hilbert
space H of one harmonic oscillator. H has a countable orthonormal basis

{|n〉}n∈N , 〈m|n〉 = δmn (4.1)

called the Fock basis, on which the ladder operator â acts as

â |n〉 =
√
n |n− 1〉 , â† |n〉 =

√
n+ 1 |n+ 1〉 . (4.2)

For one mode, the Hamiltonian (2.10) reduces to

N̂ = â†â , (4.3)

satisfying
N̂ |n〉 = n |n〉 . (4.4)

Lemma 4.1. The quantum-limited attenuator of parameter 0 ≤ λ ≤ 1 (see Section 2.3.1)
admits the explicit representation

Φλ

(
X̂
)

=
∞∑
l=0

(1− λ)l

l!
λ
N̂
2 âl X̂

(
â†
)l
λ
N̂
2 (4.5)

for any trace-class operator X̂. Then, if X̂ is diagonal in the Fock basis, Φλ

(
X̂
)

is

diagonal in the same basis for any 0 ≤ λ ≤ 1 also.

Proof. The channel Φλ admits the Kraus decomposition (see Eq. (4.5) of [91])

Φλ

(
X̂
)

=
∞∑
l=0

B̂l X̂ B̂†l , (4.6)

where

B̂l =
∞∑
m=0

√(
m+ l

l

)
(1− λ)

l
2 λ

m
2 |m〉〈m+ l| , l ∈ N . (4.7)

Using (4.2), we have

âl =
∞∑
m=0

√
l!

(
m+ l

l

)
|m〉〈m+ l| , (4.8)

and the claim easily follows.

Lemma 4.2. The quantum-limited attenuator of parameter λ = e−t with t ≥ 0 can be
written as the exponential of a Lindbladian L, i.e. Φλ = etL, where

L
(
X̂
)

= â X̂ â† − 1

2
â†â X̂ − 1

2
X̂ â†â (4.9)

for any trace-class operator X̂.
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Proof. Putting λ = e−t into (4.5) and differentiating with respect to t we have for any
trace-class operator X̂

d

dt
Φλ

(
X̂
)

= L
(

Φλ

(
X̂
))

, (4.10)

where L is the Lindbladian given by (4.9).

Lemma 4.3. Let

X̂ =
∞∑
k=0

xk |ψk〉〈ψk| , 〈ψk|ψl〉 = δkl , x0 ≥ x1 ≥ . . . (4.11)

be a self-adjoint Hilbert-Schmidt operator. Then, the projectors

Π̂n =
n∑
k=0

|ψk〉〈ψk| (4.12)

satisfy

Tr
[
Π̂n X̂

]
=

n∑
k=0

xk . (4.13)

Proof. Easily follows from an explicit computation.

Lemma 4.4 (Ky Fan’s Maximum Principle). Let X̂ be a positive Hilbert-Schmidt operator
with eigenvalues {xk}k∈N in decreasing order, i.e. x0 ≥ x1 ≥ . . . , and let P̂ be a projector
of rank n+ 1. Then

Tr
[
P̂ X̂

]
≤

n∑
k=0

xk . (4.14)

Proof. (See also [92, 93]). Let us diagonalize X̂ as in (4.11). The proof proceeds by
induction on n. Let P̂ have rank one. Since

X̂ ≤ x0 Î , (4.15)

we have
Tr
[
P̂ X̂

]
≤ x0 . (4.16)

Suppose now that (4.14) holds for any rank-n projector. Let P̂ be a projector of rank
n+1. Its support then certainly contains a vector |ψ〉 orthogonal to the support of Π̂n−1,
that has rank n. We can choose |ψ〉 normalized (i.e. 〈ψ|ψ〉 = 1), and define the rank-n
projector

Q̂ = P̂ − |ψ〉〈ψ| . (4.17)

By the induction hypothesis on Q̂,

Tr
[
P̂ X̂

]
= Tr

[
Q̂ X̂

]
+ 〈ψ|X̂|ψ〉 ≤

n−1∑
k=0

xk + 〈ψ|X̂|ψ〉 . (4.18)

Since |ψ〉 is in the support of Î− Π̂n−1, and(
Î− Π̂n−1

)
X̂
(
Î− Π̂n−1

)
≤ xn Î , (4.19)
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we have
〈ψ|X̂|ψ〉 ≤ xn , (4.20)

and this concludes the proof.

Lemma 4.5. Let X̂ and Ŷ be positive Hilbert-Schmidt operators (see (A.11) in Appendix
A) with eigenvalues in decreasing order {xn}n∈N and {yn}n∈N, respectively. Then,

∞∑
n=0

(xn − yn)2 ≤
∥∥∥X̂ − Ŷ ∥∥∥2

2
. (4.21)

Proof. We have∥∥∥X̂ − Ŷ ∥∥∥2

2
−
∞∑
n=0

(xn − yn)2 = 2
∞∑
n=0

xnyn − 2Tr
[
X̂Ŷ

]
≥ 0 . (4.22)

To prove the inequality in (4.22), let us diagonalize X̂ as in (4.11). We then also have

X̂ =
∞∑
n=0

(xn − xn+1) Π̂n , (4.23)

where

Π̂n =
n∑
k=0

|ψk〉〈ψk| . (4.24)

We then have

Tr
[
X̂ Ŷ

]
=
∞∑
n=0

(xn − xn+1) Tr
[
Π̂n Ŷ

]
≤

∞∑
n=0

(xn − xn+1)
n∑
k=0

yk =
∞∑
n=0

xn yn , (4.25)

where we have used Ky Fan’s Maximum Principle (Lemma 4.4) and rearranged the sum
(see also the Supplemental Material of [94]).

4.3 Fock rearrangement

In order to state our main theorem, we need the following:

Definition 4.6 (Fock rearrangement). Let X̂ be a positive trace-class operator with
eigenvalues {xn}n∈N in decreasing order. We define its Fock rearrangement as

X̂↓ :=
∞∑
n=0

xn |n〉〈n| . (4.26)

If X̂ coincides with its own Fock rearrangement, i.e. X̂ = X̂↓, we say that it is passive
[39–41] with respect to the Hamiltonian N̂ . For simplicity, in the following we will always
assume N̂ to be the reference Hamiltonian, and an operator with X̂ = X̂↓ will be called
simply passive.
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Remark 4.7. The Fock rearrangement of any projector Π̂n of rank n+ 1 is the projector
onto the first n+ 1 Fock states:

Π̂↓n =
n∑
i=0

|i〉〈i| . (4.27)

We recall that a quantum operation has the same definition of a quantum channel,
but it is not required to be trace-preserving (see Section 2.3). We define the notion of
passive-preserving quantum operation, that will be useful in the following.

Definition 4.8 (Passive-preserving quantum operation). We say that a quantum op-

eration Φ is passive-preserving if Φ
(
X̂
)

is passive for any passive positive trace-class

operator X̂.

We will also need these lemmata:

Lemma 4.9. For any self-adjoint trace-class operator X̂,

lim
N→∞

∥∥∥Π̂↓N X̂ Π̂↓N − X̂
∥∥∥

2
= 0 , (4.28)

where the Π̂↓N are the projectors onto the first N + 1 Fock states defined in (4.27).

Proof. We have∥∥∥Π̂↓NX̂Π̂↓N − X̂
∥∥∥2

2
= Tr

[
X̂
(
Î + Π̂↓N

)
X̂
(
Î− Π̂↓N

)]
≤ 2 Tr

[
X̂2
(
Î− Π̂↓N

)]
=

= 2
∞∑

n=N+1

〈n|X̂2|n〉 , (4.29)

where we have used that Î + Π̂↓N ≤ 2 Î . Since X̂ has finite trace-norm, also its Hilbert-
Schmidt norm is finite, the sum in (4.29) converges, and its tail tends to zero for N →
∞.

Lemma 4.10. A positive trace-class operator X̂ is passive iff for any finite-rank projector
P̂

Tr
[
P̂ X̂

]
≤ Tr

[
P̂ ↓ X̂

]
. (4.30)

Proof. First, let us suppose that X̂ is passive with eigenvalues {xn}n∈N in decreasing
order, and let P̂ have rank n+ 1. Then, by Lemma 4.4

Tr
[
P̂ X̂

]
≤

n∑
i=0

xi = Tr
[
P̂ ↓ X̂

]
. (4.31)

Let us now suppose that (4.30) holds for any finite-rank projector. Let us diagonalize
X̂ as in (4.11). Putting into (4.30) the projectors Π̂n defined in (4.12),

n∑
i=0

xi = Tr
[
Π̂n X̂

]
≤ Tr

[
Π̂↓n X̂

]
≤

n∑
i=0

xi , (4.32)
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where we have again used Lemma 4.4. It follows that for any n ∈ N

Tr
[
Π̂↓n X̂

]
=

n∑
i=0

xi , (4.33)

and

〈n|X̂|n〉 = xn . (4.34)

It is then easy to prove by induction on n that

X̂ =
∞∑
n=0

xn |n〉〈n| , (4.35)

i.e. X̂ is passive.

Lemma 4.11. Let
{
X̂n

}
n∈N

be a sequence of positive trace-class operators with X̂n pas-

sive for any n ∈ N. Then also
∑∞

n=0 X̂n is passive, provided that its trace is finite.

Proof. Follows easily from the definition of Fock rearrangement.

Lemma 4.12. Let Φ be a quantum operation. Let us suppose that Φ
(

Π̂
)

is passive for

any passive finite-rank projector Π̂. Then, Φ is passive-preserving.

Proof. Choose a passive operator

X̂ =
∞∑
n=0

xn |n〉〈n| , (4.36)

with {xn}n∈N positive and decreasing. We then also have

X̂ =
∞∑
n=0

zn Π̂↓n , (4.37)

where the Π̂↓n are defined in (4.27), and

zn = xn − xn+1 ≥ 0 . (4.38)

Since by hypothesis Φ
(

Π̂↓n

)
is passive for any n ∈ N, according to Lemma 4.11 also

Φ
(
X̂
)

=
∞∑
n=0

zn Φ
(

Π̂↓n

)
(4.39)

is passive.

Lemma 4.13. Let X̂ and Ŷ be positive trace-class operators.
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1. Let us suppose that for any finite-rank projector Π̂

Tr
[
Π̂ X̂

]
≤ Tr

[
Π̂↓ Ŷ

]
. (4.40)

Then X̂ ≺w Ŷ (see Section 2.7 for the definition of weak submajorization).

2. Let Ŷ be passive, and let us suppose that X̂ ≺w Ŷ . Then (4.40) holds for any
finite-rank projector Π̂.

Proof. Let {xn}n∈N and {yn}n∈N be the eigenvalues in decreasing order of X̂ and Ŷ ,
respectively, and let us diagonalize X̂ as in (4.11).

1. Let us first suppose that (4.40) holds for any finite-rank projector Π̂. For any n ∈ N
we have

n∑
i=0

xi = Tr
[
Π̂n X̂

]
≤ Tr

[
Π̂↓n Ŷ

]
≤

n∑
i=0

yi , (4.41)

where the Π̂n are defined in (4.12) and we have used Lemma 4.4. Then x ≺w y,
and X̂ ≺w Ŷ .

2. Let us now suppose that X̂ ≺w Ŷ and Ŷ = Ŷ ↓. Then, for any n ∈ N and any
projector Π̂ of rank n+ 1,

Tr
[
Π̂ X̂

]
≤

n∑
i=0

xi ≤
n∑
i=0

yi = Tr
[
Π̂↓ Ŷ

]
, (4.42)

where we have used Lemma 4.4 again.

Lemma 4.14. Let Ŷ and Ẑ be positive trace-class operators with Ŷ ≺w Ẑ = Ẑ↓. Then,
for any positive trace-class operator X̂,

Tr
[
X̂ Ŷ

]
≤ Tr

[
X̂↓ Ẑ

]
. (4.43)

Proof. Let us diagonalize X̂ as in (4.11). Then, it can be rewritten as

X̂ =
∞∑
n=0

dn Π̂n , (4.44)

where the projectors Π̂n are as in (4.12) and

dn = xn − xn+1 ≥ 0 . (4.45)

The Fock rearrangement of X̂ is

X̂↓ =
∞∑
n=0

dn Π̂↓n . (4.46)

We then have from Lemma 4.13

Tr
[
X̂ Ŷ

]
=
∞∑
n=0

dn Tr
[
Π̂n Ŷ

]
≤

∞∑
n=0

dn Tr
[
Π̂↓n Ẑ

]
= Tr

[
X̂↓ Ẑ

]
. (4.47)
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Lemma 4.15. Let
{
X̂n

}
n∈N

and
{
Ŷn

}
n∈N

be two sequences of positive trace-class oper-

ators, with Ŷn = Ŷ ↓n and X̂n ≺w Ŷn for any n ∈ N. Then

∞∑
n=0

X̂n ≺w
∞∑
n=0

Ŷn , (4.48)

provided that both sides have finite traces.

Proof. Let P̂ be a finite-rank projector. Since X̂n ≺w Ŷn and Yn = Y ↓n , by the second
part of Lemma 4.13

Tr
[
P̂ X̂n

]
≤ Tr

[
P̂ ↓ Ŷn

]
∀ n ∈ N . (4.49)

Then,

Tr

[
P̂

∞∑
n=0

X̂n

]
≤ Tr

[
P̂ ↓

∞∑
n=0

Ŷn

]
, (4.50)

and the submajorization follows from the first part of Lemma 4.13.

Lemma 4.16. The Fock rearrangement is continuous in the Hilbert-Schmidt norm.

Proof. Let X̂ and Ŷ be trace-class operators, with eigenvalues in decreasing order {xn}n∈N
and {yn}n∈N, respectively. We then have∥∥∥X̂↓ − Ŷ ↓∥∥∥2

2
=
∞∑
n=0

(xn − yn)2 ≤
∥∥∥X̂ − Ŷ ∥∥∥2

2
, (4.51)

where we have used Lemma 4.5.

4.4 Fock-optimal quantum operations

We will prove that any gauge-covariant Gaussian quantum channel satisfies this property:

Definition 4.17 (Fock-optimal quantum operation). We say that a quantum operation
Φ is Fock-optimal if for any positive trace-class operator X̂

Φ
(
X̂
)
≺w Φ

(
X̂↓
)
, (4.52)

i.e. Fock-rearranging the input always makes the output less noisy, or among all the
quantum states with a given spectrum, the passive one generates the least noisy output
(see Section 2.7 for the definitions of majorization and weak submajorization).

Remark 4.18. If Φ is trace-preserving, weak sub-majorization in (4.52) can be equivalently
replaced by majorization.

We can now state the main result of the Chapter:

Theorem 4.19. Any one-mode gauge-covariant Gaussian quantum channel is passive-
preserving and Fock-optimal.
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Proof. See Section 4.5.

Corollary 4.20. Any linear combination with positive coefficients of gauge-covariant
quantum Gaussian channels is Fock-optimal.

Proof. Follows from Theorem 4.19 and Lemma 4.26.

In the remainder of this Section, we prove some general properties of Fock-optimality
that will be needed in the main proof.

Lemma 4.21. Let Φ be a passive-preserving quantum operation. If for any finite-rank
projector P̂

Φ
(
P̂
)
≺w Φ

(
P̂ ↓
)
, (4.53)

then Φ is Fock-optimal.

Proof. Let X̂ be a positive trace-class operator as in (4.44), with Fock rearrangement as
in (4.46). Since Φ is passive-preserving, for any n ∈ N

Φ
(

Π̂n

)
≺w Φ

(
Π̂↓n

)
= Φ

(
Π̂↓n

)↓
. (4.54)

Then we can apply Lemma 4.15 to

Φ
(
X̂
)

=
∞∑
n=0

dn Φ
(

Π̂n

)
≺w

∞∑
n=0

dn Φ
(

Π̂↓n

)
= Φ

(
X̂↓
)
, (4.55)

and the claim follows.

Lemma 4.22. A quantum operation Φ is passive-preserving and Fock-optimal iff

Tr
[
Q̂ Φ

(
P̂
)]
≤ Tr

[
Q̂↓ Φ

(
P̂ ↓
)]

(4.56)

for any two finite-rank projectors Q̂ and P̂ .

Proof. Let us first suppose that Φ is passive-preserving and Fock-optimal, and let P̂ and
Q̂ be finite-rank projectors. Then

Φ
(
P̂
)
≺w Φ

(
P̂ ↓
)

= Φ
(
P̂ ↓
)↓

, (4.57)

and (4.56) follows from Lemma 4.13.
Let us now suppose that (4.56) holds for any finite-rank projectors P̂ and Q̂. Choosing

P̂ passive, we get

Tr
[
Q̂ Φ

(
P̂
)]
≤ Tr

[
Q̂↓ Φ

(
P̂
)]

, (4.58)

and from Lemma 4.10 also Φ
(
P̂
)

is passive, so from Lemma 4.12 Φ is passive-preserving.

Choosing now a generic P̂ , by Lemma 4.13

Φ
(
P̂
)
≺w Φ

(
P̂ ↓
)
, (4.59)

and from Lemma 4.21 Φ is also Fock-optimal.
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We can now prove the two fundamental properties of Fock-optimality:

Theorem 4.23. Let Φ be a quantum operation with the restriction of its Hilbert-Schmidt
dual Φ† (see (A.59) in Appendix A) to trace-class operators continuous in the trace norm.
Then, Φ is passive-preserving and Fock-optimal iff Φ† is passive-preserving and Fock-
optimal.

Proof. Condition (4.56) can be rewritten as

Tr
[
Φ†
(
Q̂
)
P̂
]
≤ Tr

[
Φ†
(
Q̂↓
)
P̂ ↓
]
, (4.60)

and is therefore symmetric for Φ and Φ†.

Theorem 4.24. Let Φ1 and Φ2 be passive-preserving and Fock-optimal quantum oper-
ations with the restriction of Φ†2 to trace-class operators continuous in the trace norm.
Then, their composition Φ2 ◦ Φ1 is also passive-preserving and Fock-optimal.

Proof. Let P̂ and Q̂ be finite-rank projectors. Since Φ2 is Fock-optimal and passive-
preserving,

Φ2

(
Φ1

(
P̂
))
≺w Φ2

(
Φ1

(
P̂
)↓)

= Φ2

(
Φ1

(
P̂
)↓)↓

, (4.61)

and by Lemma 4.13

Tr
[
Q̂ Φ2

(
Φ1

(
P̂
))]
≤ Tr

[
Q̂↓ Φ2

(
Φ1

(
P̂
)↓)]

= Tr

[
Φ†2

(
Q̂↓
)

Φ1

(
P̂
)↓]

. (4.62)

Since Φ1 is Fock-optimal and passive-preserving,

Φ1

(
P̂
)↓
≺w Φ1

(
P̂ ↓
)

= Φ1

(
P̂ ↓
)↓

. (4.63)

From Theorem 4.23 also Φ†2 is passive-preserving, and Φ†2

(
Q̂↓
)

is passive. Lemma 4.14

implies then

Tr

[
Φ†2

(
Q̂↓
)

Φ1

(
P̂
)↓]
≤ Tr

[
Φ†2

(
Q̂↓
)

Φ1

(
P̂ ↓
)]

= Tr
[
Q̂↓ Φ2

(
Φ1

(
P̂ ↓
))]

, (4.64)

and the claim follows from Lemma 4.22 combining (4.64) with (4.62).

Lemma 4.25. Let Φ be a quantum operation continuous in the Hilbert-Schmidt norm.
Let us suppose that for any N ∈ N its restriction to the span of the first N+1 Fock states
is passive-preserving and Fock-optimal, i.e. for any positive operator X̂ supported on the
span of the first N + 1 Fock states

Φ
(
X̂
)
≺w Φ

(
X̂↓
)

= Φ
(
X̂↓
)↓

. (4.65)

Then, Φ is passive-preserving and Fock-optimal.
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Proof. Let P̂ and Q̂ be two generic finite-rank projectors. Since the restriction of Φ to
the support of Π̂↓N is Fock-optimal and passive-preserving,

Φ
(

Π̂↓N P̂ Π̂↓N

)
≺w Φ

((
Π̂↓N P̂ Π̂↓N

)↓)
=

(
Φ

((
Π̂↓N P̂ Π̂↓N

)↓))↓
. (4.66)

Then, from Lemma 4.13

Tr
[
Q̂ Φ

(
Π̂↓N P̂ Π̂↓N

)]
≤ Tr

[
Q̂↓ Φ

((
Π̂↓N P̂ Π̂↓N

)↓)]
. (4.67)

From Lemma 4.9, ∥∥∥Π̂↓N P̂ Π̂↓N − P̂
∥∥∥

2
→ 0 for N →∞ , (4.68)

and since Φ, the Fock rearrangement (see Lemma 4.16) and the Hilbert-Schmidt product
are continuous in the Hilbert-Schmidt norm, we can take the limit N →∞ in (4.67) and
get

Tr
[
Q̂ Φ

(
P̂
)]
≤ Tr

[
Q̂↓ Φ

(
P̂ ↓
)]

. (4.69)

The claim now follows from Lemma 4.22.

Lemma 4.26. Let Φ1 and Φ2 be Fock-optimal and passive-preserving quantum operations.
Then, also Φ1 + Φ2 is Fock-optimal and passive-preserving.

Proof. Easily follows from Lemma 4.22.

4.5 Proof of the main Theorem

First, we can reduce the problem to the quantum-limited attenuator:

Lemma 4.27. If the quantum-limited attenuator is passive-preserving and Fock-optimal,
the property extends to any gauge-covariant quantum Gaussian channel.

Proof. From Section A.7.1 of Appendix A, any quantum gauge-covariant Gaussian chan-
nel can be obtained composing a quantum-limited attenuator with a quantum-limited
amplifier. Moreover, the Hilbert-Schmidt dual of a quantum-limited amplifier is pro-
portional to a quantum-limited attenuator, and from Lemma 4.23 also the amplifier is
passive-preserving and Fock-optimal. Finally, the claim follows from Theorem 4.24.

By Lemma 4.25, we can restrict to quantum states ρ̂ supported on the span of the
first N + 1 Fock states. Let now

ρ̂(t) = etL (ρ̂) , (4.70)

where L is the generator of the quantum-limited attenuator defined in (4.9). From the
explicit representation (4.5), it is easy to see that ρ̂(t) remains supported on the span of
the first N + 1 Fock states for any t ≥ 0. In finite dimension, the quantum states with
nondegenerate spectrum are dense in the set of all quantum states. Besides, the spectrum
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is a continuous function of the operator, and any linear map is continuous. Then, without
loss of generality we can suppose that ρ̂ has nondegenerate spectrum. Let

p(t) = (p0(t), . . . , pN(t)) (4.71)

be the vectors of the eigenvalues of ρ̂(t) in decreasing order, and let

sn(t) =
n∑
i=0

pi(t) , n = 0, . . . , N , (4.72)

their partial sums, that we similarly collect into the vector s(t). Let instead

p↓n(t) = 〈n|etL
(
ρ̂↓
)
|n〉 , n = 0, . . . , N (4.73)

be the eigenvalues of etL
(
ρ̂↓
)

(recall that it is diagonal in the Fock basis for any t ≥ 0),
and

s↓n(t) =
n∑
i=0

p↓i (t) , n = 0, . . . , N , (4.74)

their partial sums. We notice that p(0) = p↓(0) and then s(0) = s↓(0). Combining (4.73)
with the expression for the Lindbladian (4.9), with the help of (4.2) it is easy to see that
the eigenvalues p↓n(t) satisfy

d

dt
p↓n(t) = (n+ 1) p↓n+1(t)− n p↓n(t) , (4.75)

implying
d

dt
s↓n(t) = (n+ 1)

(
s↓n+1(t)− s↓n(t)

)
(4.76)

for their partial sums. The proof of Theorem 4.19 is a consequence of:

Lemma 4.28. The spectrum of ρ̂(t) can be degenerate at most in isolated points.

Lemma 4.29. s(t) is continuous in t, and for any t ≥ 0 such that ρ̂(t) has nondegenerate
spectrum it satisfies

d

dt
sn(t) ≤ (n+ 1)(sn+1(t)− sn(t)) , n = 0, . . . , N − 1 . (4.77)

Lemma 4.30. If s(t) is continuous in t and satisfies (4.77), then

sn(t) ≤ s↓n(t) (4.78)

for any t ≥ 0 and n = 0, . . . , N .

Lemma 4.30 implies that the quantum-limited attenuator is passive-preserving. In-
deed, let us choose ρ̂ passive. Since etL (ρ̂) is diagonal in the Fock basis, s↓n(t) is the sum
of the eigenvalues corresponding to the first n + 1 Fock states |0〉, . . . , |n〉. Since sn(t)
is the sum of the n+ 1 greatest eigenvalues, s↓n(t) ≤ sn(t). However, Lemma 4.30 implies
sn(t) = s↓n(t) for n = 0, . . . , N . Thus pn(t) = p↓n(t), so the operator etL (ρ̂) is passive for
any t, and the channel etL is passive-preserving.

Then from the definition of majorization and Lemma 4.30 again,

etL (ρ̂) ≺w etL
(
ρ̂↓
)

(4.79)

for any ρ̂, and the quantum-limited attenuator is also Fock-optimal.
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4.5.1 Proof of Lemma 4.28

The matrix elements of the operator etL (ρ̂) are analytic functions of t. The spectrum of
ρ̂(t) is degenerate iff the function

φ(t) =
∏
i 6=j

(pi(t)− pj(t)) (4.80)

vanishes. This function is a symmetric polynomial in the eigenvalues of ρ̂(t) = etL (ρ̂).
Then, for the Fundamental Theorem of Symmetric Polynomials (see e.g Theorem 3 in
Chapter 7 of [95]), φ(t) can be written as a polynomial in the elementary symmetric
polynomials in the eigenvalues of ρ̂(t). However, these polynomials coincide with the
coefficients of the characteristic polynomial of ρ̂(t), that are in turn polynomials in its
matrix elements. It follows that φ(t) can be written as a polynomial in the matrix
elements of the operator ρ̂(t). Since each of these matrix element is an analytic function
of t, also φ(t) is analytic. Since by hypothesis the spectrum of ρ̂(0) is nondegenerate, φ
cannot be identically zero, and its zeroes are isolated points.

4.5.2 Proof of Lemma 4.29

The matrix elements of the operator etL (ρ̂) are analytic (and hence continuous and dif-
ferentiable) functions of t. Then for Weyl’s Perturbation Theorem p(t) is continuous in t,
and also s(t) is continuous (see e.g. Corollary III.2.6 and the discussion at the beginning
of Chapter VI of [92]). Let ρ̂(t0) have nondegenerate spectrum. Then, ρ̂(t) has nonde-
generate spectrum for any t in a suitable neighbourhood of t0. In this neighbourhood,
we can diagonalize ρ̂(t) with

ρ̂(t) =
N∑
n=0

pn(t)|ψn(t)〉〈ψn(t)| , (4.81)

where the eigenvalues in decreasing order pn(t) are differentiable functions of t (see The-
orem 6.3.12 of [96]), and

d

dt
pn(t) = 〈ψn(t)|L (ρ̂(t)) |ψn(t)〉 . (4.82)

We then have
d

dt
sn(t) = Tr

[
Π̂n(t) L (ρ̂(t))

]
, (4.83)

where

Π̂n(t) =
n∑
i=0

|ψi(t)〉〈ψi(t)| . (4.84)

We can write

ρ̂(t) =
N∑
n=0

dn(t) Π̂n(t) , (4.85)

where
dn(t) = pn(t)− pn+1(t) ≥ 0 , (4.86)
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so that
d

dt
sn(t) =

N∑
k=0

dk(t) Tr
[
Π̂n(t) L

(
Π̂k(t)

)]
. (4.87)

With the explicit expression (4.9) for L, it is easy to prove that

N∑
k=0

dk(t) Tr
[
Π̂↓n L

(
Π̂↓k

)]
= (n+ 1)(sn+1(t)− sn(t)) , (4.88)

so it would be sufficient to show that

Tr
[
Π̂n(t) L

(
Π̂k(t)

)] ?

≤ Tr
[
Π̂↓n L

(
Π̂↓k

)]
. (4.89)

We write explicitly the left-hand side of (4.89):

Tr
[
Π̂n(t) â Π̂k(t) â

† − Π̂n(t) Π̂k(t) â
†â
]
, (4.90)

where we have used that Π̂n(t) and Π̂k(t) commute.

• Let us suppose n ≥ k. Then

Π̂n(t) Π̂k(t) = Π̂k(t) . (4.91)

Using that Π̂n(t) ≤ Î in the first term of (4.90), we get

Tr
[
Π̂n(t) â Π̂k(t) â

† − Π̂n(t) Π̂k(t) â
†â
]
≤ 0 . (4.92)

On the other hand, since the support of â Π̂↓k â
† is contained in the support of Π̂↓k−1,

and hence in the one of Π̂↓n, we have also

Π̂↓n â Π̂↓k â
† = â Π̂↓k â

† , (4.93)

so that
Tr
[
Π̂↓n â Π̂↓k â

† − Π̂↓n Π̂↓k â
†â
]

= 0 . (4.94)

• Let us now suppose that k ≥ n+ 1. Then

Π̂n(t) Π̂k(t) = Π̂n(t) . (4.95)

Using that Π̂k(t) ≤ Î in the first term of (4.90), together with the commutation
relation (A.6), we get

Tr
[
Π̂n(t) â Π̂k(t) â

† − Π̂n(t) Π̂k(t) â
†â
]
≤ n+ 1 . (4.96)

On the other hand, since the support of â† Π̂↓n â is contained in the support of Π̂↓n+1

and hence in the one of Π̂↓k, we have also

Π̂↓k â
† Π̂↓n â = â† Π̂↓n â , (4.97)

so that
Tr
[
Π̂↓n â Π̂↓k â

† − Π̂↓n Π̂↓k â
†â
]

= n+ 1 . (4.98)
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4.5.3 Proof of Lemma 4.30

Since the quantum-limited attenuator is trace-preserving, we have

sN(t) = Tr [ρ̂(t)] = 1 = s↓N(t) . (4.99)

We will use induction on n in the reverse order: let us suppose to have proved

sn+1(t) ≤ s↓n+1(t) . (4.100)

We then have from (4.77)

d

dt
sn(t) ≤ (n+ 1)

(
s↓n+1(t)− sn(t)

)
, (4.101)

while
d

dt
s↓n(t) = (n+ 1)

(
s↓n+1(t)− s↓n(t)

)
. (4.102)

Defining
fn(t) = s↓n(t)− sn(t) , (4.103)

we have fn(0) = 0, and
d

dt
fn(t) ≥ −(n+ 1)fn(t) . (4.104)

This can be rewritten as

e−(n+1)t d

dt

(
e(n+1)t fn(t)

)
≥ 0 , (4.105)

and implies
fn(t) ≥ 0 . (4.106)

4.6 Generic one-mode Gaussian channels

In this Section we extend Theorem 4.19 to any one-mode quantum Gaussian channel.

Definition 4.31. We say that two quantum channels Φ and Ψ are equivalent if there are
a unitary operator Û and a unitary or anti-unitary V̂ such that

Ψ
(
X̂
)

= V̂ Φ
(
Û X̂ Û †

)
V̂ † (4.107)

for any trace-class operator X̂.

Clearly, a channel equivalent to a Fock-optimal channel is also Fock-optimal with a
suitable redefinition of the Fock rearrangement:

Lemma 4.32. Let Φ be a Fock-optimal quantum channel, and Ψ be as in (4.107). Then,
for any positive trace-class operator X̂,

Ψ
(
X̂
)
≺w Ψ

(
Û †
(
Û X̂ Û †

)↓
Û

)
. (4.108)

The problem of analyzing any Gaussian quantum channel from the point of view of
majorization is then reduced to the equivalence classes.
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Generic one-mode Gaussian channels 4.6

4.6.1 Quadratures and squeezing

In this Section, differently from the rest of the Chapter, Q̂ and P̂ will denote the quadra-
tures (2.1), and not generic projectors. We can define a continuous basis of not normal-
izable vectors {|q〉}q∈R with

Q̂|q〉 = q|q〉 , (4.109)

〈q|q′〉 = δ(q − q′) , (4.110)∫
R
|q〉〈q| dq = Î , (4.111)

e−iqP̂ |q′〉 = |q′ + q〉 , q, q′ ∈ R . (4.112)

For any κ > 0 we define the squeezing unitary operator [60] Ŝκ with

Ŝκ|q〉 =
√
κ |κq〉 (4.113)

for any q ∈ R. It satisfies also

Ŝ†κ P̂ Ŝκ =
1

κ
P̂ . (4.114)

4.6.2 Classification theorem

Then, the following classification theorem holds [2, 83]:

Theorem 4.33. Any one-mode trace-preserving quantum Gaussian channel is equivalent
to one of the following:

1. a gauge-covariant Gaussian channel, i.e. a channel commuting with the time evo-
lution generated by the photon-number Hamiltonian (4.3) (cases A1), B2), C) and
D) of [83]);

2. a measure-reprepare channel Φ of the form

Φ
(
X̂
)

=

∫
R
〈q|X̂|q〉 e−iqP̂ ρ̂0 e

iqP̂ dq (4.115)

for any trace-class operator X̂, where ρ0 is a given Gaussian state (case A2) of [83]);

3. a random unitary channel Φσ of the form

Φσ

(
X̂
)

=

∫
R
e−iqP̂ X̂ eiqP̂

e−
q2

2σ

√
2πσ

dq (4.116)

for any trace-class operator X̂, with σ > 0 (case B1) of [83]).

From Lemma 4.32, with a suitable redefinition of Fock rearrangement all the channels
of the first class are Fock-optimal. On the contrary, for both the second and the third
classes the optimal basis would be an infinitely squeezed version of the Fock basis:
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4.6.3 Class 2

We will show that the channel (4.115) does not have optimal inputs.
Let ω̂ be a generic quantum state. Since Φ applies a random displacement to the state

ρ̂0,
Φ (ω̂) ≺ ρ̂0 . (4.117)

Moreover, Φ (ω̂) and ρ̂0 cannot have the same spectrum unless the probability distribution
〈q|ω̂|q〉 is a Dirac delta, but this is never the case for any quantum state ω̂, so the
majorization in (4.117) is always strict. Besides, in the limit of infinite squeezing the
output tends to ρ̂0 in trace norm:∥∥∥Φ

(
Ŝκ ω̂ Ŝ

†
κ

)
− ρ̂0

∥∥∥
1

=

∥∥∥∥∫
R
〈q|ω̂|q〉

(
e−iκqP̂ ρ̂0 e

iκqP̂ − ρ̂0

)
dq

∥∥∥∥
1

≤

≤
∫
R
〈q|ω̂|q〉

∥∥∥e−iκqP̂ ρ̂0 e
iκqP̂ − ρ̂0

∥∥∥
1
dq , (4.118)

and the last integral tends to zero for κ → 0 since the integrand is dominated by the
integrable function 2〈q|ω̂|q〉, and tends to zero pointwise. It follows that the majorization
relation

Φ
(
Ŝκ ω̂ Ŝκ

)
≺ Φ (ω̂) (4.119)

will surely not hold for some positive κ in a neighbourhood of 0, and ω̂ is not an optimal
input for Φ.

4.6.4 Class 3

For the channel (4.116), squeezing the input always makes the output strictly less noisy.
Indeed, it is easy to show that for any positive σ and σ′

Φσ ◦ Φσ′ = Φσ+σ′ . (4.120)

Then, for any κ > 1 and any positive trace-class X̂

Ŝκ Φσ

(
X̂
)
Ŝ†κ = Φκ2σ

(
Ŝκ X̂ Ŝ†κ

)
= Φ(κ2−1)σ

(
Φσ

(
Ŝκ X̂ Ŝ†κ

))
, (4.121)

hence, recalling that Φ applies a random displacement,

Φσ

(
X̂
)
≺ Φσ

(
Ŝκ X̂ Ŝ†κ

)
. (4.122)

4.7 The thinning

The thinning [84] is the map acting on classical probability distributions on the set of
natural numbers that is the discrete analogue of the continuous rescaling operation on
positive real numbers.

In this Section we show that the thinning coincides with the restriction of the Gaussian
quantum-limited attenuator to quantum states diagonal in the Fock basis, and we hence
extend Theorem 4.19 to the discrete classical setting.
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Definition 4.34 (`1 norm). The `1 norm of a sequence {xn}n∈N is

‖x‖1 =
∞∑
n=0

|xn| . (4.123)

We say that x is summable if ‖x‖1 <∞.

Definition 4.35. A discrete classical channel is a linear positive map on summable
sequences that is continuous in the `1 norm and preserves the sum, i.e. for any summable
sequence x

∞∑
n=0

[Φ(x)]n =
∞∑
n=0

xn . (4.124)

The definitions of passive-preserving and Fock-optimal channels can be easily extended
to the discrete classical case:

Definition 4.36. Given a summable sequence of positive numbers {xn}n∈N, we denote
with x↓ its decreasing rearrangement.

Definition 4.37. We say that a discrete classical channel Φ is passive-preserving if for
any decreasing summable sequence x of positive numbers Φ(x) is still decreasing.

Definition 4.38. We say that a discrete classical channel Φ is Fock-optimal if for any
summable sequence x of positive numbers

Φ(x) ≺ Φ
(
x↓
)
. (4.125)

Let us now introduce the thinning.

Definition 4.39 (Thinning). Let N be a random variable with values in N. The thinning
with parameter 0 ≤ λ ≤ 1 is defined as

Tλ(N) =
N∑
i=1

Bi , (4.126)

where the {Bn}n∈N+ are independent Bernoulli variables with parameter λ, i.e. each Bi

is one with probability λ, and zero with probability 1− λ.

From a physical point of view, the thinning can be understood as follows: consider a
beam-splitter of transmissivity λ, where each incoming photon has probability λ of being
transmitted, and 1 − λ of being reflected, and suppose that what happens to a photon
is independent from what happens to the other ones. Let N be the random variable
associated to the number of incoming photons, and {pn}n∈N its probability distribution,
i.e. pn is the probability that N = n (i.e. that n photons are sent). Then, Tλ(p) is the
probability distribution of the number of transmitted photons. It is easy to show that

[Tλ(p)]n =
∞∑
k=0

rn|k pk , (4.127)
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where the transition probabilities rn|k are given by

rn|k =

(
k

n

)
λn(1− λ)k−n , (4.128)

and vanish for k < n.
The map (4.127) can be uniquely extended by linearity to the set of summable se-

quences:

[Tλ(x)]n =
∞∑
k=0

rn|k xk , ‖x‖1 <∞ . (4.129)

Proposition 4.40. The map Tλ defined in (4.129) is continuous in the `1 norm and
sum-preserving.

Proof. For any summable sequence x we have
∞∑
n=0

|Tλ(x)|n ≤
∞∑
n=0

∞∑
k=0

rn|k |xk| =
∞∑
k=0

|xk| , (4.130)

where we have used that for any k ∈ N
∞∑
n=0

rn|k = 1 . (4.131)

Then, Tλ is continuous in the `1 norm.
An analogous proof shows that Tλ is sum-preserving.

Theorem 4.41. Let Φλ and Tλ be the quantum-limited attenuator and the thinning of
parameter 0 ≤ λ ≤ 1, respectively. Then for any summable sequence x

Φλ

(
∞∑
n=0

xn |n〉〈n|

)
=
∞∑
n=0

[Tλ(x)]n |n〉〈n| . (4.132)

Proof. Easily follows from the representation (4.5), (4.127) and (4.128).

As easy consequence of Theorem 4.41 and Theorem 4.19, we have

Theorem 4.42. The thinning is passive-preserving and Fock-optimal.

4.8 Conclusion

We have proved that for any one-mode gauge-covariant bosonic Gaussian channel, the
output generated by any state diagonal in the Fock basis and with decreasing eigenvalues
majorizes the output generated by any other input state with the same spectrum. Then,
the input state with a given entropy minimizing the output entropy is certainly diago-
nal in the Fock basis and has decreasing eigenvalues. The non-commutative quantum
constrained minimum output entropy conjecture 2.6 is hence reduced to a problem in
classical discrete probability, that we will solve in Chapter 5.

Exploiting unitary equivalence we also extend our results to one-mode trace-preserving
bosonic Gaussian channel which are not gauge-covariant, with the notable exceptions of
those special maps admitting normal forms A2) and B1) [83] for which we show that no
general majorization ordering is possible.
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Chapter 5

Gaussian states minimize the output
entropy of the attenuator

In this Chapter we exploit the majorization result of Chapter 4 to prove that Gaussian
thermal input states minimize the output entropy of the one-mode Gaussian quantum-
limited attenuator for fixed input entropy.

The Chapter is based on

[46] G. De Palma, D. Trevisan, and V. Giovannetti, “Gaussian States Minimize the
Output Entropy of the One-Mode Quantum Attenuator,” arXiv:1605.00441, 2016.
http://arxiv.org/abs/1605.00441

5.1 Introduction

Most communication schemes encode the information into pulses of electromagnetic ra-
diation, that is transmitted through metal wires, optical fibers or free space, and is
unavoidably affected by signal attenuation. The maximum achievable communication
rate of a channel depends on the minimum noise achievable at its output. A continuous
classical signal can be modeled by a real random variable X. Signal attenuation corre-
sponds to a rescaling X 7→

√
λX, where 0 ≤ λ ≤ 1 is the attenuation coefficient (the

power of the signal is proportional to X2 and gets rescaled by λ). The noise of a real
random variable is quantified by its Shannon differential entropy H [12]. The Shannon
entropy of the rescaled signal is a simple function of the entropy of the original signal [12]:

H
(√

λ X
)

= H (X) + ln
√
λ . (5.1)

This property is ubiquitous in classical information theory. For example, it lies at the
basis of the proof of the Entropy Power Inequality [12, 29–34] (see also Section 3.2 and
Equation (3.11)).

In the quantum regime the role of the classical Shannon entropy is played by the
von Neumann entropy [2,3] and signal attenuation is modeled by the Gaussian quantum-
limited attenuator (see [2, 8, 9, 11, 13] and Section 2.3.1).

A striking consequence of the quantization of the energy is that the output entropy
of the quantum-limited attenuator is not a function of the input entropy alone. A fun-
damental problem in quantum communication is then determining the minimum output
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entropy of the attenuator for fixed input entropy. According to the constrained minimum
output entropy conjecture 2.6, Gaussian thermal input states achieve this minimum out-
put entropy [21, 22, 25–28]. The first attempt of a proof has been the quantum Entropy
Power Inequality (qEPI) (see [35–38] and Chapter 3), that provides the lower bound

S (Φλ (ρ̂)) ≥ n ln
(
λ
(
eS(ρ̂)/n − 1

)
+ 1
)

(5.2)

to the output entropy of the n-mode quantum-limited attenuator Φλ in terms of the
entropy of the input state ρ̂. However, the qEPI (5.2) is not saturated by thermal
Gaussian states, and thus it is not sufficient to prove their conjectured optimality.

Here we prove that Gaussian thermal input states minimize the output entropy of the
one-mode quantum-limited attenuator for fixed input entropy (Theorem 5.1). The proof
starts from the recent majorization result on one-mode Gaussian quantum channels that
we have proved in Chapter 4 (see also [45]), that reduces the problem to input states
diagonal in the Fock basis. The key point of the proof is a new isoperimetric ineqeuality
(Theorem 5.6), that provides a lower bound to the derivative of the output entropy of
the attenuator with respect to the attenuation coefficient.

The restriction of the one-mode quantum-limited attenuator to input states diagonal
in the Fock basis is the map acting on discrete classical probability distributions on N
known in the probability literature under the name of thinning [45]. The thinning has
been introduced by Rényi [84] as a discrete analogue of the rescaling of a continuous
real random variable. The thinning has been involved with this role in discrete versions
of the central limit theorem [85–87] and of the Entropy Power Inequality [88, 89]. All
these results require the ad hoc hypothesis of the ultra log-concavity (ULC) of the input
state. In particular, the Restricted Thinned Entropy Power Inequality [89] states that
the Poisson input probability distribution minimizes the output Shannon entropy of the
thinning among all the ULC input probability distributions with a given Shannon entropy.
We prove (Theorem 5.21) that the geometric distribution minimizes the output entropy of
the thinning among all the input probability distributions with a given entropy, without
the ad hoc ULC constraint.

Theorem 5.1 constitutes a strong evidence for the validity of the conjecture in the
multimode scenario, whose proof could exploit a multimode generalization of the isoperi-
metric inequality (5.14). The multimode generalization of Theorem 5.1 would finally
permit to conclude the proof of the optimality of coherent Gaussian states for two com-
munication tasks. The first is the triple trade-off coding for public communication, pri-
vate communication and secret key distribution through the Gaussian quantum-limited
attenuator [24–26]. The second is the transmission of classical information to two re-
ceivers through the Gaussian degraded quantum broadcast channel [21,22], that we have
discussed in Section 2.10. Moreover, it would permit to determine the triple trade-off
region for the simultaneous transmission of both classical and quantum information with
assistance or generation of shared entanglement through the Gaussian quantum-limited
attenuator [24–26].

The Chapter is structured as follows. In Section 5.2 we state the main result (Theorem
5.1). Section 5.3 contains the proof of Theorem 5.1 and the statement of the isoperimetric
inequality (Theorem 5.6); Sections 5.4 and 5.5 contain the proof of Theorem 5.6. Section
5.6 links these results to the thinning operation, and Sections 5.7 and 5.8 contain the
proof of some auxiliary lemmata. Finally, the conclusions are in Section 5.9.
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Main result 5.2

5.2 Main result

The Gaussian thermal state with respect to the photon-number Hamiltonian (4.3) and
with average energy E ≥ 0 is

ω̂E =
∞∑
n=0

1

E + 1

(
E

E + 1

)n
|n〉〈n| , Tr

[
Ĥ ω̂E

]
= E , (5.3)

where |n〉n∈N are the states of the Fock basis (4.1). ω̂ corresponds to a geometric proba-
bility distribution of the energy, and has von Neumann entropy

S (ω̂E) = (E + 1) ln (E + 1)− E lnE := g(E) . (5.4)

The quantum-limited attenuator sends thermal states into themselves, i.e. Φλ (ω̂E) =
ω̂λE, hence

S (Φλ (ω̂E)) = g(λE) = g
(
λ g−1 (S (ω̂E))

)
. (5.5)

We can now state our main result.

Theorem 5.1. Gaussian thermal input states (5.3) minimize the output entropy of the
quantum-limited attenuator among all the input states with a given entropy, i.e. for any
input state ρ̂ and any 0 ≤ λ ≤ 1

S (Φλ (ρ̂)) ≥ g
(
λ g−1 (S (ρ̂))

)
. (5.6)

Proof. See Section 5.3.

5.3 Proof of Theorem 5.1

The starting point of the proof is the result of Chapter 4 and Ref. [45], that links the
constrained minimum output entropy conjecture to the notions of passive states. The
passive states of a quantum system [39–44] minimize the average energy for a given
spectrum. They are diagonal in the energy eigenbasis, and their eigenvalues decrease as
the energy increases. The passive rearrangement ρ̂↓ of a quantum state ρ̂ is the only
passive state with the same spectrum of ρ̂. The result is the following:

Theorem 5.2. The passive rearrangement of the input decreases the output entropy, i.e.
for any quantum state ρ̂ and any 0 ≤ λ ≤ 1

S (Φλ (ρ̂)) ≥ S
(
Φλ

(
ρ̂↓
))

. (5.7)

Proof. Follows from Theorem 4.19 and Remark 2.4.

Then, it is sufficient to prove Theorem 5.1 for passive states, i.e. states of the form

ρ̂ =
∞∑
n=0

pn |n〉〈n| , p0 ≥ p1 ≥ . . . ≥ 0 . (5.8)

Lemma 5.3. If Theorem 5.1 holds for any passive state with finite support, then it holds
for any passive state.
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Proof. See Section 5.7.

From Lemma 5.3, we can suppose ρ̂ to be a passive state with finite support.

Lemma 5.4. The quantum-limited attenuator Φλ satisfies the composition rule Φλ◦Φλ′ =
Φλλ′.

Proof. Follows from Lemma 4.2.

The function g(x) defined in (5.4) is differentiable for x > 0, and continuous and
strictly increasing for x ≥ 0, and its image is the whole interval [0, ∞). Then, its inverse
g−1(S) is defined for any S ≥ 0, it is continuous and strictly increasing for S ≥ 0, and
differentiable for S > 0. We define for any t ≥ 0 the functions

φ(t) = S (Φe−t (ρ̂)) , φ0(t) = g
(
e−t g−1 (S (ρ̂))

)
. (5.9)

It is easy to show that
φ(0) = φ0(0) , (5.10)

and
d

dt
φ0(t) = f (φ0(t)) , (5.11)

where
f(S) = −g−1(S) g′

(
g−1(S)

)
(5.12)

is defined for any S ≥ 0, and differentiable for S > 0.

Lemma 5.5. f is differentiable for any S ≥ 0.

Proof. We have

f ′(S) =
1

(1 + g−1(S)) ln
(

1 + 1
g−1(S)

) − 1 , (5.13)

hence limS→0 f
′(S) = −1.

The key point of the proof is

Theorem 5.6 (Isoperimetric inequality). For any quantum state ρ̂ with finite support

d

dt
S (Φe−t (ρ̂))

∣∣∣∣
t=0

:= −F (ρ̂) ≥ f (S (ρ̂)) . (5.14)

Proof. See Section 5.4.

Since the quantum-limited attenuator sends the set of passive states with finite sup-
port into itself [45], we can replace ρ̂→ Φe−t (ρ̂) in equation (5.14), and with the help of
Lemma 5.4 we get

d

dt
φ(t) ≥ f (φ(t)) . (5.15)

The claim then follows from

Theorem 5.7 (Comparison theorem for first-order ordinary differential equations). Let
φ, φ0 : [0,∞) → [0,∞) be differentiable functions satisfying (5.10), (5.11) and (5.15)
with f : [0,∞)→ R differentiable. Then, φ(t) ≥ φ0(t) for any t ≥ 0.

Proof. See e.g. Theorem 2.2.2 of [97].
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Proof of Theorem 5.6 5.4

5.4 Proof of Theorem 5.6

Let us fix S (ρ̂) = S.
If S = 0, for the positivity of the entropy we have for any quantum state −F (ρ̂) ≥

0 = f(0), and the inequality (5.14) is proven.
We can then suppose S > 0. Taking the derivative of (5.7) with respect to t for t = 0

we get
F (ρ̂) ≤ F

(
ρ̂↓
)
, (5.16)

hence it is sufficient to prove Theorem 5.6 for passive states with finite support.
Let us fix N ∈ N, and consider a quantum state ρ̂ with entropy S of the form

ρ̂ =
N∑
n=0

pn |n〉〈n| . (5.17)

Let DN be the set of decreasing probability distributions on {0, . . . , N} with Shannon
entropy S. We recall that the Shannon entropy of p coincides with the von Neumann
entropy of ρ̂. The state in (5.17) is passive if p ∈ DN .

Lemma 5.8. DN is compact.

Proof. The set of decreasing probability distributions on {0, . . . , N} is a closed bounded
subset of RN+1, hence it is compact. The Shannon entropy H is continuous on this set.
DN is the counterimage of the point S, hence it is closed. Since DN is contained in a
compact set, it is compact, too.

Definition 5.9 (Connected support). A probability distribution p on {0, . . . , N} has
connected support iff pn > 0 for n = 0, . . . , N ′, and pN ′+1 = . . . = pN = 0, where
0 ≤ N ′ ≤ N can depend on p (N ′ = N means pn > 0 for any n). We call PN the set of
probability distributions on {0, . . . , N} with connected support and Shannon entropy S.

We relax the passivity hypothesis, and consider all the states as in (5.17) with p ∈ PN .
We notice that any decreasing p has connected support, i.e. DN ⊂ PN .

From Equations (4.128), (4.129) and Theorem 4.41, we have for any t ≥ 0

Φe−t (ρ̂) =
N∑
n=0

pn(t) |n〉〈n| , (5.18)

where

pn(t) =
N∑
k=n

(
k

n

)
e−nt

(
1− e−t

)k−n
pk (5.19)

satisfies p′n(0) = (n+ 1) pn+1 − n pn for n = 0, . . . , N , and we have set for simplicity
pN+1 = 0.

Since pN ′+1 = . . . = pN = 0, from (5.19) we get pN ′+1(t) = . . . = pN(t) = 0 for any
t ≥ 0. We then have

S (Φe−t (ρ̂)) = −
N ′∑
n=0

pn(t) ln pn(t) , (5.20)
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and

F (ρ̂) =
N ′∑
n=0

p′n(0) (ln pn + 1) =
N ′∑
n=1

n pn ln
pn−1

pn
. (5.21)

Let FN be the sup of F (p) for p ∈ PN , where with a bit of abuse of notation we
have defined F (p) = F (ρ̂) for any ρ̂ as in (5.17). For (5.16), FN is also the sup of F (p)
for p ∈ DN . For Lemma 5.8 DN is compact. Since F is continuous on DN , the sup
is achieved in a point p(N) ∈ DN . This point satisfies the Karush-Kuhn-Tucker (KKT)
necessary conditions [98] for the maximization of F with the entropy constraint. The
proof then comes from

Lemma 5.10. There is a subsequence {Nk}k∈N such that

lim
k→∞

FNk = −f(S) . (5.22)

Proof. See Section 5.5.

Then, since DN ⊂ DN+1 for any N , FN is increasing in N , and for any p ∈ PN

F (p) ≤ FN ≤ sup
N∈N

FN = lim
N→∞

FN = lim
k→∞

FNk = −f(S). (5.23)

5.5 Proof of Lemma 5.10

The point p(N) is the maximum of F for p ∈ PN . The constraints read

p0, . . . , pN ≥ 0 ,
N∑
n=0

pn = 1 , −
N∑
n=0

pn ln pn = S . (5.24)

p(N) must then satisfy the associated KKT necessary conditions [98]. We build the
functional

F̃ (p) = F (p)− λN
N∑
n=0

pn + µN

N∑
n=0

pn ln pn . (5.25)

Let N ′ be such that

p
(N)
0 ≥ . . . ≥ p

(N)
N ′ > p

(N)
N ′+1 = . . . = p

(N)
N = 0 . (5.26)

Remark 5.11. We must have N ′ ≥ 1.

Proof. If N ′ = 0, we must have p
(N)
0 = 1 and p

(N)
1 = . . . = p

(N)
N = 0, hence S = 0,

contradicting the hypothesis S > 0.

The KKT stationarity condition for n = 0, . . . , N ′ reads

∂

∂pn
F̃

∣∣∣∣
p=p(N)

= n ln
p

(N)
n−1

p
(N)
n

− n+ (n+ 1)
p

(N)
n+1

p
(N)
n

− λN + µN ln p(N)
n + µN = 0 . (5.27)
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If N ′ < N , p(N) satisfies the KKT dual feasibility condition associated to p
(N)
N ′+1. To avoid

the singularity of the logarithm in 0, we make the variable change

y = −pN ′+1 ln pN ′+1 , pN ′+1 = ψ(y) , (5.28)

where ψ satisfies

ψ (−x lnx) = x ∀ 0 ≤ x ≤ 1

e
. (5.29)

Since ψ(0) = 0, the point pN ′+1 = 0 corresponds to y = 0. Differentiating (5.29) with
respect to x, we get

ψ′ (−x lnx) = − 1

1 + ln x
∀ 0 < x <

1

e
, (5.30)

and taking the limit for x→ 0 we get that ψ′(y) is continuous in y = 0 with ψ′(0) = 0.
For hypothesis p(N) ∈ PN ′ ⊂ PN ′+1 ⊂ PN . Then, p(N) is a maximum point for F (p)

also if we restrict to p ∈ PN ′+1. We can then consider the restriction of the functional F̃
on PN ′+1:

F̃ (p) =
N ′∑
n=1

n pn ln
pn−1

pn
+ (N ′ + 1)ψ(y) ln pN ′ + (N ′ + 1) y

−λN
N ′∑
n=0

pn − λN ψ(y) + µN

N ′∑
n=0

pn ln pn − µN y . (5.31)

The condition is then
∂

∂y
F̃

∣∣∣∣
p=p(N)

= N ′ + 1− µN ≤ 0 , (5.32)

where we have used that ψ′(0) = 0.
We define for any n = 0, . . . , N ′

z(N)
n =

p
(N)
n+1

p
(N)
n

. (5.33)

Condition (5.26) implies

0 < z(N)
n ≤ 1 ∀ n = 0, . . . , N ′ − 1 , z

(N)
N ′ = 0 . (5.34)

For Remark 5.11 N ′ ≥ 1, hence z
(N)
0 > 0.

Taking the difference of (5.27) for two consecutive values of n we get for any n =
0, . . . , N ′ − 1

(n+ 2) z
(N)
n+1 = (n+ 2) z(N)

n + 1− z(N)
n + (1− µN) ln z(N)

n + n ln
z

(N)
n

z
(N)
n−1

. (5.35)

Lemma 5.12. We must have

1− µN ≥
z

(N)
0 − 1

ln z
(N)
0

≥ 0 . (5.36)

Moreover, z
(N)
n is decreasing in n and N ′ = N , i.e.

1 ≥ z
(N)
0 ≥ . . . ≥ z

(N)
N−1 > z

(N)
N = 0 . (5.37)
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Proof. Let us suppose 1 − µN <
(
z

(N)
0 − 1

)/
ln z

(N)
0 . We will prove by induction on

n that the sequence z
(N)
n is increasing in n. The inductive hypothesis is 0 < z

(N)
0 ≤

. . . ≤ z
(N)
n ≤ 1, true for n = 0. Since the function (z − 1)/ ln z is strictly increasing for

0 ≤ z ≤ 1, we have

1− µN <
z

(N)
0 − 1

ln z
(N)
0

≤ z
(N)
n − 1

ln z
(N)
n

, (5.38)

and hence (1− µN) ln z
(N)
n ≥ z

(N)
n − 1. Since z

(N)
n−1 ≤ z

(N)
n , from (5.35) we have

(n+ 2)
(
z

(N)
n+1 − z(N)

n

)
= 1− z(N)

n + (1− µN) ln z(N)
n + n ln

z
(N)
n

z
(N)
n−1

≥ 0 , (5.39)

and hence z
(N)
n+1 ≥ z

(N)
n . However, this is in contradiction with the hypothesis z

(N)
N ′ = 0.

We must then have 1 − µN ≤
(
z

(N)
0 − 1

)/
ln z

(N)
0 . We will prove by induction on n

that the sequence z
(N)
n is decreasing in n. The inductive hypothesis is now 1 ≥ z

(N)
0 ≥

. . . ≥ z
(N)
n > 0, true for n = 0. If n + 1 = N ′, since z

(N)
N ′ = 0 there is nothing to prove.

We can then suppose n+ 1 < N ′. We have

1− µN ≥
z

(N)
0 − 1

ln z
(N)
0

≥ z
(N)
n − 1

ln z
(N)
n

, (5.40)

and hence (1− µN) ln z
(N)
n ≤ z

(N)
n − 1. Since z

(N)
n−1 ≥ z

(N)
n , from (5.35) we have

(n+ 2)
(
z

(N)
n+1 − z(N)

n

)
= 1− z(N)

n + (1− µN) ln z(N)
n + n ln

z
(N)
n

z
(N)
n−1

≤ 0 , (5.41)

and hence z
(N)
n+1 ≤ z

(N)
n . Since n+ 1 < N ′, we also have z

(N)
n+1 > 0, and the claim is proven.

Finally, if N ′ < N , combining (5.36) with (5.32) we get N ′ ≤ µ− 1 ≤ 0, in contradic-
tion with N ′ ≥ 1. We must then have N ′ = N .

Lemma 5.13. lim supN→∞ z
(N)
n̄ < 1, where n̄ = min

{
n ∈ N : n+ 2 > eS

}
does not de-

pend on N .

Proof. We recall that z
(N)
n ≤ 1 for any n and N , hence lim supN→∞ z

(N)
n̄ ≤ 1. Let us

suppose that lim supN→∞ z
(N)
n̄ = 1. Then, there is a subsequence {Nk}k∈N such that

limk→∞ z
(Nk)
n̄ = 1. Since z

(N)
n is decreasing in n for any N , we also have

lim
k→∞

z(Nk)
n = 1 ∀ n = 0, . . . , n̄ . (5.42)

Let us define for any N the probability distribution q(N) ∈ Dn̄+1 as

q(N)
n =

p
(N)
n∑n̄+1

k=0 p
(N)
k

, n = 0, . . . , n̄+ 1 . (5.43)
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From (5.42) we get for any n = 0, . . . , n̄+ 1

lim
k→∞

q
(Nk)
n

q
(Nk)
0

= lim
k→∞

z
(Nk)
0 . . . z

(Nk)
n−1 = 1 . (5.44)

For any k
n̄+1∑
n=0

q(Nk)
n = 1 . (5.45)

Dividing both members of (5.45) by q
(Nk)
0 and taking the limit k →∞ we get

lim
k→∞

q
(Nk)
0 =

1

n̄+ 2
, (5.46)

hence

lim
k→∞

q(Nk)
n =

1

n̄+ 2
, n = 0, . . . , n̄+ 1 , (5.47)

and
lim
k→∞

H
(
q(Nk)

)
= ln (n̄+ 2) > S . (5.48)

However, for Lemma 5.23 we have H
(
q(N)

)
≤ H

(
p(N)

)
= S.

Corollary 5.14. There exists 0 ≤ z̄ < 1 (that does not depend on N) such that z
(N)
n̄ ≤ z̄

for any N ≥ n̄.

Lemma 5.15. The sequence {µN}N∈N is bounded.

Proof. An upper bound for µN is provided by (5.36). Let us then prove a lower bound.

For any N ≥ n̄ + 1 we must have z
(N)
n̄+1 ≥ 0. The recursive equation (5.35) for n = n̄

gives

0 ≤ (n̄+ 2) z
(N)
n̄+1 = (n̄+ 1) z

(N)
n̄ + 1 + (1− µN) ln z

(N)
n̄ + n̄ ln

z
(N)
n̄

z
(N)
n̄−1

. (5.49)

Since z
(N)
n is decreasing in n, we have z

(N)
n̄ ≤ z

(N)
n̄−1. Recalling from (5.36) that 1−µN ≥ 0,

and from Corollary 5.14 that z
(N)
n̄ ≤ z̄ < 1, (5.49) implies

0 ≤ (n̄+ 1) z
(N)
n̄ + 1 + (1− µN) ln z

(N)
n̄ ≤ (n̄+ 1) z̄ + 1 + (1− µN) ln z̄ , (5.50)

hence 1− µN ≤ − ((n̄+ 1) z̄ + 1)/ ln z̄ <∞.

The sequence {µN}N∈N has then a converging subsequence {µNk}k∈N with

lim
k→∞

µNk = µ . (5.51)

Since the sequences
{
z

(N)
0

}
N∈N

and
{
p

(N)
0

}
N∈N

are constrained between 0 and 1, we

can also assume limk→∞ z
(Nk)
0 = z0 and limk→∞ p

(Nk)
0 = p0. Taking the limit of (5.36) we

get

1− µ ≥ z0 − 1

ln z0

≥ 0 . (5.52)
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Lemma 5.16. limk→∞ z
(Nk)
n = zn for any n ∈ N, where the zn are either all 0 or all

strictly positive, and in the latter case they satisfy for any n in N the recursive relation
(5.35) with µN replaced by µ:

(n+ 2) zn+1 = (n+ 2) zn + 1− zn + (1− µ) ln zn + n ln
zn
zn−1

. (5.53)

Proof. If z0 = 0, since z
(N)
n is decreasing in n we have for any n in N

lim sup
k→∞

z(Nk)
n ≤ lim sup

k→∞
z

(Nk)
0 = z0 = 0 , (5.54)

hence limk→∞ z
(Nk)
n = 0.

Let us now suppose z0 > 0, and proceed by induction on n. For the inductive
hypothesis, we can suppose

z0 = lim
k→∞

z
(Nk)
0 ≥ . . . ≥ lim

k→∞
z(Nk)
n = zn > 0 . (5.55)

Then, taking the limit in (5.35) we get

zn+1 = lim
k→∞

z
(Nk)
n+1 = zn +

1− zn + (1− µ) ln zn + n ln zn
zn−1

n+ 2
. (5.56)

If zn+1 > 0, the claim is proven. Let us then suppose zn+1 = 0. From (5.35) we get then

0 ≤ lim
k→∞

z
(Nk)
n+2 =

1 + (n+ 2− µ) ln 0− (n+ 1) ln zn
n+ 3

, (5.57)

that implies µ ≥ n+ 2 ≥ 2. However, (5.52) implies µ ≤ 1.

Lemma 5.17. There exists 0 ≤ z < 1 such that zn = limk→∞ z
(Nk)
n = z for any n ∈ N.

Proof. If z0 = 0, Lemma 5.16 implies the claim with z = 0. Let us then suppose z0 > 0.
If z0 = 1, with (5.53) it is easy to prove that zn = 1 for any n ∈ N. However, from

Lemma 5.16 and Corollary 5.14 we must have zn̄ = limk→∞ z
(Nk)
n̄ ≤ z̄ < 1. Then, it must

be 0 < z0 < 1.

Since the sequence
{
z

(N)
n

}
n∈N

is decreasing for any N , also the sequence {zn}n∈N is

decreasing. Since it is also positive, it has a limit limn→∞ zn = infn∈N zn = z, that satisfies
0 ≤ z ≤ z0 < 1. Since zn ≤ zn−1 ≤ z0 < 1, (5.53) implies

(n+ 2) (zn − zn+1) + 1− zn + (1− µ) ln zn ≥ 0 , (5.58)

hence

1− µ ≤ (n+ 2) (zn − zn+1)

− ln zn
+
zn − 1

ln zn
. (5.59)

The sequence {zn − zn+1}n∈N is positive and satisfies
∑∞

n=0 (zn − zn+1) = z0 − z < ∞.
Then, for Lemma 5.24 lim infn→∞ (n+ 2) (zn − zn+1) = 0, and since − ln zn ≥ − ln z0 > 0,
also

lim inf
n→∞

(n+ 2) (zn − zn+1)

− ln zn
= 0 . (5.60)
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Then, taking the lim inf of (5.59) we get 1 − µ ≤ (z − 1)/ ln z. Combining with (5.52)
and recalling that z ≤ z0 we get

z − 1

ln z
≤ z0 − 1

ln z0

≤ 1− µ ≤ z − 1

ln z
, (5.61)

that implies z = z0. Since zn is decreasing and z = infn∈N zn, we have z0 = z ≤ zn ≤ z0

for any n, hence zn = z.

Lemma 5.18. limk→∞ p
(Nk)
n = p0 z

n for any n ∈ N.

Proof. The claim is true for n = 0. The inductive hypothesis is limk→∞ p
(Nk)
n′ = p0 z

n′ for

n′ = 0, . . . , n. We then have limk→∞ p
(Nk)
n+1 = limk→∞ p

(Nk)
n z

(Nk)
n = p0 z

n+1, where we have
used the inductive hypothesis and Lemma 5.17.

Lemma 5.19. p0 = 1− z, hence limk→∞ p
(Nk)
n = (1− z) zn for any n ∈ N.

Proof. We have
∑N

n=0 p
(N)
n = 1 for any N ∈ N. Moreover, since z

(N)
n is decreasing in n,

we also have

p(N)
n = p

(N)
0 z

(N)
0 . . . z

(N)
n−1 ≤ p

(N)
0

(
z

(N)
0

)n
. (5.62)

Since limk→∞ z
(Nk)
0 = z < 1, for sufficiently large k we have z

(Nk)
0 ≤ (1 + z) /2, and since

p
(N)
0 ≤ 1,

p(Nk)
n ≤

(
1 + z

2

)n
. (5.63)

The sums
∑N

n=0 p
(Nk)
n are then dominated for any N in N by

∑∞
n=0

(
1+z

2

)n
<∞, and for

the dominated convergence theorem we have

1 = lim
k→∞

Nk∑
n=0

p(Nk)
n =

∞∑
n=0

lim
k→∞

p(Nk)
n = p0

∞∑
n=0

zn =
p0

1− z
, (5.64)

where we have used Lemma 5.18.

Lemma 5.20. z = g−1(S) /(g−1(S) + 1) .

Proof. The function −x lnx is increasing for 0 ≤ x ≤ 1/e. Let us choose n0 such that

((1 + z)/ 2)n0 ≤ 1/e. Recalling (5.63), the sums −
∑N

n=n0
p

(N)
n ln p

(N)
n are dominated for

any N in N by−
∑∞

n=n0
n
(

1+z
2

)n
ln 1+z

2
<∞. For any N we have S = −

∑N
n=0 p

(N)
n ln p

(N)
n .

Then, for the dominated convergence theorem and Lemma 5.19 we have

S = −
∞∑
n=0

lim
k→∞

p(N)
n ln p(N)

n = −
∞∑
n=0

(1− z) zn (ln (1− z) + n ln z) = g

(
z

1− z

)
, (5.65)

where we have used the definition of g (5.4). Finally, the claim follows solving (5.65) with
respect to z.
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It is convenient to rewrite FNk = F
(
p(Nk)

)
as

FNk = −
Nk−1∑
n=0

(n+ 1) p(Nk)
n z(Nk)

n ln z(Nk)
n . (5.66)

Since z
(Nk)
n ≤ 1, each term of the sum is positive. Since −x lnx ≤ 1/e for 0 ≤ x ≤ 1, and

recalling (5.63), the sum is dominated by
∑∞

n=0
n+1
e

(
1+z

2

)n
< ∞. We then have for the

dominated convergence theorem, recalling Lemmata 5.19 and 5.17,

lim
k→∞

FNk = −
∞∑
n=0

(n+ 1) lim
k→∞

p(Nk)
n z(Nk)

n ln z(Nk)
n = −

∞∑
n=0

(n+ 1) (1− z) zn+1 ln z =

=
z ln z

z − 1
= g−1(S) ln

(
1 +

1

g−1(S)

)
= −f(S) , (5.67)

where we have used Lemma 5.20 and the definitions of f (5.12) and g (5.4).

5.6 The thinning

The thinning [84] is the map acting on classical probability distributions on the set of
natural numbers that is the discrete analogue of the continuous rescaling operation on
positive real numbers. We have introduced it in Section 4.7. Thanks to Theorem 4.41,
our main results Theorems 5.1 and 5.6 apply also to the thinning:

Theorem 5.21. For any probability distribution p on N and any 0 ≤ λ ≤ 1 we have

H (Tλ(p)) ≥ g
(
λ g−1 (H(p))

)
, (5.68)

i.e. geometric input probability distributions minimize the output Shannon entropy of the
thinning for fixed input entropy.

Theorem 5.22. For any probability distribution p on N

d

dt
H (Te−t(p))

∣∣∣∣
t=0

≥ f (H(p)) . (5.69)

5.7 Proof of Lemma 5.3

Let ρ̂ be a passive state. If S (Φλ (ρ̂)) = ∞, there is nothing to prove. We can then
suppose S (Φλ (ρ̂)) <∞.

We can associate to ρ̂ the probability distribution p on N such that

ρ̂ =
∞∑
n=0

pn |n〉〈n| , (5.70)

satisfying −
∑∞

n=0 pn ln pn = S (ρ̂). Let us define for any N ∈ N the quantum state

ρ̂N =
N∑
n=0

pn
sN
|n〉〈n| , (5.71)
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where sN =
∑N

n=0 pn. We have

‖ρ̂N − ρ̂‖1 =
1− sN
sN

N∑
n=0

pn +
∞∑

n=N+1

pn , (5.72)

where ‖·‖1 denotes the trace norm [2,3]. Since limN→∞ sN = 1 and
∑∞

n=0 pn = 1, we have
limN→∞ ‖ρ̂N − ρ̂‖1 = 0. Since Φλ is continuous in the trace norm, we also have

lim
N→∞

‖Φλ (ρ̂N)− Φλ (ρ̂)‖1 = 0 . (5.73)

Moreover,

lim
N→∞

S (ρ̂N) = lim
N→∞

(
ln sN −

N∑
n=0

pn
sN

ln pn

)
= S (ρ̂) . (5.74)

Notice that (5.74) holds also if S (ρ̂) =∞.
Let us now define the probability distribution q on N as

Φλ (ρ̂) =
∞∑
n=0

qn |n〉〈n| , (5.75)

satisfying

S (Φλ (ρ̂)) = −
∞∑
n=0

qn ln qn . (5.76)

From Equation (4.5), the channel Φλ sends the set of states supported on the span of the
first N + 1 Fock states into itself. Then, for any N ∈ N there is a probability distribution
q(N) on {0, . . . , N} such that

Φλ (ρ̂N) =
N∑
n=0

q(N)
n |n〉〈n| . (5.77)

From (5.73) we get for any n ∈ N

lim
N→∞

q(N)
n = qn . (5.78)

Since Φλ is trace preserving, we have
∑∞

n=0 qn = 1, hence limn→∞ qn = 0. Then, there is
n0 ∈ N (that does not depend on N) such that for any n ≥ n0 we have qn ≤ p0/e. Since
sN ρ̂N ≤ ρ̂ and the channel Φλ is positive, we have sN Φλ (ρ̂N) ≤ Φλ (ρ̂). Then, for any
n ≥ n0

q(N)
n ≤ qn

sN
≤ qn
p0

≤ 1

e
, (5.79)

where we have used that sN ≥ p0 > 0. Since the function −x lnx is increasing for
0 ≤ x ≤ 1/e, the sums −

∑N
n=n0

q
(N)
n ln q

(N)
n are dominated by

∞∑
n=n0

qn ln p0 − qn ln qn
p0

≤ ln p0 + S (Φλ (ρ̂))

p0

<∞ , (5.80)
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where we have used (5.76). Then, for the dominated convergence theorem we have

lim
N→∞

S (Φλ (ρ̂N)) = − lim
N→∞

N∑
n=0

q(N)
n ln q(N)

n = −
∞∑
n=0

lim
N→∞

q(N)
n ln q(N)

n = S (Φλ (ρ̂)) ,

(5.81)
where we have also used (5.78).

If Theorem 5.1 holds for passive states with finite support, for any N in N we have

S (Φλ (ρ̂N)) ≥ g
(
λ g−1 (S (ρ̂N))

)
. (5.82)

Then, the claim follows taking the limit N →∞.

5.8 Auxiliary Lemmata

Lemma 5.23. Let us choose a probability distribution p ∈ DN , fix 0 ≤ N ′ ≤ N , and
define the probability distribution q ∈ DN ′ as

qn =
pn∑N ′

k=0 pk
, n = 0, . . . , N ′ . (5.83)

Then, H(q) ≤ H(p).

Proof. We have for any n = 0, . . . , N ′

n∑
k=0

qk =

∑n
k=0 pk∑N ′

l=0 pl
≥

n∑
k=0

pk , (5.84)

Then, q � p and the claim follows from Remark 2.4.

Lemma 5.24. Let {xn}n∈N be a positive sequence with finite sum. Then

lim inf
n→∞

nxn = 0 . (5.85)

Proof. Let us suppose

lim inf
n→∞

nxn = c > 0 . (5.86)

Then, there exists n0 ∈ N such that nxn ≥ c/2 for any n ≥ n0. Then,

∞∑
n=0

xn ≥
∞∑

n=n0

c

2n
=∞ , (5.87)

contradicting the hypothesis.
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5.9 Conclusion

We have proved that Gaussian thermal input states minimize the output von Neumann
entropy of the Gaussian quantum-limited attenuator for fixed input entropy (Theorem
5.1). The proof is based on a new isoperimetric inequality (Theorem 5.6). Theorem
5.1 implies that geometric input probability distributions minimize the output Shannon
entropy of the thinning for fixed input entropy (Theorem 5.21). The multimode general-
ization of the isoperimetric inequality (5.14) would prove Theorem 5.1 in the multimode
scenario. This multimode extension permits to determine both the triple trade-off region
of the Gaussian quantum-limited attenuator [24–26] and the classical capacity region of
the Gaussian quantum degraded broadcast channel [21,22].
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Chapter 6

Lossy channels

In this Chapter we extend the majorization results of Chapter 4 to a wide class of quantum
lossy channels, emerging from a weak interaction of a small quantum system with a large
bath in its ground state.

The Chapter is based on

[47] G. De Palma, A. Mari, S. Lloyd, and V. Giovannetti, “Passive states optimize the
output of lossy quantum channels,” arXiv:1603.05798, 2016.
http://arxiv.org/abs/1603.05798

6.1 Introduction

The passive states [39,40] of a quantum system are the states diagonal in the eigenbasis
of the Hamiltonian, with eigenvalues decreasing as the energy increases. They minimize
the average energy among all the states with a given spectrum, and hence no work can
be extracted from them on average with unitary operations [99]. For this reason they
play a key role in the recently emerging field of quantum thermodynamics (see [42, 43]
for a review).

Majorization (see [68] and Section 2.7) is the order relation between quantum states
induced by random unitary operations, i.e. a state σ̂ is majorized by a state ρ̂ iff σ̂ can be
obtained applying random unitaries to ρ̂. Majorization theory is ubiquitous in quantum
information. Its very definition suggests applications in quantum thermodynamics [43,
100,101], where the goal is determining the set of final states that can be obtained from a
given initial state with a given set of operations. In the context of quantum entanglement,
it also determines whether it is possible to convert a given bipartite pure state into another
given pure state by means of local operations and classical communication [102, 103].
Majorization has proven to be crucial in the longstanding problem of the determination
of the classical communication capacity of quantum gauge-covariant bosonic Gaussian
channels [14], and the consequent proof of the optimality of Gaussian states for the
information encoding. Indeed, a turning point has been the proof of a majorization
property: the output of any of these channels generated by any input state is majorized
by the output generated by the vacuum [17,18] (see also [11] for a review). In Chapter 4
this fundamental result has been extended and linked to the notion of passive states (see
also [45]). We proved that these states optimize the output of any one-mode quantum
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Gaussian channel, in the sense that the output generated by a passive state majorizes
the output generated by any other state with the same spectrum. Moreover, the same
channels preserve the majorization relation when applied to passive states [104].

Here we extend the result of Chapter 4 to a large class of lossy quantum channels.
Lossy quantum channels arise from a weak interaction of the quantum system of interest
with a large Markovian bath in its zero-temperature (i.e. ground) state. We prove
that passive states are the optimal inputs of these channels. Indeed, we prove that the
output Φ (ρ̂) generated by any input state ρ̂ majorizes the output Φ

(
ρ̂↓
)

generated by the
passive input state ρ̂↓ with the same spectrum of ρ̂. Then, Φ (ρ̂) can be obtained applying
a random unitary operation to Φ

(
ρ̂↓
)
, and it is more noisy than Φ

(
ρ̂↓
)
. Moreover, Φ

(
ρ̂↓
)

is still passive, i.e. the channel maps passive states into passive states.
In the context of quantum thermodynamics, this result puts strong constraints on the

possible spectrum of the output of lossy channels. It can then be useful to determine
which output states can be obtained from an input state with a given spectrum in a
resource theory with the lossy channel among the allowed operations. The Gaussian
analogue of this result has been crucial for proving that Gaussian input states minimize
the output entropy of the one-mode Gaussian quantum attenuator for fixed input entropy
(see Chapter 5 and [46]). The result of this Chapter can find applications in the proof of
similar entropic inequalities on the output states of lossy channels in the same spirit of the
quantum Entropy Power Inequalities of [36–38, 105], and then determine their classical
capacity.

Our result applies to all the interactions of a quantum system with a heat bath such
that the reduced system dynamics can be modeled by a master equation [106, 107] and
the following hypotheses are satisfied:

1. The Hamiltonian of the system is nondegenerate.

2. The system-bath interaction Hamiltonian couples only consecutive eigenstates of
the Hamiltonian of the system alone.

3. If the system starts in its maximally mixed state, its reduced state remains passive.

4. The bath starts in its ground (i.e. zero temperature) state.

The first assumption is satisfied by a large class of quantum systems, and it is usually
taken for granted in both quantum thermodynamics and quantum statistical mechanics
[51]. The second assumption is also satisfied by a large class of quantum systems. The
third assumption means that the interaction cannot generate population inversion if the
system is initialized in the infinite-temperature state, as it is for most physical systems.
The fourth assumption is for example satisfied by the interaction of a quantum system
with an optical bath at room temperature. Indeed, ~ω � kBT for ω in the optical range
and T ≈ 300◦K, hence the state of the bath at room temperature is indistinguishable
from the vacuum.

These assumptions turn out to be necessary. Indeed, dropping any of them it is
possible to find explicit counterexamples for which passive inputs are not optimal choices
for output majorization.

The Chapter is organized as follows. The main result is presented in Sec. 6.3 where
we first define in a rigorous way the class of lossy maps we are interested in and then
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proceed with a formal proof the optimality for passive states. Section 6.4 is instead de-
voted to counterexamples. In particular in Sec. 6.4.1 we show that for the two-mode
bosonic Gaussian quantum-limited attenuator, whose associated Hamiltonian is degener-
ate, no majorization relations can be ascribed to the passive states. In Sec.6.4.2 instead
a counterexample is provided for a two-qubit lossy map with two different choices of the
Hamiltonian. In the first case the Hamiltonian is nondegenerate, but the process involves
quantum jumps of more than one energy step. In the second case only quantum jumps
of one energy step are allowed, but the Hamiltonian becomes degenerate. In Sec. 6.4.3
we analyze the case of a map where the bath temperature is not zero. We show that the
optimal input states are a pure coherent superposition of the Hamiltonian eigenstates,
hence non passive. Conclusions and comments are presented in Sec. 6.6 while technical
derivations are presented in the appendices.

6.2 Passive states

We consider a d-dimensional quantum system with nondegenerate Hamiltonian

Ĥ =
d∑
i=1

Ei |i〉〈i| , 〈i|j〉 = δij , E1 < . . . < Ed . (6.1)

A self-adjoint operator is passive [39, 40] if it is diagonal in the eigenbasis of the Hamil-
tonian and its eigenvalues decrease as the energy increases.

Definition 6.1 (Passive rearrangement). Let X̂ be a self-adjoint operator with eigen-
values x1 ≥ . . . ≥ xd. As we did with Definition 4.6 for quantum Gaussian systems, we
define its passive rearrangement as

X̂↓ :=
d∑
i=1

xi |i〉〈i| , (6.2)

where {|i〉}i=1,...,n is the eigenbasis of the Hamiltonian (6.1). Of course, X̂ = X̂↓ for any
passive operator.

Remark 6.2. The passive rearrangement of any rank-n projector Π̂n is the projector onto
the first n energy eigenstates:

Π̂↓n =
n∑
i=1

|i〉〈i| . (6.3)

Remark 6.3. It is easy to show that passive quantum states minimize the average energy
among all the states with a given spectrum, i.e.

Tr
[
Ĥ Û ρ̂ Û †

]
≥ Tr

[
Ĥ ρ̂↓

]
∀ Û unitary . (6.4)
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6.3 Optimality of passive states for lossy channels

The most general master equation that induces a completely positive Markovian dynamics
is [106,107]

d

dt
ρ̂(t) = L (ρ̂(t)) , (6.5)

where the generator L has the Lindblad form

L (ρ̂) = −i
[
ĤLS, ρ̂

]
+

α0∑
α=1

(
L̂α ρ̂ L̂

†
α −

1

2

{
L̂†αL̂α, ρ̂

})
, (6.6)

where α0 ∈ N. This dynamics arises from a weak interaction with a large Markovian
bath in the rotating-wave approximation [106,107]. In this case, ĤLS commutes with the
Hamiltonian Ĥ, i.e. ĤLS only shifts the energies of Ĥ:

ĤLS =
d∑
i=1

δEi |i〉〈i| . (6.7)

As anticipated in the introduction, we suppose that the bath starts in its ground state
and that the interaction Hamiltonian V̂SB couples only neighbouring energy levels of the
system:

V̂SB =
d∑
i=1

|i〉S〈i| ⊗ V̂ B
i +

d−1∑
i=1

(
|i〉S〈i+ 1| ⊗ ŴB

i + h.c.
)
. (6.8)

Here the V̂ B
i are generic self-adjoint operators, while the ŴB

i are completely generic
operators. In the rotating-wave approximation only the transitions that conserve the
energy associated to the noninteracting Hamiltonian are allowed. If the bath is in its
ground state, it cannot transfer energy to the system, and only the transitions that
decrease its energy are possible. Then, each Lindblad operator L̂α can induce either
dephasing in the energy eigenbasis:

L̂α =
d∑
i=1

aαi |i〉〈i| , aαi ∈ C , α = 1, . . . , α0 , (6.9)

or decay toward the ground state with quantum jumps of one energy level:

L̂α =
d−1∑
i=1

bαi |i〉〈i+ 1| , bαi ∈ C , α = 1, . . . , α0 . (6.10)

It is easy to show that, if ρ̂ is diagonal in the energy eigenbasis, also L (ρ̂) is diagonal
in the same basis, hence etL (ρ̂) remains diagonal for any t.

As anticipated in the introduction, we also suppose that the quantum channel etL (ρ̂)
sends the maximally mixed state into a passive state. As a consequence, the generator L
maps the identity into a passive operator (see Section 6.5.1).

To see explicitly how this last condition translates on the coefficients bαi , we compute

L
(
Î
)

=
d∑
i=1

(∑
α

(
|bαi |

2 −
∣∣bαi−1

∣∣2)) |i〉〈i| , (6.11)
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where for simplicity we have set bα0 = bαd = 0, and the operator is passive iff the function

ri :=
∑
α

|bαi |
2 , i = 0, . . . , d (6.12)

is concave in i.
The main result of this Chapter is that passive states optimize the output of the

quantum channel generated by any dissipator of the form (6.6) satisfying (6.7) and with
Lindblad operators of the form (6.9) or (6.10) such that the function (6.12) is concave.
We will prove that the output etL (ρ̂) generated by any input state ρ̂ majorizes the output
etL
(
ρ̂↓
)

generated by the passive state ρ̂↓ with the same spectrum of ρ̂, i.e. for any t ≥ 0

etL (ρ̂) ≺ etL
(
ρ̂↓
)
. (6.13)

Moreover, for any t ≥ 0 the state etL
(
ρ̂↓
)

is still passive, i.e. the quantum channel etL

preserves the set of passive states. The proof closely follows [45] and Chapter 4, and it is
contained in the next section.

6.3.1 Proof of the main result

Let us define

ρ̂(t) = etL (ρ̂) . (6.14)

The quantum states with nondegenerate spectrum are dense in the set of all quantum
states. Besides, the spectrum is a continuous function of the operator, and any linear map
is continuous. Then, without loss of generality we can suppose that ρ̂ has nondegenerate
spectrum. Let p1(t) ≥ . . . ≥ pd(t) be the eigenvalues of ρ̂(t), and let

sn(t) =
n∑
i=1

pi(t) , n = 1, . . . , d . (6.15)

Let instead

p↓i (t) = 〈i|etL
(
ρ̂↓
)
|i〉 , i = 1, . . . , d (6.16)

be the eigenvalues of etL
(
ρ̂↓
)
, and

s↓n(t) =
n∑
i=1

p↓i (t) , n = 1, . . . , d . (6.17)

We notice that p(0) = p↓(0) and then s(0) = s↓(0), where

p(t) = (p1(t), . . . , pd(t)) , (6.18)

and similarly for s(t). The proof comes from:

Lemma 6.4. The spectrum of ρ̂(t) can be degenerate at most in isolated points.

Proof. See Section 6.5.2.
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Lemma 6.5. s(t) is continuous in t, and for any t ≥ 0 such that ρ̂(t) has nondegenerate
spectrum it satisfies

d

dt
sn(t) ≤ λn(sn+1(t)− sn(t)) , n = 1, . . . , d , (6.19)

where

λn = Tr
[
Π̂↓n L

(
Î
)]
≥ 0 . (6.20)

Proof. See Section 6.5.3.

Lemma 6.6. If s(t) is continuous in t and satisfies (6.19), then sn(t) ≤ s↓n(t) for any
t ≥ 0 and n = 1, . . . , d.

Proof. See Section 6.5.4.

Lemma 6.6 implies that for any t ≥ 0 the quantum channel etL preserves the set of
passive states. Indeed, let us choose the initial state ρ̂ already passive. Then, sn(t) is
the sum of the n largest eigenvalues of etL (ρ̂). Recalling that etL (ρ̂) is diagonal in the
Hamiltonian eigenbasis, s↓n(t) is the sum of the eigenvalues corresponding to the first n
eigenstates of the Hamiltonian |1〉, . . . , |n〉, so that s↓n(t) ≤ sn(t). However, Lemma 6.6
implies sn(t) = s↓n(t) for n = 1, . . . , d, then pn(t) = p↓n(t) and etL (ρ̂) preserves the set of
passive states for any t.

Then, for the definition of majorization and Lemma 6.6 again,

etL (ρ̂) ≺ etL
(
ρ̂↓
)

(6.21)

for any ρ̂, and the passive states are the optimal inputs for the channel.

6.4 Counterexamples

In this Section we show that by dropping the hypothesis introduced at the beginning of
Section 6.3 one can find counterexamples of maps for which Eq. (6.13) does not hold.

6.4.1 Gaussian attenuator with degenerate Hamiltonian

The hypothesis of nondegenerate Hamiltonian is necessary for the optimality of passive
states. Indeed, in this Section we provide an explicit counterexample with degenerate
Hamiltonian: the two-mode bosonic Gaussian quantum-limited attenuator (see Section
2.3.1).

Let us consider the Hamiltonian of an harmonic oscillator

Ĥ =
∞∑
i=1

i |i〉〈i| , 〈i|j〉 = δij , (6.22)

and the Lindbladian

L (ρ̂) = â ρ̂ â† − 1

2

{
â†â, ρ̂

}
, (6.23)

88 PhD Thesis



Counterexamples 6.4

where â is the ladder operator

â =
∞∑
i=1

√
i |i− 1〉〈i| . (6.24)

The quantum-limited attenuator is the channel etL generated by the Lindbladian (6.23).
We have proved in Chapter 4 that this quantum channel preserves the set of passive
states, and they are its optimal inputs in the sense of Eq. (6.13). Here we will show that
this last property does no more hold for the two-mode attenuator

Et := etL ⊗ etL . (6.25)

In this case, the Hamiltonian becomes degenerate:

Ĥ2 = Ĥ ⊗ Î + Î⊗ Ĥ =
∞∑
k=1

k
∑
i+j=k

|i, j〉〈i, j| . (6.26)

However, the two Lindblad operators â⊗ Î and Î⊗ â can still induce only jumps between
a given energy level and the immediately lower one, and there are no ambiguities in the
definition of the passive rearrangement of quantum states with the same degeneracies of
the Hamiltonian. Let us consider for example

ρ̂ =
1

6

∑
i+j≤2

|i, j〉〈i, j| , Tr
[
Ĥ2 ρ̂

]
=

4

3
. (6.27)

It is easy to show that it minimizes the average energy among the states with the same
spectrum, i.e. it is passive. Moreover, there are no other states with the same spectrum
and the same average energy, i.e. its passive rearrangement is unique. Let us consider
instead

σ̂ =
1

6

5∑
i=0

|0, i〉〈0, i| , Tr
[
Ĥ2 σ̂

]
=

5

2
, (6.28)

that has the same spectrum of ρ̂, but it has a higher average energy and it is not passive.
The three largest eigenvalues of Et (ρ̂) are associated with the eigenvectors |0, 0〉, |0, 1〉
and |1, 0〉, and their sum is

s3(t) = 1− e−2t

2
. (6.29)

On the other side, the three largest eigenvalues of Et (σ̂) are associated with the eigen-
vectors |0, 0〉, |0, 1〉 and |0, 2〉, and their sum is

s̃3(t) = 1− e−3t5− 6e−t + 2e−2t

2
. (6.30)

It is then easy to see that for

e−t < 1− 1√
2
, (6.31)

i.e.
t > ln

(
2 +
√

2
)

:= t0 , (6.32)
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we have
s3(t) < s̃3(t) , (6.33)

i.e. the passive state ρ̂ is not the optimal input. Let p1(t) and p̃1(t) be the largest
eigenvalues of Et (ρ̂) and Et (σ̂), respectively. They are both associated to the eigenvector
|0, 0〉, and

p1(t) =
6− 8e−t + 3e−2t

6
(6.34)

p̃1(t) =
(2− e−t) (3− 3e−t + e−2t) (1− e−t + e−2t)

6
. (6.35)

For any t > 0
p1(t) > p̃1(t) , (6.36)

so that σ̂ is not the optimal input, and for t > t0 no majorization relation holds between
Et (ρ̂) and Et (σ̂).

This counterexample cannot be ascribed to the infinite dimension of the Hilbert space,
since it is easy to see that both the supports of Et (ρ̂) and Et (σ̂) do not depend on t and
have dimension 6.

6.4.2 Two-qubit lossy channel

We consider a quantum lossy channel acting on the quantum system of two qubits with
two possible choices for the Hamiltonian, and we show that passive states are not the
optimal inputs in the sense of (6.13). In one case (Section 6.4.2) the Hamiltonian is
nondegenerate, but the channel involves quantum jumps of more than one energy step.
In the other case (Section 6.4.2), only quantum jumps of one energy step are allowed,
but the Hamiltonian becomes degenerate.

Let us consider the Hilbert space of two distinguishable spins with Hamiltonian

Ĥ = E1 |1〉〈1| ⊗ Î + E2 Î⊗ |1〉〈1| . (6.37)

We notice that Ĥ is not symmetric under the exchange of the two spins, i.e. the spins
are different, though the same Hilbert space C2 is associated to both of them. Let us
suppose that

0 < E2 ≤ E1 , (6.38)

so that the eigenvectors of Ĥ are, in order of increasing energy,

Ĥ|0, 0〉 = 0

Ĥ|0, 1〉 = E2|0, 1〉
Ĥ|1, 0〉 = E1|1, 0〉
Ĥ|1, 1〉 = (E1 + E2)|1, 1〉 , (6.39)

with the only possible degeneracy between |0, 1〉 and |1, 0〉 if E1 = E2.
Let L be the generator of the form (6.6) with the two Lindblad operators

L̂1 = |0, 0〉〈1, 0|
L̂2 = |0, 0〉〈0, 1|+

√
2 |0, 1〉〈1, 1| , (6.40)
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and let

Et = etL , t ≥ 0 , (6.41)

be the associated quantum channel.

Jumps of more than one energy step

If E2 < E1 the Hamiltonian (6.37) is nondegenerate, but the Lindblad operator L̂2 can
induce a transition from |1, 1〉 to |0, 1〉, that are not consecutive eigenstates.

For simplicity, we parameterize a state diagonal in the Hamiltonian eigenbasis with

ρ̂ =
1∑

i,j=0

pij |i, j〉〈i, j| . (6.42)

First, let

ρ̂(0)(t) = Et

(
Î
4

)
(6.43)

be the output of the channel applied to the maximally mixed state. Then, we can compute

p
(0)
00 (t) = 1− e−t +

e−2t

4

p
(0)
01 (t) = e−t

3− 2e−t

4

p
(0)
10 (t) =

e−t

4

p
(0)
11 (t) =

e−2t

4
. (6.44)

It is easy to check that, for any t > 0,

p
(0)
00 (t) > p

(0)
01 (t) > p

(0)
10 (t) > p

(0)
11 (t) , (6.45)

so that ρ̂(0)(t) is passive, and the channel Et satisfies the hypothesis of Lemma 6.7. Let
us instead compare

ρ̂(1)(t) = Et
(
|0, 0〉〈0, 0|+ |0, 1〉〈0, 1|+ |1, 0〉〈1, 0|

3

)
(6.46)

ρ̂(2)(t) = Et
(
|0, 0〉〈0, 0|+ |0, 1〉〈0, 1|+ |1, 1〉〈1, 1|

3

)
. (6.47)

It is easy to see that ρ̂(1)(0) is passive, while ρ̂(2)(0) is not, and they have the same
spectrum. Moreover, there are no other states with the same spectrum and the same
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average energy of ρ̂(1)(0), i.e. its passive rearrangement is unique. We can now compute

p
(1)
00 (t) = 1− 2

3
e−t p

(2)
00 (t) = 1− e−t +

e−2t

3

p
(1)
01 (t) =

e−t

3
p

(2)
01 (t) = e−t

(
1− 2

3
e−t
)

p
(1)
10 (t) =

e−t

3
p

(2)
10 (t) = 0

p
(1)
11 (t) = 0 p

(2)
11 (t) =

e−2t

3
. (6.48)

It is easy to see that for any t > 0

p
(1)
00 (t) > p

(1)
01 (t) = p

(1)
10 (t)

p
(2)
00 (t) > p

(2)
01 (t) > p

(2)
11 (t) , (6.49)

so that ρ̂(1)(t) remains always passive. However, on one hand

p
(1)
00 (t) > p

(2)
00 (t) , (6.50)

but on the other hand

p
(1)
00 (t) + p

(1)
01 (t) < p

(2)
00 (t) + p

(2)
01 (t) , (6.51)

so that no majorization relation can exist between ρ̂(1)(t) and ρ̂(2)(t).

Degenerate Hamiltonian

If E1 = E2, the eigenstates |0, 1〉 and |1, 0〉 of the Hamiltonian (6.37) become degenerate,
but both L̂1 and L̂2 induce only transitions between consecutive energy levels.

We use the parametrization (6.42) as before. Let ρ̂(0)(t) be the output of the channel
applied to the maximally mixed state as in (6.43). Since the generator L is the same of

Section 6.4.2, the probabilities p
(0)
ij (t), i, j = 0, 1, are still given by (6.44). Eq. (6.45) still

holds for any t > 0, so that ρ̂(0)(t) is passive, and the channel Et satisfies the hypothesis
of Lemma 6.7.

Let us instead compare ρ̂(1)(t) and ρ̂(2)(t) defined as in (6.46) and (6.47), respectively.
The state ρ̂(1)(0) is passive, while ρ̂(2)(0) is not, and they have the same spectrum. More-
over, there are no other states with the same spectrum and the same average energy
of ρ̂(1)(0), i.e. its passive rearrangement is unique. The probabilities p

(1)
ij (t) and p

(2)
ij (t),

i, j = 0, 1, are still given by (6.48). Eq. (6.49) still holds for any t > 0, and ρ̂(1)(t) remains
always passive. However, on one hand

p
(1)
00 (t) > p

(2)
00 (t) , (6.52)

but on the other hand

p
(1)
00 (t) + p

(1)
01 (t) < p

(2)
00 (t) + p

(2)
01 (t) , (6.53)

so that no majorization relation can exist between ρ̂(1)(t) and ρ̂(2)(t).
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6.4.3 Optimal states for a finite-temperature two-level system
are nonclassical

In this Section we show that at finite temperature, already for a two-level system the
optimal states are no more passive, and include coherent superpositions of the energy
eigenstates.

An intuitive explanation is that a dissipator with only energy-raising Lindblad opera-
tors keeps fixed the maximum-energy eigenstate, that is hence optimal for the generated
channel. Then, it is natural to expect that the optimal pure state in the presence of
both energy-lowering and energy-raising Lindblad operators will interpolate between the
ground and the maximum energy state, and will hence be a coherent superposition of
different eigenstates of the Hamiltonian.

The simplest example is a two-level system with Hamiltonian

Ĥ =
1

2
E0 σ̂z =

E0

2
|1〉〈1| − E0

2
|0〉〈0| , E0 > 0 , (6.54)

undergoing the quantum optical master equation [107], describing the weak coupling with
a thermal bath of one mode of bosonic excitations in the rotating-wave approximation.
This is the simplest extension of the evolutions considered in Section 6.4.2 to an interac-
tion with a finite-temperature bath.

Its generator is

L (ρ̂) = γ0(N +1)

(
σ̂− ρ̂ σ̂+ −

1

2
{σ̂+σ̂−, ρ̂}

)
+γ0N

(
σ̂+ ρ̂ σ̂− −

1

2
{σ̂−σ̂+, ρ̂}

)
, (6.55)

where

σ̂± =
σ̂x ± iσ̂y

2
(6.56)

are the ladder operators, γ0 > 0 is the coupling strength and N > 0 is the average number
of photons or phonons in the bosonic mode of the bath coupled to the system. We also
notice that for N = 0 the process becomes a lossy map fulfilling the condition discussed
at the beginning of Section 6.3.

We will now show that, for the quantum channel associated to the master equation
(6.55), the output generated by a certain coherent superposition of the two energy eigen-
states majorizes the output generated by any other state.

It is convenient to use the Bloch representation

ρ̂ =
Î + x σ̂x + y σ̂y + z σ̂z

2
, x2 + y2 + z2 ≤ 1 . (6.57)

The master equation (6.55) induces the differential equations

dx

dt
= −γ

2
x ,

dy

dt
= −γ

2
y ,

dz

dt
= −γ (z − z∞) , (6.58)

where

γ = γ0(2N + 1) and z∞ = − 1

2N + 1
. (6.59)
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The solution of (6.58) is

x(t) = e−
γ
2
t x0 ,

y(t) = e−
γ
2
t y0 ,

z(t) = z∞ + e−γt (z0 − z∞) , (6.60)

and its asymptotic state is the canonical state with inverse temperature β

ρ̂∞ =
e
βE0
2 |0〉〈0|+ e−

βE0
2 |1〉〈1|

2 cosh βE0

2

, (6.61)

satisfying

z∞ = − tanh
β E0

2
. (6.62)

Since the density matrix of a two-level system has only two eigenvalues, the purity is a
sufficient criterion for majorization, i.e. for any two quantum states ρ̂ and σ̂,

ρ̂ ≺ σ̂ iff Tr ρ̂2 ≤ Tr σ̂2 . (6.63)

We recall that in the Bloch representation (6.57)

Tr ρ̂2 =
1 + x2 + y2 + z2

2
. (6.64)

We have then

Tr ρ̂(t)2 =
1 + e−γt (x2

0 + y2
0 + z2

0)

2
+

1− e−γt

2

(
z2
∞ − e−γt (z0 − z∞)2) . (6.65)

The right-hand side of (6.65) is maximized by

x2
0 + y2

0 = 1− z2
∞ and z0 = z∞ , (6.66)

i.e. when the initial state is a pure coherent superposition of the energy eigenstates |0〉
and |1〉 with the same average energy of the asymptotic state:

|ψ〉 = eiϕ0

√
1− z∞

2
|0〉+ eiϕ1

√
1 + z∞

2
|1〉 , (6.67)

where ϕ0 and ϕ1 are arbitrary real phases.

6.5 Auxiliary lemmata

6.5.1 Passivity of the evolved maximally mixed state

Lemma 6.7. Let L be a Lindblad generator such that for any t ≥ 0 the operator etL
(
Î
)

is passive. Then, also L
(
Î
)

is passive.
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Proof. Recalling the Hamiltonian eigenbasis (6.1), for any t ≥ 0 it must hold

etL
(
Î
)

=
d∑
i=1

ci(t) |i〉〈i| (6.68)

with
c1(t) ≥ . . . ≥ cd(t) , c1(0) = . . . cd(0) = 1 , (6.69)

and each ci(t) is an analytic function of t. It follows that

c′1(0) ≥ . . . ≥ c′d(0) . (6.70)

However, we have also

L
(
Î
)

=
d

dt
etL
(
Î
)∣∣∣∣

t=0

=
d∑
i=1

c′i(0) |i〉〈i| , (6.71)

hence the thesis.

6.5.2 Proof of Lemma 6.4

The matrix elements of the operator etL (ρ̂) are analytic functions of t. The spectrum of
ρ̂(t) is degenerate iff the function

φ(t) =
∏
i 6=j

(pi(t)− pj(t)) (6.72)

vanishes. This function is a symmetric polynomial in the eigenvalues of ρ̂(t) = etL (ρ̂).
Then, for the Fundamental Theorem of Symmetric Polynomials (see e.g Theorem 3 in
Chapter 7 of [95]), φ(t) can be written as a polynomial in the elementary symmetric
polynomials in the eigenvalues of ρ̂(t). However, these polynomials coincide with the
coefficients of the characteristic polynomial of ρ̂(t), that are in turn polynomials in its
matrix elements. It follows that φ(t) can be written as a polynomial in the matrix
elements of the operator ρ̂(t). Since each of these matrix element is an analytic function
of t, also φ(t) is analytic. Since by hypothesis the spectrum of ρ̂(0) is nondegenerate, φ
cannot be identically zero, and its zeroes are isolated points.

6.5.3 Proof of Lemma 6.5

The matrix elements of the operator etL (ρ̂) are analytic (and hence continuous and dif-
ferentiable) functions of t. Then for Weyl’s Perturbation Theorem p(t) is continuous in t,
and also s(t) is continuous (see e.g. Corollary III.2.6 and the discussion at the beginning
of Chapter VI of [92]). Let ρ̂(t0) have nondegenerate spectrum. Then, ρ̂(t) has nonde-
generate spectrum for any t in a suitable neighbourhood of t0. In this neighbourhood,
we can diagonalize ρ̂(t) with

ρ̂(t) =
d∑
i=1

pi(t)|ψi(t)〉〈ψi(t)| , (6.73)
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where the eigenvalues in decreasing order pi(t) are differentiable functions of t (see The-
orem 6.3.12 of [96]). We then have

d

dt
pi(t) = 〈ψi(t)|L (ρ̂(t)) |ψi(t)〉 , i = 1, . . . , d , (6.74)

and
d

dt
sn(t) = Tr

[
Π̂n(t) L (ρ̂(t))

]
, (6.75)

where

Π̂n(t) =
n∑
i=1

|ψi(t)〉〈ψi(t)| . (6.76)

We can write

ρ̂(t) =
d∑

n=1

dn(t) Π̂n(t) , (6.77)

where
dn(t) = pn(t)− pn+1(t) ≥ 0 , (6.78)

and for simplicity we have set pd+1(t) = 0, so that

d

dt
sn(t) =

d∑
k=1

dk(t) Tr
[
Π̂n(t) L

(
Π̂k(t)

)]
. (6.79)

We have now

Tr
[
Π̂n(t) L

(
Π̂k(t)

)]
=
∑
α

Tr
[
Π̂n(t) L̂α Π̂k(t) L̂

†
α − Π̂k∧n(t) L̂†αL̂α

]
, (6.80)

where k ∧ n = min(k, n) and we have used that

Π̂n(t) Π̂k(t) = Π̂k(t) Π̂n(t) = Π̂k∧n(t) . (6.81)

• Let us suppose n ≥ k. Using that Π̂n(t) ≤ Î in the first term of (6.80), we get

Tr
[
Π̂n(t) L

(
Π̂k(t)

)]
≤ 0 . (6.82)

On the other hand, recalling the structure of the Lindblad operators (6.9) and
(6.10), for any α the support of L̂α Π̂↓k L̂

†
α is contained into the support of Π̂↓k, and

hence into the one of Π̂↓n, and we have also

Tr
[
Π̂↓n L

(
Π̂↓k

)]
= 0 . (6.83)

• Let us now suppose k > n. Using that Π̂k(t) ≤ Î in the first term of (6.80), we get

Tr
[
Π̂n(t) L

(
Π̂k(t)

)]
≤ Tr

[
Π̂n(t) L

(
Î
)]
≤ Tr

[
Π̂↓n L

(
Î
)]

= λn , (6.84)

where in the last step we have used Ky Fan’s maximum principle (Lemma 4.4) and

the passivity of L
(
Î
)

. On the other hand, from (6.9) and (6.10) the support of

L̂†α Π̂↓n L̂α is contained into the support of Π̂↓n+1, and hence into the one of Π̂↓k, and
we have also

Tr
[
Π̂↓n L

(
Π̂↓k

)]
= λn . (6.85)
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Plugging (6.82) and (6.84) into (6.79), we get

d

dt
sn(t) ≤ λn pn+1(t) = λn (sn+1(t)− sn(t)) . (6.86)

From (6.83) and (6.85) we get instead

d

dt
s↓n(t) = λn p

↓
n+1(t) = λn

(
s↓n+1(t)− s↓n(t)

)
. (6.87)

See Lemma 6.8 for the positivity of the coefficients λn.

6.5.4 Proof of Lemma 6.6

Since the quantum channel etL is trace-preserving, we have

sd(t) = Tr ρ̂(t) = 1 = s↓d(t) . (6.88)

We will use induction on n in the reverse order: let us suppose to have proved

sn+1(t) ≤ s↓n+1(t) . (6.89)

Since λn ≥ 0 for Lemma 6.8, we have from (6.19)

d

dt
sn(t) ≤ λn

(
s↓n+1(t)− sn(t)

)
, (6.90)

while
d

dt
s↓n(t) = λn

(
s↓n+1(t)− s↓n(t)

)
. (6.91)

Defining
fn(t) = s↓n(t)− sn(t) , (6.92)

we have fn(0) = 0, and
d

dt
fn(t) ≥ −λn fn(t) . (6.93)

This can be rewritten as

e−λnt
d

dt

(
eλnt fn(t)

)
≥ 0 , (6.94)

and implies
fn(t) ≥ 0 . (6.95)

6.5.5 Proof of Lemma 6.8

Lemma 6.8. λn ≥ 0 for n = 1, . . . , d.

Proof. For Ky Fan’s maximum principle (Lemma 4.4), for any unitary Û

λn = Tr
[
Π̂↓n L

(
Î
)]
≥ Tr

[
Û Π̂↓n Û

† L
(
Î
)]

. (6.96)

The thesis easily follows taking the average over the Haar measure µ of the right-hand
side of (6.96), since ∫

Û † L
(
Î
)
Û dµ

(
Û
)

=
Î
d
L
(
Î
)

= 0 . (6.97)
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6.6 Conclusion

In this Chapter we have extended the proof of the optimality of passive states of Chapter 4
to a large class of lossy channels, showing that they preserve the set of passive states, that
are the optimal inputs in the sense that the output generated by a passive state majorizes
the output generated by any other state with the same spectrum. Then, thanks to the
equivalent definition of majorization in terms of random unitary operations (2.58), the
output generated by a passive state minimizes any concave functional among the outputs
generated by any unitary equivalent state. Since the class of concave functionals includes
the von Neumann and all the Rényi entropies, the solution to any entropic optimization
problem has to be found among passive states. This result can then lead to entropic
inequalities on the output of a lossy channel, and can be crucial in the determination
of its information capacity. Moreover, in the context of quantum thermodynamics this
result can be useful to determine which quantum states can be obtained from an initial
state with a given spectrum in a resource theory with lossy channels among the allowed
operations.

The optimality of passive states crucially depends on the assumptions of nondegener-
ate Hamiltonian, quantum jumps of only one energy step and zero temperature. Indeed,
the two-mode bosonic Gaussian quantum-limited attenuator provides a counterexample
with degenerate Hamiltonian. Moreover, two-qubit systems can provide counterexam-
ples both with degenerate Hamiltonian or with quantum jumps of more than one energy
step. Finally, at finite temperature this optimality property fails already for a two-level
system, where the best input is a coherent superposition of the two energy eigenstates.
This shows that even the quantum channels that naturally arise from a weak interaction
with a thermal bath can have a very complex entropic behaviour, and that coherence can
play a crucial role in the optimal encoding of information.

98 PhD Thesis



Chapter 7

Memory effects

In this Chapter we determine the capacity for transmitting classical information over a
model of Gaussian channel with memory effects.

The Chapter is based on

[48] G. De Palma, A. Mari, and V. Giovannetti, “Classical capacity of Gaussian thermal
memory channels,” Physical Review A, vol. 90, no. 4, p. 042312, 2014.
http://journals.aps.org/pra/abstract/10.1103/PhysRevA.90.042312

7.1 Introduction

Given a physical device acting as a quantum communication channel [2,6], an important
problem in quantum information theory is to determine the optimal rate of classical
information that can be sent through the channel assuming that one is allowed to use
arbitrary quantum encoding and decoding strategies possibly involving multiple uses
of the transmission line (channel uses). The maximum achievable rate is the classical
capacity associated to the quantum channel [2,67,108]. If no memory effects are tampering
the communication line (i.e. if the noise affecting the communication acts identically and
independently on subsequent channel uses), the classical capacity of the setup can be
expressed as the limiting formula (2.50).

Most real communication media are based on electromagnetic signals and are well
described within the framework of quantum Gaussian channels [8, 9, 109] (see Chapter
2). The most relevant class is constituted by gauge-covariant channels like attenuators
and amplifiers. Such channels reduce or increase the amplitude of the signal and, at
the same time, they add a certain amount of Gaussian noise which depends on the
vacuum or thermal fluctuations of the environment. Recently the proof of the minimum
output entropy conjecture [16, 18] has allowed the determination of the exact classical
capacities of these channels [14] and the respective strong converse theorems [82], under
the crucial assumption of their memoryless behavior (see Section 2.6). As we have seen in
Chapter 2, one of the key points of the proof is the additivity of the Holevo information
of a memoryless gauge-covariant gaussian channel, which trivializes the limit in (2.50).
Realistic communication lines however, if used at high rates (larger than the relaxation
time of the environment), may exhibit memory effects in which the output states are
influenced by the previous input signals [110–115]. In other words, the noise introduced
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INPUT MODES

OUTPUT MODES

Figure 7.1: Schematic description of a Gaussian memory channel Φn which is iterated
n times. The application of a the memory channel to n successive input
modes a1, . . . , an is described by n gauge-covariant channels Eκ (thermal
attenuators or amplifiers) where each of them is coupled to a Gaussian
thermal environment and to a memory mode. The initial memory mode
aM1 travels horizontally and correlates the output signals with the previous
input signals. A beamsplitter of transmissivity µ is used to tune the memory
effect of the channel. For µ = 1 the memory mode is perfectly preserved
while for µ = 0 the channel becomes memoryless. A reasonable choice
for the initial state of the memory mode is a Gaussian thermal state in
equilibrium with the environment, i.e. we make the identification aM1 = aE0 .
The final state of the memory is assumed to be inaccessible and is traced
out.

by the channel instead of being independent and identically distributed can be correlated
with the previous input states preventing one from expressing the input-output mapping
of n successive channel uses as a simple tensor product Φ⊗n and hence from using Eq.
(2.50). As a matter of fact since the capacity is defined asymptotically in the limit of
many repeated channel uses, memory effects will affect the optimal information rate and
the optimal coding strategies. A characterization of quantum memory channels can be
found in Ref.’s [116–119], while generalizations to infinite dimensional bosonic systems
are considered in [120–127].

Here we elaborate on the model of (zero temperature) attenuators and amplifiers with
memory effects that was introduced in Ref.’s [122,123] where, in the case of a quantum
limited attenuator, the capacity was explicitly determined. We generalize this model
to thermal attenuators and thermal amplifiers and we derive the corresponding classical
capacities, extending the previous results obtained in the memoryless scenario [14]. We
have also considered the case of the additive noise channel, viewed as a particular limit of
an attenuator with large transmissivity and large thermal noise. This limit is essentially
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equivalent to the model considered in [125,128], and we have shown that the only effect of
the memory is a redistribution of the added noise. An interesting feature which emerges
from our analysis is the presence of a critical environmental temperature which strongly
affects the distribution of the input energy among the various modes of the model. In
particular for temperatures larger than the critical one, only the modes which have a
sufficiently high effective transmissivity are allowed to contribute to the signaling process,
the remaining one being forced to carry no energy nor information.

Given a quantum channel the associated unitary dilation is not unique and one can
imagine different models for memory effects. Nonetheless our paradigm is expected to
cover many real devices like optical fibers [7, 129], microwave systems [130], THz lasers
[131], free space communication [13, 132], etc.. All physical implementations are known
to exhibit time delay and memory effects whenever used at sufficiently high repetition
rates. Moreover, especially in microwave and electrical channels, thermal noise is not
negligible and will affect the classical capacity. In general, our analysis applies to any
physical realization of quantum channels in which memory effects and thermal noise are
simultaneously present.

We begin in Section 7.2 by recalling some basic facts about the memory channel model
of Ref.’s [9, 109]. In particular we describe its normal mode decomposition which allows
one to express the associated mapping as a tensor product of not necessarily identical
single mode transformations. In Section 7.3 we compute the classical capacity of the
setup and discuss some special cases, while in Section 7.4 we analyze how the distribution
of the input energy among the various modes is affected by the presence of a thermal
environment. Conclusions and perspectives are provided in Section 7.5.

7.2 Gaussian memory channels

In this Section we review the model of Gaussian memory channels introduced in Ref.’s
[122, 123]. We closely follow their analysis showing that these memory channels can
be reduced to a collection of memoryless channels by some appropriate encoding and
decoding unitary operations.

7.2.1 Quantum attenuators and amplifiers

The building blocks of our analysis are single mode quantum attenuators and amplifiers
[9, 109], that we have presented in Section 2.3.1. Let us consider a continuous variable
bosonic system [8] described by the creation and annihilation operators a and a† and
another mode described by aE and aE† associated to the environment. We focus on two
important Gaussian unitaries,

Uκ = earctan
√

1−κ
κ (a aE†−a†aE) , 0 ≤ κ ≤ 1 , (7.1a)

Uκ = earctanh
√

κ−1
κ (a†aE†−a aE) , κ ≥ 1 , (7.1b)

corresponding to the beamsplitter and the two-mode squeezing operations, respectively.
Their action on the annihilation operator is

U †κaUκ =
√
κ a−

√
1− κ aE , 0 ≤ κ ≤ 1 , (7.2a)

U †κaUκ =
√
κ a+

√
κ− 1 aE† , κ ≥ 1 . (7.2b)
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If the environment is in a Gaussian thermal state

ρE = e−β~ωa
E†aE

/
Tr
[
e−βω~a

E†aE
]

(7.3)

with mean photon number

N = Tr
[
aE†aEρ

]
=
(
eβ~ω − 1

)−1
, (7.4)

applying the unitaries (7.2a) and (7.2b) and tracing out the environment, we get

Eκ(ρ) = TrE
[
Uκ(ρ⊗ ρE)U †κ

]
. (7.5)

This generates two different gauge-covariant channels depending on whether κ is less or
larger than 1. For κ ∈ [0, 1] the channel corresponds to a thermal attenuator, while
for κ > 1 the channel is a thermal amplifier. In both cases the classical capacity has
been recently determined in [14]. Under the input energy constraint Tr

[
a†aρ

]
6 E, the

capacities of the attenuator and of the amplifier are obtainable via a Gaussian encoding
and are given by [14] (in nats for channel use):

Cκ∈[0,1] = g[κE + (1− κ)N ]− g[(1− κ)N ], (7.6a)

Cκ>1 = g[κE + (κ− 1)(N + 1)]− g[(κ− 1)(N + 1)] , (7.6b)

where g(x) = (x+ 1) ln(x+ 1)− x ln(x).

7.2.2 Gaussian memory channels

In order to include memory effects we follow the model introduced in [122, 123] and
schematically shown in Fig. 7.1. In addition to the degrees of freedom of the system and
of the thermal environment we introduce a “memory” described by the bosonic operators
aM and aM†. The channel acts in the following way: as a first step the memory is mixed
with the environment via a beamsplitter of transmissivity µ,

ãM =
√
µ aM +

√
1− µ aE. (7.7)

The outcome state is used as an effective environment for the quantum attenuator or
alternatively the quantum amplifier. More precisely, the second step consists in apply-
ing the unitary (7.2a) or (7.2b) to the product state of the system and of the effective
environment,

a′ =
√
κ a−

√
1− κ ãM , κ ∈ [0, 1], (7.8a)

a′ =
√
κ a+

√
κ− 1 ãM†, κ > 1. (7.8b)

The second port of the attenuator or amplifier is given by the corresponding complemen-
tary channel,

aM
′

=
√
κ ãM +

√
1− κ a, κ ∈ [0, 1], (7.9a)

aM
′

=
√
κ ãM +

√
κ− 1 ã†, κ > 1. (7.9b)

The complementary mode described by the annihilation operator aM
′

contains a fraction
of the amplitudes of the input state, and represents the updated state of the memory, i.e.
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in the next use of the channel, the mode aM
′

will play the role of the previous memory
operator aM . Once the initial states of the memory and of the environment are specified,
the action of the channel after j uses is completely determined and can be computed
recursively. The explicit formula for the jth output mode can be found in [123] and is
not repeated here. What is important is just the structure of the equations

a′j =

j−1∑
h=1

Ajh ah −
j∑

h=0

Ejh a
E
h , κ ∈ [0, 1] , (7.10a)

a′j =

j−1∑
h=1

Ajh ah +

j∑
h=0

Ejh a
E†
h , κ > 1 , (7.10b)

where A, E, are real matrices and the initial state of the memory has been identified with
an additional mode of the environment aM = aE0 . Moreover the following identities hold

n∑
k=1

(AikAjk + EikEjk) = δij, κ ∈ [0, 1], (7.11a)

n∑
k=1

(AikAjk − EikEjk) = δij, κ > 1. (7.11b)

This implies that there exist some orthogonal matrices O,O′, O′′ realizing the following
singular value decompositions [123]:

Ajh =
n∑

j′=1

Ojj′

√
η

(n)
j′ O

′
j′h , (7.12a)

Ejh =
n∑

j′=1

Ojj′

√∣∣∣η(n)
j′ − 1

∣∣∣O′′j′h , (7.12b)

where η
(n)
j are positive real numbers and the matrix O is the same in both decompositions.

In terms of the following set of collective modes:

a′j :=
n∑

j′=1

Oj′j a
′
j′ , (7.13a)

aj :=
∑
j′

O′jj′ aj′ , (7.13b)

aEj :=
∑
j′

O′′jj′ a
E
j′ , (7.13c)

the memory channel is diagonalized into n independent channels,

a′j =

√
η

(n)
j aj −

√
1− η(n)

j aEj , κ ∈ [0, 1] , (7.14a)

a′j =

√
η

(n)
j aj +

√
η

(n)
j − 1 aE †j , κ > 1 . (7.14b)
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In particular, if we focus on the physically relevant case in which all the modes of the
environment (and the initial memory mode) are in the same thermal state with a given
mean photon number N , the modes

{
aEj
}

remain in factorized thermal states and one can
conclude that the memory channel applied n times is unitarily equivalent to n independent
memoryless attenuators or amplifiers,

Φn = EN
η
(n)
1

⊗ EN
η
(n)
2

· · · ⊗ EN
η
(n)
n
. (7.15)

An important feature of the canonical transformation (7.13b) is that annihilation
operators aj are not mixed with creation operators a†j′ . This means that the operation is
passive, i.e. it does not change the total energy of the input modes and so the capacity
with constrained input energy is the same for the diagonalized channel and the original
one.

7.2.3 Limit of infinite iterations

In order to compute the capacity we need to take the limit of infinite iterations of the
memory channel. In virtue of the previous factorization into independent channels, the
capacity will depend only on the asymptotic distribution of the gain parameters η

(n)
j

appearing in (7.15), in the limit of n → ∞. The set of gain parameters η
(n)
j can be

computed as the eigenvalues of the matrix

M (n) := AA† . (7.16)

The entries of the matrixM can be computed from the explicit values of A [123], obtaining

M
(n)
jj′ = δjj′ + (κjj′ − 1)

√
µκ|j−j

′| , (7.17)

where

κjj′ := κ+ µ(κ− 1)2

min {j,j′}−2∑
h=0

(µκ)h . (7.18)

The asymptotic behavior of the eigenvalues is different according to whether the combi-
nation µκ is greater or lower than one. Below threshold, i.e. for µκ < 1 the sequence of
matrices M (n) is asymptotically equivalent [133] to the (infinite) Toeplitz matrix M (∞),
given by

M
(∞)
jj′ := M

(∞)
j−j′ = δjj′ −

(1− µ)(1− κ)

1− κµ
√
µκ|j−j

′| . (7.19)

We can now exploit the full power of the Toeplitz matrices theory (see Ref. [133] for
more details): the Szegö theorem [133] states that, for any smooth function F , we have

lim
n→∞

1

n

n∑
j=1

F
[
η

(n)
j

]
=

∫ 2π

0

dz

2π
F [η(z)] , (7.20)

where the function η(z) is the Fourier transform of the elements of the matrix M (∞), i.e.

η(z) =
∞∑

j=−∞

M
(∞)
j eizj/2 =

κ+ µ− 2
√
κµ cos z

2

1 + κµ− 2
√
κµ cos z

2

, (7.21)
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Figure 7.2: Asymptotic spectrum η(z) of Eq. (7.21) for the case where Eκ of Fig. 7.1
represents an attenuator channel (i.e. κ ∈ [0, 1]). In this case the system is
operated below the threshold limit µκ ≤ 1 (no divergency in the spectrum
occurs) and the values of η(z) are always bounded below 1 (i.e. the channels
EN
η
(n)
j

entering the decomposition (7.15) are attenuators). In each plot the

plane represents the value of µ. We notice that for κ = 0 one has η(z) = µ,
while for κ = 1, η(z) = 1 independently from η.

with z ∈ [0, 2π] (see Fig.s 7.2, 7.3).
Above threshold, i.e. for µκ > 1, the sequence of matrices does not converge.

Nonetheless, the divergence can be ascribed to a single diverging eigenvalue, and it is
possible to rewrite Eq. (7.17) as the sum of two terms:

M (n) = c(n)P (n) + ∆M (n) , (7.22)

where the P (n) are rank one projectors, c(n) is a diverging sequence of positive real num-
bers, and ∆M (n) is a sequence of matrices which asymptotically converges towards the
(infinite) Toeplitz matrix ∆M (∞), given by

∆M
(∞)
jj′ = δjj′ +

(1− µ)(κ− 1)

µκ− 1

1
√
µκ|j−j

′| . (7.23)

(See the Appendix of [123] for the expressions of P (n) and ∆M (n)). It is possible to prove
that for n → ∞, the matrices P (n) and ∆M (n) commute, and we can conclude that, as
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Figure 7.3: Logarithm of the asymptotic spectrum η(z) of Eq. (7.21) for the case where
Eκ of Fig. 7.1 represents an amplifier channel (i.e. κ ≥ 1). In this case the
values of η(z) are always larger than 1 meaning that the channels EN

η
(n)
j

en-

tering the decomposition (7.15) describe amplifiers. Above threshold (i.e.
µκ ≥ 1) the system acquires also a divergent, singular eigenvalue repre-
sented in the picture by the cyan vertical region.

anticipated, the spectrum of the matrix (7.17) is asymptotically composed of only one
diverging eigenvalue [corresponding to the diverging sequence c(n)] and of the asymptotic
spectrum of the infinite Toeplitz matrix (7.23). As for the below threshold case, the latter
is given by the Fourier transform of the matrix elements, where the Fourier transform
η(z) is given by Eq. (7.21) analytically continued to the region µκ > 1.

Finally it remains to consider the case µκ = 1. At this threshold, the matrix M (n)

can be expressed as

M
(n)
jj′ = δjj′ + (1− µ) +

(1− µ)2

µ
min{j, j′} . (7.24)

In this case it appears not feasible to extract the asymptotic spectrum. From a practical
point of view however this is not a real problem since any real physical channel will always
fall into one of the two classes characterized by µκ > 1 or µκ < 1, respectively.

It is important to stress that for any µ ∈ [0, 1], in the thermal attenuator case (κ ∈
[0, 1]) all the channels in the asymptotic diagonal decomposition (7.15) are also thermal
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attenuators, i.e. η(z) ∈ [0, 1] for any z ∈ [0, 2π]. The same happens in the amplifier case,
i.e. if κ > 1 also η(z) > 1 for any z ∈ [0, 2π].

7.3 Capacities

In this Section we will compute the capacity of the memory channel model of Section 7.2,
with the environment in a thermal multimode state with fixed temperature and associated
mean photon number per mode N .

Let ΦP be the mapping describing the input-output relations of the first P -channel
uses of the model depicted in Fig. 7.1. Since any input influences all the following
outputs, its classical capacity cannot be directly computed as in Eq. (2.50). Still, thanks
to the fact that ΦP can be expressed as a tensor product of P � 1 independent maps
of effective transmissivities η

(P )
j (see Eq. (7.15)), a close formula for C can be derived.

The fundamental observation here is that, even though in general the η
(P )
j will differ from

each other, for large enough P one can organize them into subgroups each containing
a number of elements of order P , and characterized by an almost identical value of the
transmissivity distributed according to the continuous function η(z) of Eq. (7.21). Let
us consider next the channel Φ2P . Its effective transmissivities are different, but they are
taken from almost the same distribution, therefore we can write

Φ2P ' ΦP ⊗ ΦP . (7.25)

Iterating, we get
Φ`P ' Φ⊗`P , (7.26)

and we have managed to express Φn for n → ∞ as the limit of infinite uses of a fixed
memoryless channel.

Let’s formalize this procedure: we fix P � 1, and take n = `P . We label the
eigenvalues η

(n)
j in increasing order (η

(n)
j 6 η

(n)
j′ if j < j′), and divide them into P groups,

the pth one being made by
{
η

(n)
j

∣∣∣ (p− 1)` < j 6 p`
}

. Let η(P )
p

and η(P )
p be respectively

the infimum and the supremum of the pth group over all `:

η(P )

p
= inf

`
inf

(p−1)`<j6p`
η

(`P )
j , (7.27a)

η(P )
p = sup

`
sup

(p−1)`<j6p`
η

(`P )
j . (7.27b)

Now, the two collections of transmissivities η(P )
p

and η(P )
p identify two memoryless P -mode

gaussian channels. Let φ(η,N) be the Gaussian attenuator / amplifier with transmissivity
η > 0, mixing the input with a thermal state with mean photon number N . Remembering
that φ(η,N)φ(η′, N) = φ(ηη′, N) and that the capacity decreases under composition of
channels, if we replace each transmissivity with the supremum or the infimum of its group,
the capacity will increase or decrease, respectively. Each group has exactly ` eigenvalues,
so the n uses of the single mode memory channel can be compared to ` uses of these two
P -mode channels, and letting `→∞ we can bound the capacity with

C(P ) 6 C 6 C
(P )

, (7.28)
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where C(P ) and C
(P )

are precisely the capacities of these P -mode channels with trans-

missivities
{
η(P )
p

}
,
{
η(P )
p

}
. As customary, to keep them finite we impose a constraint on

the input mean energy:
1

n

n∑
j=1

Tr
[
ρ(n)a†jaj

]
6 E , (7.29)

where n is the number of uses of the channel and ρ(n) is the joint input density matrix.
As already stressed, this constraint looks identically if expressed in terms of the collective
modes (7.13b), since they are related to the original ones by an orthogonal matrix.

7.3.1 Thermal attenuator

Let us first consider the case of the attenuating thermal memory channel, i.e. κ ≤ 1. It
has recently been proven [16] that the χ capacity of successive uses of Gaussian gauge-
covariant channels is additive also if they are different:

χ(Φ1 ⊗ . . .⊗ Φn) = χ(Φ1) + . . .+ χ(Φn) . (7.30)

Then the capacity of our two P -mode channels can be simply obtained by summing (7.6a)
over all modes, yielding the bounds

C(P ) =
1

P

P∑
p=1

(
g
[
η(P )

p
Np +

(
1− η(P )

p

)
NT

]
− g

[(
1− η(P )

p

)
NT

])
, (7.31a)

C
(P )

=
1

P

P∑
p=1

(
g
[
η(P )
p Np +

(
1− η(P )

p

)
NT

]
− g

[(
1− η(P )

p

)
NT

])
, (7.31b)

where
g(x) = (x+ 1) ln(x+ 1)− x lnx , (7.32)

and the parameters Np, Np describe the optimal distribution of the mean photon number
of the modes and must satisfy the constraints

Np, Np > 0 (7.33a)

1

P

P∑
p=1

Np =
1

P

P∑
p=1

Np = E . (7.33b)

If the positivity constraint (7.33a) were not there, these optimal values could be computed
with the Lagrange multiplier method, yielding

Np =
1

η(P )
p

(
1

e
λ/η(P )

p − 1
−
(

1− η(P )

p

)
N

)
, (7.34)

and the analog for Np. Taking the limit P → ∞ and applying (7.20), the two bounds
converge to the same quantity and we get

C =

∫ 2π

0

dz

2π
(g [η(z)N(z) + (1− η(z))N ]− g [(1− η(z))N ]) κ ∈ [0, 1] . (7.35)
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In the zero temperature case N = 0 the expression (7.34) is positive definite. As N grows,
(7.34) is no more guaranteed to be positive, and we have to impose this constraint by
hand. Then, above a certain critical temperature the optimal energy distribution N(z)
will vanish for 0 6 z 6 z0. Physically, this means that it is convenient to concentrate all
the energy on a fraction 2π−z0

2π
of all the beamsplitters. We will show in Section 7.4 that

to determine the optimal energy distribution we can still use the Lagrange multipliers,
with the only caveat that N(z) is given now by the positive part of what we would have
got without the energy constraint:

N(z) =
1

η(z)

(
1

e
λ
η(z) − 1

− (1− η(z))N

)+

, (7.36)

where f+(z) = [f(z) + |f(z)|]/2 is the positive part of f . The energy constraint reads as
expected ∫ 2π

0

dz

2π
N(z) = E . (7.37)

We notice that the function η is symmetric in µ and κ, i.e.

η(µ, κ, z) = η(µ′ = κ, κ′ = µ, z) . (7.38)

Since µ and κ appear in the computation of the capacity only through η, the channel
with parameters (µ′, κ′) has the same capacity of the original one, i.e. we can exchange
the memory with the transmissivity. Then, varying the memory with fixed transmissivity
has the same effect on the capacity as varying the transmissivity for fixed memory. In
Fig. 7.4 we report the capacity of the channel as a function of the temperature.

7.3.2 Thermal amplifier

The minimum output entropy conjecture lets us compute the capacity also in the amplifier
case κ > 1. Now, all the transmissivities are greater than 1, so the capacity decreases as
they increase and the two bounds (7.31) are inverted:

C
(P )

=
1

P

P∑
p=1

(
g
[
η(P )

p
Np +

(
η(P )

p
− 1
)

(N + 1)
]
− g

[(
η(P )

p
− 1
)

(N + 1)
])

, (7.39a)

C(P ) =
1

P

P∑
p=1

(
g
[
η(P )
p Np +

(
η(P )
p − 1

)
(N + 1)

]
− g

[(
η(P )
p − 1

)
(N + 1)

])
. (7.39b)

As in the thermal attenuator case, we take the limit P → ∞. Above the threshold
(µκ > 1) one of the eigenvalues is diverging but, being only one, it does not contribute in
the limit, so the capacity is still fully determined by the infinite Toeplitz matrix ∆M (∞)

yielding

C =

∫ 2π

0

dz

2π
(g [η(z)N(z) + (η(z)− 1) (N + 1)]− g [(η(z)− 1) (N + 1)]) , (7.40)
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where as before N(z) is determined by the Lagrange multiplier method, with the caveat
of taking the positive part of the resulting function

N(z) =
1

η(z)

(
1

e
λ
η(z) − 1

− (η(z)− 1)(N + 1)

)+

, (7.41)

and with the same constraint on the mean energy∫ 2π

0

dz

2π
N(z) = E . (7.42)

We notice that in (7.41) the positive part is at least in principle necessary also in the case
of zero temperature.

Also the amplifier enjoys a sort of duality between κ and µ: the function η(µ, κ, z)
satisfies

η(µ, κ, z) = η

(
µ′ =

1

κ
, κ′ =

1

µ
, z

)
. (7.43)

Noticing that κ′µ′ = 1
κµ

, this relation associates to any channel identified by (µ, κ) above

threshold (µκ > 1) the new one identified by (µ′, κ′), which is below threshold. Then, to
investigate the capacity regions as function of the parameters, it is sufficient to consider
only the channels below threshold.

In Fig. 7.4 we report the capacity of the thermal memory channel as a function of
the thermal photon number N . As for the thermal attenuator, the capacity is degraded
by the temperature and enhanced by the memory.

7.3.3 Optimal encoding and decoding

We have seen how the optimal encoding is a coherent-state one with Gaussian weights in
the normal mode decomposition {aj} introduced in Eq. (7.13b) in which the channel is
diagonal. They are related to the input modes {aj} by a passive orthogonal transforma-
tion, and since such transformations send coherent states to coherent states, the latter
are also not entangled. However, since the optimal coding requires a non-uniform energy
distribution among the {aj}, the modes {aj} will be classically correlated. Then this
optimal coding can be achieved by independent uses of the channel, but the probabilities
of choosing a particular coherent state will be correlated among the various inputs.

Since also in the case of multiple uses of a fixed memoryless channel the optimal
decoding requires measures entangled among the various outputs [2], in our case the
preprocessing with an orthogonal passive transformation to convert the physical basis
into the diagonal one does not add further complications to the procedure.

Above threshold (µκ > 1), the diverging eigenvalue signals the presence of an input
mode that gets amplified by a factor which increases indefinitely with the number of
channel uses. Then, even if such mode is left in the vacuum, the corresponding output
mode will have a very high energy, and could in principle lead the beamsplitter used in the
decoding procedure to a nonlinear regime. The experimentally achievable capacity could
then be lower than the theoretical bound, depending on the stability of the decoding
device when dealing with high energy inputs.
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7.3.4 Trivial cases

There are some particular values of the parameters for which the capacity can be com-
puted analytically.

• κ = 1 or µ = 1

This case corresponds to the identity channel (κ = 1) or to the perfect memory
channel (µ = 1). In both cases, η(z) = 1 and the capacity is the one of the identity
channel with mean energy E:

C = g(E) . (7.44)

An intuitive explanation of the result for the perfect memory channel can be given:
since µ = 1, the first n output modes {a′i} are a linear combination only of the first
n input modes {ai} and the first memory mode aM1 , and the environment modes{
aEi
}

do not play any role. Now we can imagine that in the large n limit the mode
aM1 is no more relevant, and the channel behaves almost as if the output modes
were an invertible linear combination of the input ones. This combination can be
inverted in the decoding, recovering (almost) the identity channel.

• κ→∞

This is the case of infinite amplification. Here η(z) = 1
µ
, and the capacity is the

one of the amplifier with amplification factor 1
µ

C = g

(
E

µ
+

1− µ
µ

(N + 1)

)
− g

(
1− µ
µ

(N + 1)

)
. (7.45)

• κ = 0

This is the case of infinite attenuation, in which all the signal is provided by the
memory. Here the n-th input mode an does not influence at all the n-th output
a′n, but it directly mixes with the n + 1-th environmental mode aEn+1 through the
beamsplitter with transmissivity µ to give the n+ 1-th output a′n+1. Then the only
memory effect is a translation of the inputs, and the channel behaves as a thermal
attenuator with transmissivity µ. Indeed, as shown in Fig. 7.2, here η(z) = µ, and
the capacity matches the attenuator one [14]:

C = g (µE + (1− µ)N)− g ((1− µ)N) . (7.46)

• µ = 0

This is the memoryless case, and the capacity is the one of the thermal attenuator
/ amplifier with transmissivity κ:

C = g (κE + (1− κ)N)− g ((1− κ)N) , (7.47a)

C = g (κE + (κ− 1) (N + 1))− g ((κ− 1) (N + 1)) . (7.47b)
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7.3.5 Additive noise channel

The one–mode additive noise channel adds to the covariance matrix σ of the input state
a multiple of the identity:

σ 7→ σ +NCI . (7.48)

A beamsplitter of transmissivity η, mixing the input with a thermal state with mean pho-
ton number N , performs instead a convex combination of the corresponding covariance
matrices:

σ 7→ ησ + (1− η)

(
N +

1

2

)
I . (7.49)

The additive noise channel can now be recovered in the limit η → 1− with the second
addend of (7.49) kept fixed, i.e. with

(1− η)

(
N +

1

2

)
= NC , η → 1− , N →∞ . (7.50)

It is then natural to consider what happens to our model for the memory channel in the
limit N → ∞, κ → 1− with fixed (1 − κ)

(
N + 1

2

)
= NC . We start from the expression

(7.10a) which expresses the output modes in terms of the input and the (thermal) envi-
ronment. From the expressions for the matrices A and E in [123] it is easy to show that,
since they do not depend on N , their limit for κ→ 1 are A→ I and E → 0, respectively.
Physically, this happens because for κ = 1 the channel is the identity and the output
is equal to the input. We will now compute the expectation values of all the operators
quadratic in the output modes, i.e. the output covariance matrix. We remember that,
since the input and the environment are in a completely factorized state,〈

aia
E
j

〉
=
〈
a†ia

E
j

〉
=
〈
aEi a

E
j

〉
= 0 , (7.51a)〈

aEi
†
aEj

〉
= Nδij . (7.51b)

We have then 〈
a′ia
′
j

〉
= 〈aiaj〉 , (7.52a)〈

a′i
†
a′j

〉
=

〈
ai
†aj
〉

+ lim
N→∞

N
∑
k

EikEjk , (7.52b)

where the limit is nontrivial since the matrix E depends on κ, which changes with N .
Recalling (7.11a)

AAT + EET = I , (7.53)

and from the expression for AAT = AA† in [123] it is easy to prove that

lim
N→∞

N
∑
k

EikEjk = NCµ
|i−j|

2 , (7.54)

so 〈
a′i
†
a′j

〉
=
〈
ai
†aj
〉

+NCµ
|i−j|

2 . (7.55)
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If we look only at a single output mode a′i, throwing away all the others, (7.55) becomes〈
a′i
†
a′i

〉
=
〈
ai
†ai
〉

+NC , (7.56)

i.e. the reduced channel exactly adds classical noise NC . However, for nonzero memory

(µ > 0), NCµ
|i−j|

2 is nonzero also for i 6= j: the added noise is correlated among the
various outputs, and the resulting channel is not simply the product of n independent
additive noise ones. We expect this correlation to enhance the capacity: looking at the
limit of our formula (7.35), we will see that it is effectively so. Let’s look at this limit
in the normal modes variables. Remembering that the environment associated to the
operators aEj is still in a factorized thermal state with temperature N , we have〈

a′ia
′
j

〉
= 〈aiaj〉 , (7.57a)〈

a′i
†
a′j

〉
=

〈
ai
†aj
〉

+ δij lim
N→∞

N
(

1− η(n)
i

)
, (7.57b)

and since

lim
N→∞

(1− η(z))N =
NC(1− µ)

1 + µ− 2
√
µ cos z

2

, (7.58)

in the limit of infinite channel uses we get a factorized additive noise channel, but with
the added noise depending on the mode and distributed according to (7.58). This model
for an additive noise channel with memory coincides with the one considered in [125,128],
derived starting from correlated translations with Gaussian weights.

First, we notice that η(z) does not depend on N , and limκ→1 η(z) = 1. Let us compute
the limit of the expression for N(z) (7.36):

N(z) =

(
1

eλ − 1
− lim

N→∞
(1− η(z))N

)+

. (7.59)

From the expression for η(z) (7.21) we can compute the limit
so that

N(z) =

(
1

eλ − 1
− NC(1− µ)

1 + µ− 2
√
µ cos z

2

)+

. (7.60)

For simplicity, we consider only the case in which the positive part in (7.60) is not needed.
The mean energy constraint (7.37) becomes

1

eλ − 1
= NC + E , (7.61)

where we have used that ∫ 2π

0

1− µ
1 + µ− 2

√
µ cos z

2

dz

2π
= 1 , (7.62)

and we have for the positivity constraint on N(z)

E ≥
2NC
√
µ

1−√µ
. (7.63)
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Finally, we can compute the capacity taking the limit of (7.35):

C = g(E +NC)−
∫ 2π

0

g

(
NC(1− µ)

1 + µ− 2
√
µ cos z

2

)
. (7.64)

Since g(x) is concave, the LHS of (7.64) decreases if we take the integral inside g, so

C ≥ g(E +NC)− g(NC) . (7.65)

The right-hand-side of (7.65) is exactly the capacity of the single mode additive noise
channel, i.e. the correlation of the added noise enhances the capacity as expected.

7.4 Optimal energy distribution

In this Section we will prove that the Lagrange multipliers method with the caveat of
taking the positive part in (7.36) and (7.41) works also with the positivity constraint
(7.33a), and we will analyze the resulting optimal energy distribution N(z).

7.4.1 The proof

The function η(z) is increasing for the thermal attenuator (κ < 1) and decreasing for
the amplifier (κ > 1), i.e. the channel with transmissivity η(z) always improves as z
increases. For simplicity here we consider only the thermal attenuator case, the amplifier
one being completely analogous.

Let Ñ(z, w) be the Lagrange multipliers solution in the interval w 6 z 6 2π which
maximizes the capacity

C =

∫ 2π

w

dz

2π

(
g
[
η(z)Ñ(z, w) + (η(z)− 1) (N + 1)

]
− g [(η(z)− 1) (N + 1)]

)
(7.66)

with the mean energy constraint∫ 2π

w

dz

2π
Ñ(z, w)dz = E , (7.67)

where the integrals are restricted to w 6 z 6 2π and we do not care about the positivity
of N(z, w). Such solution is given by

Ñ(z, w) =
1

η(z)

(
1

e
λ
η(z) − 1

− (1− η(z))N

)
, (7.68)

where the multiplier λ is determined by the constraint (7.67) (strictly speaking, with

Ñ(z, w) we mean the function analytically continued to the whole interval 0 6 z 6 2π).
Let N(z) be the optimal positive distribution of the photons. Since it is better to use

more energy in the better channels, N(z) must be increasing: if not, we could move a bit
of energy from a bad channel to a better one with less energy, and this would increase
the capacity. Let N(z) be zero for 0 6 z < z0, and strictly positive for z0 < z 6 2π.
In particular N(z) is the optimal solution among all the functions equal to zero for 0 6
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z < z0 and strictly positive for z0 < z 6 2π. We consider all the infinitesimal variations
N(z) + δN(z) satisfying the mean energy constraint and such that δN(z) is nonzero
only in the interval z0 < z 6 2π. Since N(z) is strictly positive there, N(z) + δN(z)
is still positive for infinitesimal δN , so it is a legal positive photon distribution. For its
optimality N(z) must be a stationary point of the capacity for all such variations, but

this means exactly that N(z) is the solution of the Lagrange multipliers method Ñ(z, z0):

N(z) = Ñ(z, z0)θ(z − z0) , (7.69)

where θ(z) is the step function.

We now claim that Ñ(z0, z0) must be zero. Let us suppose Ñ(z0, z0) > 0. Since

Ñ(z, w) is continuous in w, we can choose a w0 < z0 such that Ñ(z, w0) is strictly

positive in the whole interval w0 < z 6 2π. Then, Ñ(z, w0)θ(z − w0) is an admissible
solution. Since alsoN(z) has been considered in the maximization problem (7.66) defining

Ñ(z, w0), the latter must achieve a greater capacity than the former, impossible.

For the same argument used with N(z), Ñ(z, z0) must be increasing within each
interval where it is positive, and since it is continuous in z it must be negative for
0 6 z < z0 and positive for z0 < z 6 2π. Then we can finally write as promised N(z) as

N(z) =
1

η(z)

(
1

e
λ
η(z) − 1

− (1− η(z))N

)+

, z ∈ [0, 2π], (7.70)

where f+(z) is the positive part of f .

7.4.2 Analysis of the optimal distribution

The typical behavior of N(z) in the attenuator case is shown in Fig. 7.5. It is increasing,
as it has to be. We can identify a critical temperature Ncrit, that for our choice of the
parameters (κ = 0.9, µ = 0.8, E = 8) is nearly Ncrit ∼ 0.8. Below this critical value, N(z)
approaches a constant positive value for z → 0, i.e. the optimal configuration exploits
all the beamsplitters. Above the critical value, N(z) is zero on a finite interval [0, z0],
i.e. the optimal configuration does not use at all a finite fraction z0

2π
of the beamsplitters,

being more convenient to concentrate all the energy on the other ones.
The behavior of N(z) in the amplifier case is shown in Fig. 7.6. It is completely

analogous to the thermal attenuator, but for our choice of the parameters (κ = 1.1,
µ = 0.8, E = 8) the critical temperature is much greater, Ncrit ∼ 9.8.

An analysis of the fraction z0
2π

(remember that z0 ranges from 0 to 2π) of the unused
beamsplitters is presented in Fig. 7.7. For fixed κ and µ, for zero temperature (N = 0)
all the beamsplitters are exploited and z0 = 0; then z0 remains zero up to the critical
temperature Ncrit, and grows for N > Ncrit. We can notice that for typical parameters,
the critical value Ncrit for the beamsplitter is much lower than for the amplifier.

We will now show that in the infinite temperature limit (N → ∞), z0 tends to 2π,
and the optimal configuration concentrates all the energy on an infinitesimal fraction of
the beamsplitters. We first notice that for N →∞ the multiplier λ in (7.70) must tend
to zero, and we can approximate eλ/η − 1 ∼ λ/η, getting

N(z) =

(
1

λ
−
(

1

η(z)
− 1

)
N

)
θ(z − z0) +O(1) , (7.71)
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where z0 is the point where N(z) vanishes, given by

1

λ
=

(
1

η(z0)
− 1

)
N . (7.72)

The energy constraint (7.37) can be now written as

E = N

∫ 2π

z0

(
1

η(z0)
− 1

η(z)

)
dz

2π
+O(1) , (7.73)

and since η(z) is strictly increasing, the only way to keep E finite for N → ∞ is to
let z0 → 2π, i.e. in the high temperature limit all the energy is concentrated on an
infinitesimal fraction of the beamsplitters.

The minimum energy Ecrit for which all the beamsplitters are exploited is shown in
Fig. 7.8 for various values of the temperature N . We know that for κ = 0, 1 and κ→∞
no beamsplitter is left unused, and indeed Ecrit = 0 at these points. As expected, Ecrit
always grows with the temperature. In the attenuator case, we notice a divergence of Ecrit
for κ = µ (µ = 0.8 in the plot). Actually, if κ = µ we have η(0) = 0 (while in any other
case η(z) is always positive), and some normal modes have infinitesimal transmissivity.
It is then natural that for any nonzero temperature it is not convenient to send energy
into these low-capacity modes. More formally, the argument of the positive part in (7.70)
in the case κ = µ in z = 0 is −N < 0, so for any N > 0 the positive part must be taken
into account.

7.5 Conclusion

We have studied a model of Gaussian thermal memory channels extending a previous
proposal by Lupo et al. [122, 123] in order to incorporate the disturbance of thermal
noise. The memory effects imply that successive uses of a channel cannot be considered
independently but they are potentially correlated [111,116]. In our model this correlation
is generated by an internal memory mode which is assumed to be unaccessible by the
users of the channel.

Exploiting the factorization into independent normal modes [123] and the recent de-
termination of the capacity of memoryless gauge-covariant Gaussian channels (see [14]
and Section 2.6), we explicitly determine the classical capacity of our memory channel
model. We find that, as in the memoryless case, coherent states are sufficient for an
optimal coding. However, the associated probability distribution is factorized only in the
normal mode decomposition that diagonalizes the channel, so in order to fully exploit
its intrinsic memory, the input signals {aj} (and consequently their outputs counter-
parts) must be correlated. Then the optimal transmission rate of information can still
be achieved by independent uses of the channel, but the probability distribution of the
physical inputs will not be factorized.

Our results can find applications in bosonic communication channels with memory
effects and affected by a non-negligible amount of thermal noise. In particular low fre-
quency communication devices, e.g. GHz communication systems [130], THz lasers [131],
etc., are intrinsically subject to black-body thermal noise and thus they fall in the theo-
retical framework presented here.

116 PhD Thesis



Conclusion 7.5

Figure 7.4: Capacity (in nats / channel use) as a function of the thermal photon number
N for µ = 0.8 and mean input energy E = 8 for various values of the
transmissivity κ. In particular the upper panel refers to the case where the
map Eκ of Fig. 7.1 is an attenuator (i.e. κ ∈ [0, 1]), while the lower panel
to the case where Eκ is an amplifier (κ ≥ 1). As expected, the capacity is
degraded by the temperature and enhanced if the transmissivity is close to
unity.
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Figure 7.5: Behavior of the energy density N(z) for κ = 0.9, µ = 0.8, E = 8 and N
ranging in steps of 0.1 from top to bottom from 0.5 to 1.2, near to the
critical temperature Ncrit ∼ 0.8. As expected, N(z) is always increasing.
If we exclude the region near z = 0, the functions are almost identical and
approach nearly the same constant value for z & 1. Inset: Zoom on the
region z → 0. We can see that above the critical temperature N(z) is zero
on a finite interval, while below it N(z) approaches a positive value which
strongly depends on the temperature.

118 PhD Thesis



Conclusion 7.5

1 2 3 4 5 6
z

2

4

6

8

NHzL

0.02 0.04 0.06 0.08 0.10
z

0.2

0.4

0.6

0.8

1.0
NHzL

Figure 7.6: Behavior of the energy density N(z) for κ = 1.1, µ = 0.8, E = 8 and N
ranging in steps of 0.1 from top to bottom from 9.4 to 10.1, near to the
critical temperature Ncrit ∼ 9.8. As expected, N(z) is always increasing.
If we exclude the region near z = 0, the functions are almost identical and
approach nearly the same constant value for z & 1. Inset: Zoom on the
region z → 0. We can see that above the critical temperature N(z) is zero
on a finite interval, while below it N(z) approaches a positive value which
strongly depends on the temperature.
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Figure 7.7: Behavior of the fraction z0
2π

(z0 ranges from 0 to 2π) of unused beamsplitters
as a function of the temperature N for E = 8, µ = 0.8 and various values
of κ. At zero temperature (N = 0) all the beamsplitters are exploited and
z0 = 0; then z0 remains zero up to the critical temperature Ncrit, and grows
for N > Ncrit. We notice that for typical values of the parameters Ncrit is
much greater for κ > 1 than for 0 < κ < 1. In the infinite temperature
limit N →∞ only an infinitesimal fraction of the beamsplitters is used and
z0 tends to 2π, even if this is not evident from the plots due to the limited
range of N .
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Figure 7.8: Behavior of the minimal energy for which all the beamsplitters are exploited
as a function of κ for µ = 0.8 and various values of the temperature N . As
expected, E grows with the temperature, and E = 0 for κ = 0, 1 and
κ → ∞. In the attenuator case we notice the divergence of E for κ = µ
(= 0.8), due to the fact that η(0) = 0 and for any positive temperature the
optimal N(z) must vanish on a finite interval.
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Chapter 8

Normal form decomposition for
Gaussian-to-Gaussian
superoperators

In this Chapter, we explore the set of the linear trace preserving not necessarily positive
maps sending the set of quantum Gaussian states into itself. These maps can be exploited
as a test to check whether a given quantum state belongs to the convex hull of Gaussian
states, exactly as positive but not completely positive maps are tests for entanglement.
For one mode, we prove that these maps are all built from the phase-space dilatation,
that is hence the only relevant test of this kind.

The Chapter is based on

[49] G. De Palma, A. Mari, V. Giovannetti, and A. S. Holevo, “Normal form decompo-
sition for Gaussian-to-Gaussian superoperators,” Journal of Mathematical Physics,
vol. 56, no. 5, p. 052202, 2015.
http://scitation.aip.org/content/aip/journal/jmp/56/5/10.1063/1.4921265

8.1 Introduction

As we have seen in Chapter 2, Gaussian Bosonic States (GBSs) play a fundamental role
in the study of continuous-variable (CV) quantum information processing [8, 9, 59, 90]
with applications in quantum cryptography, quantum computation and quantum com-
munication where they are known to provide optimal ensembles for a large class of
quantum communication lines (specifically the gauge-covariant Gaussian Bosonic maps)
[14,16,67,134–136]. GBSs are characterized by the property of having Gaussian Wigner
quasi-distribution (see Section A.2 of Appendix A) and describe Gibbs states of Hamilto-
nians which are quadratic in the field operators of the system. Further, in quantum optics
they include coherent, thermal and squeezed states of light and can be easily created via
linear amplification and loss.

Directly related to the definition of GBSs is the notion of Gaussian transforma-
tions [8,9,90], i.e. superoperators mapping the set G of GBSs into itself. In the last two
decades, a great deal of attention has been devoted to characterizing these objects. In
particular the community focused on Gaussian Bosonic Channels (GBCs) [67], i.e. Gaus-
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sian transformations which are completely positive (CP) and provide hence the proper
mathematical representation of data-processing and quantum communication procedures
which are physically implementable [6]. On the contrary, less attention has been devoted
to the study of Gaussian superoperators which are not CP or even non-positive. A typi-
cal example of such mappings is provided by the phase-space dilatation, which, given the
Wigner quasi-distribution Wρ̂(r) (see (A.16)) of a state ρ̂ of n Bosonic modes, yields the

function W
(λ)
ρ̂ (r) ≡ Wρ̂(r/λ)/λ2n as an output, with the real parameter λ satisfying the

condition |λ| > 1. On one hand, when acting on G the mapping

Wρ̂(r) 7→ W
(λ)
ρ̂ (r) , (8.1)

always outputs proper (Gaussian) states. Specifically, given ρ̂ ∈ G one can identify an-

other Gaussian density operator ρ̂′ which admits the function W
(λ)
ρ̂ (r) as Wigner distri-

bution, i.e. Wρ̂′(r) = W
(λ)
ρ̂ (r). On the other hand, there exist inputs ρ̂ for which W

(λ)
ρ̂ (r)

is no longer interpretable as the Wigner quasi-distribution of any quantum state: in this
case in fact W

(λ)
ρ̂ (r) is the Wigner quasi-distribution Wθ̂(r) of an operator θ̂ which is

not positive [137] (for example, any pure non-Gaussian state has this property for any
λ 6= ±1 [138]). Accordingly phase-space dilatations (8.1) should be considered as “un-
physical” transformations, i.e. mappings which do not admit implementations in the
laboratory. Still dilatations and similar exotic Gaussian-to-Gaussian mappings turn out
to be useful mathematical tools that can be employed to characterize the set of states
of CV systems in a way which is not dissimilar to what happens for positive (but not
completely positive) transformations in the analysis of entanglement [139]. In particular
Bröcker and Werner [137] used (8.1) to study the convex hull C of Gaussian states (i.e. the
set of density operators ρ̂ which can be expressed as a convex combination of elements of
G). The rationale of this analysis is that the set F of density operators which are mapped
into proper output states by this transformation includes C as a proper subset, see Fig.
8.1. Accordingly if a certain input ρ̂ yields a W

(λ)
ρ̂ (r) which is not the Wigner distribution

of a state, we can conclude that ρ̂ is not an element of C. Finding mathematical and
experimental criteria which help in identifying the boundaries of C is indeed a timely
and important issue which is ultimately related with the characterization of non-classical
behavior in CV systems, see e.g. Ref.’s [140, 141, 141–149], and also [150, 150] for the
fermionic case.

In this context a classification of non-positive Gaussian-to-Gaussian operations is
mandatory. This analysis has been initiated in [64], where Gaussian-to-Gaussian maps
are characterized through their Choi-Jamio lkowski state, under the hypothesis that this
state has a Gaussian characteristic function. One goal is proving this hypothesis: we
prove that the action of such transformations on the covariance matrix and on the first
moment must be linear, and we write explicitly the transformation properties of the
characteristic function (Theorem 8.1). In the classical case, any probability measure can
be written as a convex superposition of Dirac deltas, so the convex hull of the Gaussian
measures coincides with the whole set of measures. A simple consequence of this property
is that a linear transformation sending Gaussian measures into Gaussian (and then posi-
tive) measures is always positive. Nothing of this holds in the more interesting quantum
case, so we focus on it, and use Theorem 8.1 to get a decomposition which, for single-
mode operations, shows that any linear quantum Gaussian-to-Gaussian transformation
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C
G

S = quantum states

Wigner distributionP = non negative

F =
mapped into states
by dilatations

Gaussian states

Gaussian states
convex hull of

Figure 8.1: Pictorial representation of the structure of the set of states S of a CV
system. P is the subset of density operators ρ̂ which have non-negative
Wigner distribution (A.16). F is set of states which instead are mapped
into proper density operators by an arbitrary dilatation (8.1). G is the set
of Gaussian states and C its convex hull. S, P, F, and C are closed under
convex convolution, G is not. For a detailed study of the relations among
these sets see Ref. [137].

can always be decomposed as a proper combination of a dilatation (8.1) followed by a CP
Gaussian mapping plus possibly a transposition. We also show that our decomposition
theorem applies to the multimode case, as long as we restrict the analysis to Gaussian
transformations which are homogeneous at the level of covariance matrix. For complete-
ness we finally discuss the case of contractions: these are mappings of the form (8.1) with
|λ| < 1. They are not proper Gaussian transformations because they map some Gaussian
states into non-positive operators. Still some of the results which apply to the dilatations
can be extended to this set.

The Chapter is organized as follows. In Section 8.2 we define the convex hull of
Gaussian states. In Section 8.3 we state the problem and prove Theorem 8.1 characteriz-
ing the action of Gaussian-to-Gaussian superoperators on the characteristic functions of
quantum states and its variations, including the probabilistic analog. In subsection 8.3.1
we consider the case of contractions. In Section 8.4 we present the main result of the
chapter, i.e. the decomposition theorem for single-mode Gaussian-to-Gaussian transfor-
mations. The multimode case is then analyzed in Section 8.5. In Section 8.6 we prove the
unboundedness of phase-space dilatations with respect to the trace norm. The Chapter
ends hence with Section 8.7 where we present a brief summary and discuss some possible
future developments.

8.2 The convex hull of Gaussian states

States with positive Wigner function (A.16) form a convex subset P in the space of the
density operators S of the system. The set G of Gaussian states is a proper subset of P.

Starting from the vacuum, devices as simple as beamsplitters combined with one-
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mode squeezers permit (at least in principle) to realize all the elements of G. Then,
choosing randomly according to a certain probability distribution which Gaussian state
to produce, it is in principle possible to realize all the states in the convex hull C of the
Gaussian ones, i.e. all the states ρ̂ that can be written as

ρ̂ =

∫
ρ̂G(σ,x) dµ(x, σ) , (8.2)

where ρ̂G(σ,x) is the Gaussian state with first moment x and covariance matrix σ (see
Section A.5), and µ is the associated probability measure of the process.

It is easy to verify that C is strictly larger than G, i.e. there exist states (8.2) which
are not Gaussian. On the other hand, one can observe that (8.2) implies

Wρ̂(r) =

∫
1√

det (π σ)
e−(r−x)T σ−1(r−x) dµ(x, σ) > 0 , (8.3)

so also C is included into P, see Fig. 8.1 . There are however elements of P which are
not contained in C: for example, any finite mixture of Fock states

ρ̂ =
N∑
n=0

pn|n〉〈n| N <∞ pn ≥ 0
N∑
n=0

pn = 1 (8.4)

is not even contained in the weak closure of C, even if some of them have positive Wigner
function [137].

8.3 Characterization of Gaussian-to-Gaussian maps

Determining whether a given state ρ̂ belongs to the convex hull C of the Gaussian set
is a difficult problem [140–142]. Then, there comes the need to find criteria to certify
that ρ̂ cannot be written in the form (8.2). A possible idea is to consider a non-positive
superoperator Φ sending any Gaussian state into a state [137]. By linearity Φ will also
send any state of C into a state, therefore if Φ(ρ̂) is not a state, ρ̂ cannot be an element
of C: in other words, the transformation Φ acts as a mathematical probe for C. In what
follows we will focus on those probes which are also Gaussian transformations, i.e. which
not only send G into states, but which ensure that the output states Φ(ρ̂) are again
elements of G. Then the following characterization theorem holds

Theorem 8.1. Let Φ be a linear bounded map of the space H of Hilbert-Schmidt operators
(see (A.11) in Appendix A for the definition), sending the set of Gaussian states G into
itself. Then its action in terms of the characteristic function (see (A.12)), the first
moments and the covariance matrix (see (A.23)) is of the form

Φ : χ(k)→ χ (kK) e−
1
4
kαkT+iky0 , (8.5)

Φ : x→ Kx + y0 (8.6)

Φ : σ → KσKT + α , (8.7)

where y0 is an Rn vector, and K and α are 2n×2n real matrices such that α is symmetric,
and for any σ ≥ ±i∆

KσKT + α ≥ ±i∆ , (8.8)
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where the inequalities are meant to hold for both plus and minus signs in the right-hand-
sides.

The condition (8.8) imposes that Φ(ρ̂) is a Gaussian state for any Gaussian ρ̂. It is
weaker than the condition which guarantees complete positivity (A.55), which also ensures
the mapping of Gaussian states into Gaussian states. An example of not completely
positive mapping fulfilling (8.8) is provided by the dilatations defined in Eq. (8.1). Such
mappings in fact, while explicitly not CP [137], correspond to the transformations (8.5)
where we set y0 = 0 and take

K = λI2n , α = 0 , (8.9)

with |λ| > 1. At the level of the covariance matrices (8.7), this implies σ′ = λ2σ which
clearly still preserve the Heisenberg inequality (A.26) (indeed λ2σ ≥ σ ≥ ±i∆), ensuring
hence the condition (8.8). Dilatations are not bounded with respect to the trace norm
(see Theorem 8.15 of Section 8.6). This explains why Theorem 8.1 is formulated on
the space of Hilbert-Schmidt operators. Indeed, via the Parceval formula (see (A.15) in
Appendix A) we can prove that dilatations are bounded in this space:

‖Φ(ρ̂)‖2 =

∫
|χρ̂(λk)|2 dk

(2π)n
=

∫
|χρ̂(k)|2 dk

(2πλ2)n
=

1

λ2n
‖ρ̂‖2 . (8.10)

For λ = 1
µ

with |µ| > 1 the transformation (8.9) yields a contraction of the output Wigner

quasi-distribution. In the Hilbert space H, the contraction by λ is λ2n times the adjoint
of the dilatation by µ = 1

λ
, as follows from the Parceval formula (A.15). As different

from the dilatations, these mappings no longer ensure that all Gaussian states will be
transformed into proper density operators. For instance, the vacuum state is mapped
into a non-positive operator (this shows in particular that the contractions and hence the
adjoint dilatations are non-positive maps).

Another example of transformation not fulfilling the CP requirement (8.30) but re-
specting (8.8) is the (complete) transposition

K = T2n α = 0 , (8.11)

that is well-known not to be CP. Unfortunately, being positive it cannot be used to certify
that a given state is not contained in the convex hull C of the Gaussian ones. Is there
anything else? We will prove that for one mode, any channel satisfying (8.8) can be
written as a dilatation composed with a completely positive channel, possibly composed
with the transposition (8.11), see Fig. 8.2. We will also show that in the multimode case
this simple decomposition does not hold in general; however, it still holds if we restrict
to the channels that do not add noise, i.e. with α = 0.

Proof. Let the Gaussian state ρ̂G(σ,x) be sent into the Gaussian state ρ̂G(τ,y) with
covariance matrix τ(x, σ) and first moment y(x, σ), with the characteristic function

χΦ(ρ̂G(σ,x))(k) ≡ χy,τ (k) = e−
1
4
k τ kT+iky . (8.12)

We first remark that the functions τ(x, σ) and y(x, σ) are continuous. The map Φ is
bounded and hence continuous in the Hilbert-Schmidt norm. The required continuity
follows from
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Lemma 8.2. The bijection (x, σ) → ρ̂G(σ,x) is bicontinuous in the Hilbert-Schmidt
norm.

The proof of the lemma follows from the Parceval formula (see (A.15) in Appendix
A) by direct computation of the Gaussian integral∫ ∣∣χρ̂G(σ,x)(k)− χρ̂G(σ′,x′)(k)

∣∣2 dk

(2π)n
.

Next, we have the identity∫
ρ̂G(σ′,x′)µx, σ(dx′) = ρ̂G(σ′ + σ,x) , (8.13)

where µx, σ is Gaussian probability measure with the first moments x and covariance
matrix σ, which is verified by comparing the quantum characteristic functions of both
sides.

Applying to both sides of this identity the continuous map Φ we obtain∫
ρ̂G (y(x′, σ′), τ(x′, σ′)) µx, σ(dx′) = ρ̂G (y(x, σ′ + σ), τ(x, σ′ + σ)) .

By taking the quantum characteristic functions of both sides, we obtain∫
χy(x′, σ′), τ(x′, σ′)(k) µx, σ(dx′) =

= χy(x, σ′+σ), τ(x, σ′+σ)(k) , k ∈ Rn . (8.14)

We now notice that µx, σ is the fundamental solution of the diffusion equation:

du =
1

4
∂idσ

ij∂ju , (8.15)

where d is the differential with respect to σ, i.e.

d =
m∑

i, j=1

dσij
∂

∂σij
(8.16)

and

∂i =
∂

∂xi
, (8.17)

with the sum over the repeated indices. Relation (8.14) means that for any fixed k, the
function

u(x, σ) = χy(x, σ′+σ), τ(x, σ′+σ)(k) (8.18)

is the solution of the Cauchy problem for the equation (8.14) with the initial condition

u(x, 0) = χy(x, σ′), τ(x, σ′)(k) . (8.19)

Since the last function is bounded and continuous, the solution of the Cauchy problem is
infinitely differentiable in (x, σ) for σ > 0. Substituting

u(x, σ) = exp

[
−1

4
k τ(x, σ′ + σ) kT + ik y(x, σ′ + σ)

]
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into (8.15) and differentiating the exponent, we obtain the identity

−1

4
k dτ kT + ik dy =

1

4

(
1

4
k ∂iτ kT − ik ∂iy

)
dσij

(
1

4
k ∂jτ kT − ik ∂jy

)
+

− 1

16
k
(
∂idσ

ij∂jτ
)

kT +
i

4
k ∂idσ

ij∂jy . (8.20)

We can now compare the two expressions. Since the left hand side contains only terms
at most quadratic in k, we get

∂iτ = 0 , (8.21)

i.e. τ does not depend on x. Then, the right hand side simplifies into

− 1

4
k
(
∂iy dσ

ij∂jy
T
)

kT +
i

4
k ∂idσ

ij∂jy . (8.22)

Comparing again with the left hand side, we get

dτ(σ) = ∂iy dσ
ij∂jy

T (8.23)

dy(x, σ) =
1

4
∂idσ

ij∂jy . (8.24)

Since dτ(σ) does not depend on x, also ∂iy cannot, i.e. y is a linear function of x:

y(x, σ) = K(σ) x + y0(σ) , (8.25)

where K(σ) and y0(σ) are still arbitrary functions. But now (8.24) becomes

dy(x, σ) = 0 , (8.26)

i.e. y does not depend on σ, i.e.
y = Kx + y0 , (8.27)

with K and y0 constant. Finally, (8.23) becomes

dτ(σ) = K dσKT , (8.28)

that can be integrated into
τ(σ) = K σKT + α . (8.29)

Thus we get that the transformation rules for the first and second moments are given
by Eqs. (8.6) and (8.7). The positivity condition for quantum Gaussian states implies
(8.8). The map defined by (8.5) correctly reproduces (8.6) and (8.7), so it coincides with
Φ on the Gaussian states. Since it is linear and continuous, and the linear span of of
Gaussian states is dense in H, it coincides with Φ on the whole H.

Remark 8.3. A similar argument can be used to prove that any linear positive map Φ of
the Banach space T of trace-class operators, leaving the set of Gaussian states globally
invariant, has the form (8.5). By Lemma 2.2.1 of [151] any such map is bounded, and the
proof of Theorem 8.1 can be repeated, with H replaced by T. In addition, since the trace
of operator is continuous on T, the formula (8.5) implies preservation of trace. However,
the positivity condition is difficult to express in terms of the map parameters y0, K, α.
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On the other hand, if Φ is completely positive then the necessary and sufficient con-
dition is (see (A.55))

α ≥ ±i(∆−∆K) , (8.30)

where

∆K ≡ K∆KT . (8.31)

Thus Φ is a quantum Gaussian channel [67], and the condition Eq. (8.8) is replaced by
the more stringent constraint (8.30).

For automorphisms of the C∗-algebra of the Canonical Commutation Relations a
similar characterization, based on a different proof using partial ordering of Gaussian
states, was first given in [62,63].

Remark 8.4. There is a counterpart of Theorem 8.1 in probability theory:

Theorem 8.5. Let Φ be an endomorphism (linear bounded transformation) of the Ba-
nach spaceM(Rn) of finite signed Borel measures on Rn (equipped with the total variation
norm) having the Feller property (the dual Φ∗ leaves invariant the space of bounded con-
tinuous functions on Rn). Then, if Φ sends the set of Gaussian probability measures into
itself, Φ is a Markov operator whose action in terms of characteristic functions is of the
form (8.5), with the condition (8.8) replaced by α ≥ 0.

Proof. The proof is parallel to the proof of Theorem 8.1, with replacement of (8.13) by
the corresponding identity for Gaussian probability measures. As a result, we obtain that
the action of Φ in terms of characteristic functions is given by (8.5) for any measure µ
which is a linear combination of Gaussian probability measures. For arbitrary measure
µ ∈M(Rn) the characteristic function of Φ(µ) is

χΦ(µ)(k) =

∫
eikx Φ(µ)(dx) =

∫
Φ∗
(
eikx

)
µ(dx) ,

where Φ∗
(
eikx

)
is continuous bounded function by the Feller property. Since the linear

span of Gaussian probability measures is dense inM(Rn) in the weak topology defined by
continuous bounded functions (it suffices to take Dirac’s deltas, i.e, probability measures
degenerated at the points of Rn) , the formula (8.5) extends to characteristic function of
arbitrary finite signed Borel measure on Rn. The action of Φ on the moments is given by
(8.6) and (8.7). The positivity of the output covariance matrix when the input is a Dirac
delta implies α ≥ 0.

8.3.1 Contractions

A contraction by λ = 1
µ

behaves properly on the restricted subset G
(>)

µ2 of G formed by
the Gaussian states whose covariance matrix admits symplectic eigenvalues larger than
µ2. Indeed all elements of G

(>)

µ2 will be mapped into proper Gaussian output states by

the contraction (and by linearity also the convex hull of G
(>)

µ2 will be mapped into proper
output density operators). We will prove that any transformation with this property can
be written as a contraction of 1/µ, followed by a transformation of the kind of Theorem
8.1. Let us first notice that:
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� = CPDILATATION T

Figure 8.2: Pictorial representation of the decomposition of a generic (not necessarily
positive) Gaussian single-mode transformation Φ in terms of a dilatation,
CP mapping and (possibly) a transposition. The same decomposition ap-
plies also to the case of n-mode transformations when no extra noise is
added to the system, see Section 8.5.

Lemma 8.6. A set (K,α) satisfies (8.8) for any σ with symplectic eigenvalues greater
than µ2 iff (µK, α) satisfies (8.8) for any σ ≥ ±i∆.

Proof. σ has all the symplectic eigenvalues greater than µ2 iff σ ≥ ±iµ2∆, i.e. iff σ′ =
σ/µ2 is a state. Then (8.8) is satisfied for any σ ≥ ±iµ2∆ iff

µ2Kσ′KT + α ≥ ±i∆ ∀ σ′ ≥ ±i∆ , (8.32)

i.e. iff (µK, α) satisfies (8.8) for any σ ≥ ±i∆.

Then we can state the following result:

Corollary 8.7. Any transformation associated with (K,α) satisfying (8.8) for any state

in G
(>)

µ2 (i.e. for any σ ≥ ±iµ2∆) can be written as a contraction of 1/µ, followed by a
transformation satisfying (8.8) for any state in G (i.e. for any σ ≥ ±i∆).

8.4 One mode

Here we will give a complete classification of all the one-mode maps (8.5) satisfying (8.8).
We will need the following

Lemma 8.8. A set (K, α) satisfies (8.8) iff

√
detα ≥ 1− | detK| . (8.33)

Proof. For one mode, σ ≥ 0 satisfies σ ≥ ±i∆ iff detσ ≥ 1, and condition (8.8) can be
rewritten as

det
(
KσKT + α

)
≥ 1, ∀ σ ≥ 0, detσ ≥ 1 . (8.34)

To prove (8.34) =⇒ (8.33) let us consider first the case detK 6= 0. Choosing σ such that

KσKT =
| detK|√

detα
α , (8.35)
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we have σ ≥ 0 and detσ ≥ 1. Inserting this into (8.34), we obtain(
1 +
| detK|√

detα

)2

detα ≥ 1

or, taking square root, (
1 +
| detK|√

detα

)√
detα ≥ 1 .

hence (8.33) follows.
If detK = 0, then there is a unit vector e such that Ke = 0. Choose

σ = ε−1 eeT + ε e1e
T
1 , (8.36)

where ε > 0, and e1 is a unit vector orthogonal to e. Then σ ≥ 0, detσ = 1, and
KσKT = εA, where

A = Ke1e
T
1K

T ≥ 0 . (8.37)

Inserting this into (8.34), we obtain

det (εA+ α) ≥ 1, ∀ ε ≥ 0, (8.38)

hence (8.33) follows.
To prove (8.33) =⇒ (8.34), we use Minkowski’s determinant inequality√

det(A+B) ≥
√

detA+
√

detB ∀ A, B ≥ 0 . (8.39)

We have for all σ ≥ 0, detσ ≥ 1,√
det (KσKT + α) ≥ |detK|

√
detσ +

√
detα ≥ |detK|+

√
detα ≥ 1 , (8.40)

where in the last step we have used (8.33).

To compare transformations satisfying (8.33) with CP ones, we need also

Lemma 8.9. A set (K, α) characterizes a completely positive transformation (i.e. sat-
isfies (8.30)) iff √

detα ≥ |1− detK| . (8.41)

Proof. For one mode, using (A.9),

∆K = K∆KT = detK ∆ , (8.42)

and (8.30) becomes
α ≥ ±i(1− detK)∆ . (8.43)

Using Eq. (A.28) of Appendix A, for linearity (8.43) becomes exactly

detα ≥ (1− detK)2 . (8.44)
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We recall here that a complete classification of single mode CP maps has been provided
in Ref.’s [83,152].

We are now ready to prove the main result of this Section.

Theorem 8.10. Any map Φ satisfying (8.8) can be written as a dilatation possibly com-
posed with the transposition, followed by a completely positive map. In more detail, given
a pair (K, α) satisfying (8.8),

a1 If
0 ≤ detK ≤ 1 , (8.45)

Φ is completely positive.

a2 If
detK > 1 , (8.46)

Φ can be written as a phase-space dilatation of parameter λ =
√

detK > 1, com-
posed with the symplectic transformation given by

S =
K√

detK
, (8.47)

composed with the addition of Gaussian noise given by α.

b1 If
− 1 ≤ detK < 0 , (8.48)

Φ can be written as a transposition composed with a completely positive map.

b2 If
detK < −1 , (8.49)

Φ can be written as a dilatation of
√
| detK| composed with the transposition, fol-

lowed by the symplectic transformation given by

S =
K√
| detK|

, (8.50)

composed with the addition of Gaussian noise given by α.

Proof. a Let us start from the case
detK ≥ 0 . (8.51)

a1 If
0 ≤ detK ≤ 1 , (8.52)

(8.33) and (8.41) coincide, so Φ is completely positive.

a2 If
detK > 1 , (8.53)

we can write K as
K = S

√
detKI2 , (8.54)
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where

S =
K√

detK
(8.55)

is symplectic since detS = 1. Then Φ can be written as a dilatation of√
detK > 1, followed by the symplectic transformation given by S, composed

with the addition of the Gaussian noise given by α.

b If
detK < 0 , (8.56)

we can write K as
K = K ′T , (8.57)

where T is the one-mode transposition

T =

(
1
−1

)
, (8.58)

and
detK ′ = − detK > 0 . (8.59)

From (8.33) we can see that also K ′ satisfies
√

detα ≥ 1− |detK ′| , (8.60)

and we can exploit the classification with positive determinant, ending with the
same decomposition with the addition of the transposition after (or before, since
they commute) the eventual dilatation.

8.5 Multimode case

In the multimode case, a classification as simple as the one of Theorem 8.10 does not
exist. However, we will prove that if Φ does not add any noise, i.e α = 0, the only
solution to (8.8) is a dilatation possibly composed with a (total) transposition, followed
by a symplectic transformation. We will also provide examples that do not fall in any
classification like 8.10, i.e. that are not composition of a dilatation, possibly followed by
a (total) transposition, and a completely positive map.

We will need the following lemma:

Lemma 8.11.
inf

σ≥±i∆
w†σw =

∣∣w†∆w
∣∣ ∀ w ∈ C2n . (8.61)

Proof.

Lower bound The lower bound for the LHS is straightforward: for any σ ≥ ±i∆ and
w ∈ C2n we have

w†σw ≥ ±iw†∆w , (8.62)

and then
inf

σ≥±i∆
w†σw ≥

∣∣w†∆w
∣∣ . (8.63)
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Upper bound To prove the converse, let

w = w1 + iw2 , wi ∈ R2n ,

where without lost of generality we assume w1 6= 0. Then

w†σw = wT
1 σw1 + wT

2 σw2,
∣∣w†∆w

∣∣ = 2
∣∣wT

1 ∆w2

∣∣ .
Let us first assume wT

1 ∆w2 ≡ ε 6= 0. Then we can introduce the symplectic basis
{ej, hj}j=1,...,n, where

e1 =
w1√
|ε|

, h1 =
sign(ε) w2√

|ε|
.

Expressed in this basis the question (8.61) reduces to the first mode, and the infimum is
attained by the matrix of the form

σ =

(
1 0
0 1

)
⊕ σn−1 ,

where σn−1 is any quantum correlation matrix in the rest n− 1 modes.
Let us consider next the case where wT

1 ∆w2 = 0 and w2 is not proportional to w1.
In this context we introduce the symplectic basis {ej, hj}j=1,...,n, where

e1 = w1 , e2 = w2 .

Accordingly the identity (8.61) reduces to the first two modes, and the infimum is attained
by the matrices of the form

σ(ε) =

(
ε 0
0 ε−1

)
⊕
(
ε 0
0 ε−1

)
⊕ σn−2 ,

where σn−2 is any quantum correlation matrix in the rest n− 2 modes, and ε→ 0.
Finally, if w2 = c w1, c ∈ R, we introduce the symplectic basis {ej, hj}j=1,...,n, where

e1 = w1. The question (8.61) reduces to the first mode, and the infimum is attained by
the matrices of the form

σ(ε) =

(
ε 0
0 ε−1

)
⊕ σn−1 ,

where σn−1 is any quantum correlation matrix in the rest n− 1 modes, and ε→ 0.

A simple consequence of lemma 8.11 is

Lemma 8.12. Any α satisfying (8.8) for some K is positive semidefinite.

Proof. The constraint (8.8) implies(
KTk

)T
σ
(
KTk

)
+ kTαk ≥ 0 (8.64)

for any σ ≥ ±i∆ and k ∈ R2n. Taking the inf over σ ≥ ±i∆, and exploiting lemma 8.11
with w = KTk, we get

kTαk ≥ 0 , (8.65)

i.e. α is positive semidefinite. In deriving (8.65) we have used that, since ∆ is antisym-
metric, k∆kT = 0 for any real k.
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The Lemma 8.11 allows us to rephrase the problem: indeed, the constraint (8.8) can
be written as

(KTw)†σ(KTw) + w†αw ≥
∣∣w†∆w

∣∣ , (8.66)

∀ σ ≥ ±i∆, ∀w ∈ C2n. Taking the inf over σ in the LHS we hence get∣∣w†∆Kw
∣∣+ w†αw ≥

∣∣w†∆w
∣∣ , ∀ w ∈ C2n , (8.67)

with ∆K as in Eq. (8.31). We notice that, as for the complete positivity constraint
(8.30), since K enters in (8.67) only through

∣∣w†∆Kw
∣∣, whether given K and α satisfy

(8.8) depends not on the entire K but only on ∆K .
The easiest way to give a general classification of the channels satisfying (8.67) (and

then (8.8)) would seem choosing a basis in which ∆ is in the canonical form of Eq. (A.7)
of Appendix A, and then try to put the antisymmetric matrix ∆K in some canonical form
using symplectic transformations preserving ∆. However, the complete classification of
antisymmetric matrices under symplectic transformations is very involved [153], and in
the multimode case the problem simplifies only if we consider maps Φ that do not add
noise, since in this case the constraint (8.67) rules out almost all the equivalence classes.
In the general case, we will provide examples showing the other possibilities.

8.5.1 No noise

The main result of this Section is the classification of the maps Φ that do not add noise
(α = 0) and satisfy (8.8):

Theorem 8.13. A map Φ with α = 0 satisfying (8.8) can always be decomposed as
a dilatation (8.9), possibly composed with the transposition, followed by a symplectic S
transformation: i.e.

K = S κI2n or K = S T κI2n , (8.68)

with κ ≥ 1.

Proof. With α = 0 and
w = w1 + iw2 , wi ∈ R2n , (8.69)

(8.67) becomes ∣∣wT
1 ∆Kw2

∣∣ ≥ ∣∣wT
1 ∆w2

∣∣ , (8.70)

i.e. all the matrix elements of ∆K are in modulus bigger than the corresponding ones of
∆ in any basis. In particular, if some matrix element ∆ij

K vanishes, also ∆ij must vanish.
Let us choose a basis in which ∆K has the canonical form

∆K =

r
2⊕
i=1

(
1

−1

)
⊕ 02n−r , (8.71)

where
r ≡ rank ∆K . (8.72)

For (8.70), in this basis ∆ must be of the form

∆ =

r
2⊕
i=1

(
λi

−λi

)
⊕ 02n−r , |λi| ≤ 1 . (8.73)
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Since ∆ has full rank, there cannot be zeroes in its decomposition, so r must be 2n.
We will prove that all the eigenvalues λi must be equal. Let us take two eigenvalues

λ and µ, and consider the restriction of ∆ and ∆K to the subspace associated to them:

∆K =


1

−1
1

−1

 ∆ =


λ

−λ
µ

−µ

 . (8.74)

If we change basis with the rotation matrix

R =

(
cos θ I2 − sin θ I2

sin θ I2 cos θ I2

)
,

∆ 7→ R∆RT , ∆K 7→ R∆KR
T , (8.75)

∆K remains of the same form, while ∆ acquires off-diagonal elements proportional to
λ− µ. Since for (8.70) the off-diagonal elements of ∆ must vanish also in the new basis,
the only possibility is λ = µ. Then all the λi must be equal, and ∆K must then be
proportional to ∆:

∆K =
1

λ
∆ , 0 < |λ| ≤ 1 , (8.76)

where we have put all the λi equal to λ 6= 0 (since ∆ is nonsingular they cannot vanish).
Relation (8.76) means

K∆KT =
1

λ
∆ , (8.77)

i.e. (√
|λ| K

)
∆
(√
|λ| K

)T
= sign(λ)∆ . (8.78)

If 0 < λ ≤ 1, we can write K as a dilatation of

κ =
1√
λ
, (8.79)

composed with a symplectic transformation given by

S =
√
λ K , (8.80)

i.e.
K = S κI2n , S∆ST = ∆ . (8.81)

If −1 ≤ λ < 0, since the total transposition T changes the sign of ∆:

T∆T T = −∆ , (8.82)

we can write K as a dilatation of

κ =
1√
|λ|

, (8.83)

composed with T followed by a symplectic transformation:

K = S T κI2n , S∆ST = ∆ . (8.84)
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8.5.2 Examples with nontrivial decomposition

If α 6= 0, a decomposition as simple as the one of theorem 8.13 does no more exist: here
we will provide some examples in which the canonical form of ∆K is less trivial, and that
do not fall in any classification like the precedent one. Essentially, they are all based on
this observation:

Proposition 8.14. If α is the covariance matrix of a quantum state, i.e. α ≥ ±i∆, the
constraint (8.8) is satisfied by any K.

Since for one mode the decomposition of theorem 8.10 holds, we will provide examples
with two-mode systems.

We will always consider bases in which

∆ =


1

−1
1

−1

 . (8.85)

Partial transpose

The first example is the partial transpose of the second subsystem, composed with a
dilatation of

√
ν and the addition of the covariance matrix of the vacuum as noise:

K =
√
ν

(
I2

T2

)
, ν > 0 , α = I4 . (8.86)

In this case we have

∆K =


ν

−ν
−ν

ν

 , (8.87)

and i(∆−∆K) has eigenvalues ±(1 + ν), ±(1− ν), so that one of them is |1 + |ν|| > 1,
and the complete positivity requirement (8.30)

I4 ≥ ±i(∆−∆K) (8.88)

cannot be fulfilled by any ν 6= 0.
We will prove that this map cannot be written as a dilatation, possibly composed

with the transposition, followed by a completely positive map. Indeed, let us suppose
that we can write K as K ′ λ I4 or K ′ T4 λ I4 for some λ ≥ 1. Then

∆K′ = ± 1

λ2
∆K (8.89)

is always of the form (8.87) with

ν ′ = ± ν

λ2
, (8.90)

and also the transformation with K ′ cannot be completely positive.
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Q exchange

As second example, we take for the added noise α still the covariance matrix of the
vacuum, and for the matrix K the partial transposition of the first mode composed with
the exchange of Q1 and Q2 followed by a dilatation of

√
ν:

α = I4 ≥ ±i∆ , K =
√
ν


1

−1
1

1

 , ν > 0 . (8.91)

With this choice,

∆K =


ν

ν
−ν

−ν

 . (8.92)

The transformation is completely positive iff

I4 ≥ ±i(∆−∆K) , (8.93)

and since the eigenvalues of i(∆−∆K) are ±
√

1 + ν2, the condition (8.93) is never fulfilled
for any ν 6= 0.

As before, we will prove that this map cannot be written as a dilatation, possibly
composed with the transposition, followed by a completely positive map. Indeed, let us
suppose that we can write K as K ′ λ I4 or K ′ T4 λ I4 for some λ ≥ 1. Then

∆K′ = ± 1

λ2
∆K (8.94)

is always of the form (8.92) with

ν ′ = ± ν

λ2
, (8.95)

and also the transformation with K ′ cannot be completely positive.

8.6 Unboundedness of dilatations

Theorem 8.15. For any λ 6= ±1 the phase-space dilatation by λ is not bounded in the
Banach space T of trace-class operators.

Proof. Fix λ 6= ±1, and let Θ be the phase-space dilatation by λ. Let us suppose that Θ
is bounded, i.e. ∥∥∥Θ

(
X̂
)∥∥∥

1
≤ ‖Θ‖

∥∥∥X̂∥∥∥
1

∀ X̂ ∈ T . (8.96)

Let also
p(m)
n := 〈n|Θ (|m〉〈m|) |n〉 . (8.97)

Eq. (8.96) implies
∞∑
n=0

∣∣p(m)
n

∣∣ ≤ ‖Θ‖ ∀ m ∈ N . (8.98)
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The moment generating function of p(m) is [137]

gm(q) :=
∞∑
n=0

p(m)
n e−i n q =

1− τ
1− τ e−i q

(
1− τ ei q

ei q − τ

)m
, (8.99)

where q ∈ R and

τ :=
λ2 − 1

λ2 + 1
. (8.100)

Let us define

am :=
1− τ

3
√
mτ(1 + τ)

. (8.101)

Let φ ∈ C∞c (R) be an infinitely differentiable test function with compact support. We
must then have

∞∑
n=0

φ
(
am
(
n− λ2m

))
p(m)
n ≤ ‖φ‖∞ ‖Θ‖ . (8.102)

Expressed in terms of the Fourier transform of φ

φ̃(k) =

∫ ∞
−∞

φ(x) ei k x dx , (8.103)

(8.102) becomes
∞∑
n=0

(∫ ∞
−∞

φ̃(k) ei λ
2mam k e−i k am n dk

2π

)
p(m)
n ≤ ‖φ‖∞ ‖Θ‖ . (8.104)

Since the sum of the integrands is dominated by the integrable function

‖Θ‖
2π

∣∣∣φ̃(k)
∣∣∣ ,

we can bring the sum inside the integral, getting∫ ∞
−∞

φ̃(k) gm (amk) ei λ
2mam k dk

2π
≤ ‖φ‖∞ ‖Θ‖ . (8.105)

Since for any k

lim
m→∞

(
gm (am k) ei λ

2mam k
)

= e
i k3

3 (8.106)

(see subsection 8.6.1), by the dominated convergence theorem

lim
m→∞

∫ ∞
−∞

φ̃(k) gm (amk) ei λ
2mam k dk

2π
=

∫ ∞
−∞

φ̃(k) e
i k3

3
dk

2π
=

∫ ∞
−∞

φ(x) Ai(x) dx ,

(8.107)
where Ai(x) is the Airy function. Now we get∫ ∞

−∞
Ai(x) φ(x) dx ≤ ‖Θ‖ ‖φ‖∞ ∀ φ ∈ C∞c (R) . (8.108)

Since the Airy function is continuous and the set of its zeroes has no accumulation points
(except −∞), there exists a sequence of test functions φr ∈ C∞c (R), r ∈ N with ‖φr‖∞ = 1
approximating sign (Ai(x)), i.e. such that

lim
r→∞

∫ ∞
−∞

Ai(x) φr(x) dx =

∫ ∞
−∞
|Ai(x)| dx =∞ , (8.109)

implying ‖Θ‖ =∞.
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8.6.1 Computation of the limit in (8.106)

Here we compute explicitly the limit in (8.106). It is better to rephrase it in terms of
q := am k, q → 0 (remember that am ∼ 1/ 3

√
m). Putting together (8.106), (8.99), (8.100)

and (8.101), we have to compute

lim
q→0

 1− τ
1− τ e−i q

(
1− τ ei q

ei q − τ
ei

1+τ
1−τ q

) k3(1−τ)3

q3 τ(1+τ)

 ?
= e

i k3

3 . (8.110)

The first term on the left-hand-side tends to one. The second term on the left-hand-side
instead can be treated via Taylor expansion, i.e.

1− τ ei q

ei q − τ
ei

1+τ
1−τ q = 1 +

i q3 τ(1 + τ)

3(1− τ)3
+O

(
q5
)

(8.111)

for q → 0. This gives

lim
q→0

(
1− τ ei q

ei q − τ
ei

1+τ
1−τ q

) k3(1−τ)3

q3 τ(1+τ)

= lim
q→0

(
1 +

i q3 τ(1 + τ)

3(1− τ)3
+O

(
q5
)) k3(1−τ)3

q3 τ(1+τ)

= e
i k3

3 ,

(8.112)
which proves the identity of (8.110).

8.7 Conclusion

In this Chapter we have explored both at the classical and quantum level the set of
linear transformations sending the set of Gaussian states into itself without imposing any
further requirement, such as positivity. We have proved that the action on the covariance
matrix and on the first moment must be linear, and we have found the form of the
action on the characteristic function. Focusing on the quantum case, for one mode we
have obtained a complete classification, stating that the only not CP transformations in
the set are actually the total transposition and the dilatations (and their compositions
with CP maps). The same result holds also in the multimode scenario, but it needs the
further hypothesis of homogeneous action on the covariance matrix, since we have shown
the existence of non-homogeneous transformations belonging to the set but not falling
into our classification.

Despite the set F of quantum states that are sent into positive operators by any
dilatation is known to strictly contain the convex hull of Gaussian states C even in the
one-mode case [137], the dilatations are then confirmed to be (at least in the single mode
or in the homogeneous action cases) the only transformation in the class (8.5) that can
act as a probe for C.

Giacomo De Palma Gaussian optimizers in quantum information 141



8. Normal form decomposition for Gaussian-to-Gaussian superoperators

142 PhD Thesis



Chapter 9

Necessity of eigenstate
thermalization

In this Chapter we prove that if a small quantum system in contact with a large heat bath
thermalizes for any initial uncorrelated state with a sharp energy distribution, the system-
bath Hamiltonian must satisfy the so-called Eigenstate Thermalization Hypothesis. This
result definitively settles the question of determining whether a quantum system has a
thermal behavior, reducing it to checking whether its Hamiltonian satisfies the ETH.

The Chapter is based on

[52] G. De Palma, A. Serafini, V. Giovannetti, and M. Cramer, “Necessity of Eigenstate
Thermalization,” Physical Review Letters, vol. 115, no. 22, p. 220401, 2015.
http://journals.aps.org/prl/abstract/10.1103/PhysRevLett.115.220401

9.1 Introduction

An ideal heat bath induces thermalization in the sense that, when a physical system is
coupled to it, its state will evolve toward a well-defined infinite-time limit which depends
only on macroscopic parameters of the bath – such as its temperature or energy – and
not on any details of the initial state of the system, the bath, or the system-bath inter-
action. It is a well-established empirical fact that both classical and quantum systems
with a very large number of degrees of freedom exhibit these ideal-bath properties when
weakly coupled to much smaller systems, with their temperature being a smooth func-
tion of their energy alone. Yet, rigorous derivations relaying such a “generic” behavior
to fundamental dynamical laws seem to require rather sophisticated, and arguably very
specific and technical, hypotheses. Then, understanding the mechanisms lying behind
the thermalization of a quantum system has become a hot-debated topic in physics. The
apparent incongruence between the ubiquity of thermalization and the specificity of the
hypotheses that seem to imply it has spurred substantial research [50, 51, 154–181], an-
alyzing the dynamical conditions under which a large quantum system behaves as an
ideal heat bath and induces thermalization. Prominent among them is the Eigenstate
Thermalization Hypothesis (ETH), which may be formulated by stating that the partial
traces of the eigenstates of the global Hamiltonian of the bath and the coupled system
(including the interaction terms) are smooth functions of the energy.
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9. Necessity of eigenstate thermalization

It is well known that the ETH is sufficient for thermalization if the initial state has
a sufficiently sharp distribution in energy [50, 51], and a lot of effort has been dedicated
in checking whether specific quantum systems satisfy the ETH, with both analytical and
numerical computations [161,164,177–181].

The converse question, however, of whether the ETH is also necessary for thermal-
ization, i.e. whether there exist quantum systems not fulfilling the ETH but nonetheless
exhibiting thermal behavior, is not settled yet, and alternatives to the ETH have been
proposed [165]. An answer to this question has been hinted at, although not proven, in
the literature on the subject (see, e.g., the very recent survey [51], to which the reader
is also referred for a comprehensive overview of the context). Our goal is to clarify this
subtle and somewhat elusive point by providing, for the first time to our knowledge, a
proof that the very definition of ideal bath actually implies the ETH. Our result then
definitively settles the question of determining whether a quantum system has a thermal
behavior, reducing it to checking whether its Hamiltonian satisfies the ETH: if the ETH
is satisfied, the system always thermalizes, while if it is not satisfied, there certainly exists
some reasonable physical initial state not leading to thermalization.

The Chapter is structured as follows. In Section 9.2 we state preliminary, rigorous
definitions of thermalization and of an ideal bath. In Section 9.3 we present our definition
of ETH, and we then reconsider its role as a sufficient condition for thermalization on the
basis of our definitions. In Section 9.4 we proceed to present of our main finding, that
the ETH is also necessary for thermalization. Complete proofs of the needed lemmata
may be found in Section 9.5. Finally, we conclude in Section 9.6.

9.2 Thermalization and ideal baths

Let us consider a system S coupled to a heat bath B, with Hilbert spaces HS and HB of
dimension dS and dB, respectively. For convenience, we describe the total Hamiltonian as
Ĥ = ĤC + ĤB, composed of a free term ĤB associated with the bath’s inner dynamics,
and a term ĤC that includes both the free component associated with S and the system-
bath coupling component. We only require the norm ‖ĤC‖ to be bounded independently
of the dimension dB of the bath1. Let then the global system start in some state ρ̂. At
time t it will evolve into the density matrix

ρ̂(t) = e−iĤt ρ̂ eiĤt , (9.1)

whose time-averaged counterpart is the diagonal part of ρ̂ in the energy eigenbasis,

Φ (ρ̂) =
∑
n

pn |n〉〈n| , (9.2)

assuming the spectrum of Ĥ to be nondegenerate for simplicity. Here, Φ denotes the
time-averaging map and pn = 〈n|ρ̂|n〉 is the probability that the global system has energy
En [163]. The time-averaged reduced state of the system S is then obtained by taking

1We denote by ‖ · ‖ and ‖ · ‖1 the operator norm (so the largest singular value) and trace norm (so
the sum of the singular values) of · , respectively.
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the partial trace of Φ (ρ̂) over the bath degrees of freedom,

ΦS (ρ̂) ≡ TrBΦ (ρ̂) =
∑
n

pn τ̂n , (9.3)

where τ̂n ≡ TrB|n〉〈n| is the partial trace of the eigenstate |n〉. In this context, thermal-
ization is said to occur when the density matrices ΦS (ρ̂) exhibit a functional dependence
only on those properties of the initial states ρ̂ which are directly associated with the
bath, as the initial properties of S are washed away by the time-average and partial trace
operations.

A key point in the study of such processes is the choice of the set which identifies the
initial states ρ̂ of the joint system under which thermalization is assumed to occur: too
broad a set being typically too restrictive to describe realistic configurations, too narrow a
set leading instead to trivial results. In many cases of physical interest, one would know
the value of only some macroscopic observables of the bath, such as the energy, so a
common hypothesis is to impose thermalization when the bath is in the mixed state that
maximizes the von Neumann entropy among all the states with given expectation values
of the known observables [166]. A weakness of this approach is that it does not account
for situations where the bath is prepared in a pure state. Another approach based on
typicality has then been proposed. In Ref. [163], the initial state of the bath is a pure state
chosen randomly according to the Haar measure on the subspace of the bath Hilbert space
compatible with the values of the known macroscopic observables. The reduced system
equilibrium state is then proven to be close, with very high probability, to the equilibrium
state resulting from choosing as initial state of the bath the normalized projector over the
considered subspace. A more refined choice would be to modify the notion of typicality
by adopting probability measures that reflect the complexity of the state preparation.
Indeed, the quantum pure states that are more easily built and comparatively stable are
the ground states of local Hamiltonians, so that one may restrict to the uniform measure
on the states satisfying the area law [182–184], or introduce a measure arising from
applying a local random quantum circuit to a completely factorized initial state [185,186].
However, these probability measures are much more complicated than the uniform one
on the whole Hilbert space, and the computations may not be feasible.

Besides, asking whether there exist initial states of the bath not leading to thermaliza-
tion of the system is a legitimate question, to which these approaches based on typicality
do not have an answer. Here we want to address precisely this question. Our definition
of thermalization is therefore as follows:

Definition 9.1 (Thermalization for initial product states). We say that a subspace Heq
B

of the bath Hilbert space induces thermalization of the system to a state ω̂ with precision
ε if for any initial product global state supported on HS ⊗ Heq

B the equilibrium reduced
state of the system is close to ω̂. That is, Heq

B is such that1

‖ΦS (ρ̂)− ω̂‖1 ≤ ε (9.4)

for all ρ̂ = ρ̂S ⊗ ρ̂B with Supp ρ̂B ⊂ Heq
B .

To discuss the connection between ETH and thermalization we shall further restrict
the analysis to subspaces Heq

B corresponding to microcanonical energy shells HB(E,∆B)
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of the bath free Hamiltonian, i.e., to subspaces spanned by those eigenvectors of ĤB with
eigenvalues in the interval [E −∆B, E + ∆B]. In this context the associated equilibrium
reduced state ω̂ entering Eq. (9.4) is assumed to depend upon HB(E,∆B) only via a
smooth function β(E) of E, which effectively defines the inverse temperature 1/T (E) =
kβ(E) of the bath, k being the Boltzmann constant. We notice that ω̂(β(E)) and β(E)
are otherwise arbitrary2. Of course, a necessary condition for this to happen is to have
the width ∆B much smaller than the scale over which the mapping E 7→ ω̂(β(E)) varies
appreciably. More precisely, with C ≡ dE/dT > 0 the bath’s heat capacity, we must
have that ω̂(β) does not appreciably change for variations of β on the order

δβ ≈ ∆B|dβ/dE| = kβ2∆B/C . (9.5)

Considering that the largest energy scale that can be associated with the system alone
is the operator norm ‖ĤC‖, we can conclude that thermalization with precision ε is
reasonable if ‖ĤC‖δβ ≤ ε, i.e. if

k β(E)2 ∆B ‖ĤC‖ ≤ ε C(β(E)) . (9.6)

We are then led to define an ideal heat bath as follows.

Definition 9.2 (Ideal heat bath). We say that a bath is ideal in the energy range EB3

with energy-dependent inverse temperature β(E) if, for any ∆B and ε satisfying Eq. (9.6)
and for any E ∈ EB, the microcanonical shell HB(E,∆B) induces thermalization to the
state ω̂(β(E)) with precision ε in the sense of Definition 9.1.

9.3 ETH implies thermalization

The ETH roughly states that, given two eigenvalues En and Em of the global Hamiltonian
Ĥ which are close, the associated reduced density matrices τ̂n and τ̂m defined in Eq. (9.3)
must also be close, i.e., that τ̂n is a “sufficiently continuous” function of the energy of the
joint system. More precisely, our working definition is the following.

Definition 9.3 (ETH). We say that a Hamiltonian Ĥ =
∑

nEn|n〉〈n| fulfils the ETH
in the region of the spectrum E3on a scale ∆ with precision εETH if all En, Em ∈ E with
|Em − En| ≤ 2∆ fulfil ‖τ̂m − τ̂n‖1 ≤ εETH .

It is worth observing that the usual formulation of the ETH [50,51] does not split the
global system into system and bath. Instead, it identifies a class of relevant macroscopic
observables A, and states that for any Â ∈ A the diagonal matrix elements in the energy
eigenbasis 〈n|Â|n〉 depend “sufficiently continuously” on the energy. Upon choosing as A

2In thermodynamics, the inverse temperature β(E) is related to the density of energy levels of ĤB

around E, Ω(E), by β(E) = ∂E ln Ω, while the density matrices ω̂(β) are identified with the Gibbs

states associated with the system Hamiltonian ĤS , i.e., ω̂(β) = e−βĤS/Tr(e−βĤS ). However, both these
assumptions are not necessary to prove our results, and we shall not make them here.

3The restriction to a specific energy range EB in the definition of ideal bath originates from the need
to exclude possible pathological behaviors associated with the use of finite dimensional bath models to
describe realistic physical configurations. Similar considerations apply to the restriction to the energy
range E of the spectrum of Ĥ in Definition 9.3.
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the set of self-adjoint operators acting on the system alone, our definition is equivalent.
Indeed, for any Â = ÂS ⊗ ÎB we have 〈n|Â|n〉 = TrS(ÂS τ̂n), which are sufficiently
continuous functions of the energy for any ÂS if and only if τ̂n is.

It is well established that if the ETH holds for any initial global state with a sharp
enough energy distribution, then the time average of the reduced state of the system is a
smooth function of its average global energy alone [51]; i.e., different initial global states
lead to nearly the same equilibrium reduced state for the system if their average energies
are close and their energy distribution is sufficiently sharp. Moreover, this equilibrium
state is close to the one associated with a microcanonical global state. To make our
treatment self-contained, and better emphasize the importance of the ETH in the study
of thermalization, let us state here precisely our version of this implication in terms of
the definitions introduced above (see Section 9.5.1 for a proof).

Proposition 9.4 (ETH implies microcanonical thermalization). Let Ĥ fulfil the ETH in
E on a scale ∆ with precision εETH . Let P̂ be the projector onto the energy shell H(E,∆)
of the total Hamiltonian, so onto the subspace spanned by those eigenvectors of Ĥ that
have eigenvalues in the interval [E −∆, E + ∆], which is assumed to be contained in E.
Then, for any initial state ρ̂ peaked around the energy E in the sense Tr[ρ̂(Î−P̂ )] ≤ εETH ,
the time-averaged reduced state ΦS (ρ̂) of Eq. (9.3) is close to the reduced microcanonical
state associated to H(E,∆),∥∥∥ΦS(ρ̂)− TrB(P̂ )/Tr(P̂ )

∥∥∥
1
≤ 3εETH . (9.7)

Let us stress that this proposition does not assume ρ̂ to be a product or separable state;
i.e., the ETH implies thermalization even if the system and bath are initially entangled.
The link with Definitions 9.1 and 9.2 is then provided by Lemma 9.7 of Section 9.5: If ρ̂
is a state supported on HS ⊗HB(E,∆B) then

Tr[ρ̂(Î− P̂ )] ≤ εETH , (9.8)

and Eq. (9.7) follows from the ETH on a scale ∆ = (‖ĤC‖ + ∆B)/
√
εETH . Further, for

conditions under which the microcanonical state may be replaced by the canonical state,
see, e.g., Ref.’s [169,170,187–189] and references therein.

9.4 Thermalization implies ETH

Proposition 9.4 seems to imply that the ETH is too strong a hypothesis and that weaker
assumptions might be sufficient to justify thermalization. It turns out that this is not
true. Indeed, we shall prove that the ETH must hold for any ideal heat bath satisfying
Definition 9.2. First off, we show that if a subspace of the bathHeq

B induces thermalization
to a state ω̂ for any initial product state as per Definition 9.1, the property extends to the
entangled initial states up to an overhead which is linear in the system dimension. Our
argument relies on the observation that the entanglement of the eigenstates |n〉 is limited
by the system dimension dS, and cannot grow arbitrarily even when the bath dimension
is large. Note that this result is similar in spirit to the main finding of Ref. [168], where
thermalization is disproved in certain nonintegrable systems by establishing an upper
bound on the average system-bath entanglement over random initial bath states.
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Lemma 9.5. Let Heq
B be a subspace of the bath Hilbert space that induces thermalization to

a state ω̂ with precision ε in the sense of Definition 9.1. Then Heq
B induces thermalization

also on the entangled initial states with precision 4dSε, i.e.

‖ΦS (ρ̂)− ω̂‖1 ≤ 4dSε (9.9)

for all ρ̂ with support contained in HS ⊗Heq
B .

By virtue of this Lemma, the equilibration to some fixed state ω̂ of all initial product
states in HS⊗Heq

B extends to all initial states in this subspace. Then, if an eigenstate |n〉
of the Hamiltonian is almost contained in the same subspace, the resulting time-averaged
reduced state of the system ΦS(|n〉〈n|) is also close to ω̂. However, if we initialize the
global system in an eigenstate of the Hamiltonian, it obviously remains there forever,

ΦS(|n〉〈n|) = τ̂n . (9.10)

Combining this with the fact that the trace norm is contracting under completely positive
trace-preserving maps [190], we have under the assumptions of Lemma 9.5 that (see
Section 9.5.4 for details)

‖τ̂n − ω̂‖1 ≤ 4dSε+ 2

√
〈n|Q̂|n〉, (9.11)

where Q̂ is the projector onto the subspace orthogonal to HS⊗Heq
B . It remains to bound

〈n|Q̂|n〉 for given Heq
B = HB(E,∆B), which we do in Section 9.5.4, to arrive at the

statement that whenever HB(E,∆B) induces thermalization to ω̂ with precision ε then
for all n with |En − E| ≤ ∆B/2 we have

‖τ̂n − ω̂‖1 ≤
8‖ĤC‖2

∆2
B

+ 4dSε, (9.12)

which implies our main result (see Section 9.5.4 for details).

Theorem 9.6 (Thermalization implies ETH). Let the bath be ideal in the energy range
EB as in Definition 9.2. Let

εETH = 12 sup
E∈EB

(
2‖ĤC‖2dS k β(E)2

C(β(E))

)2/3

. (9.13)

Then Ĥ fulfils the ETH in the region EB on a scale

∆ = 2
√

3
‖ĤC‖√
εETH

(9.14)

with precision εETH .

Typically, for any fixed inverse temperature β, the bath’s heat capacity C(β) increases
with the size of the bath. On the contrary, ĤC has been chosen such that it remains
bounded. Then, for fixed β and dS, the error ε becomes arbitrarily small (and thus the
width ∆ arbitrarily large) as dB →∞.
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9.5 Proofs

Here we provide explicit proofs of the various lemmata and theorems.

9.5.1 Proof of Proposition 9.4

Defining
C ≡ {n : |En − E| ≤ ∆} ⊂ E , (9.15)

the partial trace of the microcanonical shell can be written as

TrBP̂

Tr P̂
=

1

|C|
∑
n∈C

τ̂n . (9.16)

We have then∥∥∥∥∥ΦS (ρ̂)− TrBP̂

Tr P̂

∥∥∥∥∥
1

=
1

|C|

∥∥∥∥∥∑
n

∑
m∈C

pn (τ̂n − τ̂m)

∥∥∥∥∥
1

≤ 1

|C|
∑
n

∑
m∈C

pn ‖τ̂n − τ̂m‖1 ≤

≤ 1

|C|
∑
n∈C

∑
m∈C

pn ‖τ̂n − τ̂m‖1 + 2Tr(ρ̂ (Î− P̂ )) , (9.17)

where Tr(ρ̂ (Î− P̂ )) ≤ εETH and from (9.15), for any m,n ∈ C we have |En − Em| ≤ 2∆
and then ‖τ̂n − τ̂m‖ ≤ εETH .

9.5.2 Lemma 9.7

One arrives at the statement after Proposition 9.4 in the main text by applying the

following lemma to Â1 = Ĥ, Â2 = ÎS ⊗ ĤB, λ = E, ∆1 = ∆ = ‖ĤC‖+∆B√
εETH

and ∆2 = ∆B.

Lemma 9.7. Let us consider two self-adjoint operators Â1 and Â2. Let Hi(λ,∆i) be the
subspace identified by λ − ∆i ≤ Âi ≤ λ + ∆i, for i = 1, 2. Let ρ̂ be a quantum state
with support contained in H2(λ,∆2), and Q̂ the projector onto the subspace orthogonal to
H1(λ,∆1). Then

Tr
(
ρ̂ Q̂
)
≤

(
‖Â1 − Â2‖+ ∆2

∆1

)2

. (9.18)

Proof. Let us consider first a pure state ρ̂ = |ψ〉〈ψ| and start from the identity

(Â1 − λ)|ψ〉 = (Â1 − Â2)|ψ〉+ (Â2 − λ)|ψ〉 . (9.19)

On one hand, the square norm of the left-hand-side is

‖(Â1 − λ)|ψ〉‖2 = 〈ψ|(Â1 − λ)2|ψ〉 ≥ ∆2
1〈ψ|Q̂|ψ〉 . (9.20)

On the other hand, the norm of the right-hand-side satisfies

‖(Â1 − Â2)|ψ〉+ (Â2 − λ)|ψ〉‖ ≤ ‖Â1 − Â2‖+ ‖(Â2 − λ)|ψ〉‖ ≤

≤ ‖Â1 − Â2‖+

√
〈ψ|(Â2 − λ)2|ψ〉 ≤

≤ ‖Â1 − Â2‖+ ∆2 . (9.21)
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Putting together (9.20) and (9.21), we have Eq. (9.18) for pure states. For mixed states
ρ̂ =

∑
k pk|ψk〉〈ψk| with |ψk〉 ∈ H2(λ,∆2) we have Tr(ρ̂ Q̂) =

∑
k pk〈ψk|Q̂|ψk〉 and the

assertion follows by applying the pure-state result to each term individually.

9.5.3 Proof of Lemma 9.5

Let ρ̂ a state in the subspace HS ⊗Heq
B and denote by P̂ the projector on said subspace.

By the variational characterization of the trace norm we have

1

2
‖ΦS (ρ̂)−ω̂‖1 =

∣∣Tr
[
M̂(ΦS (ρ̂)−ω̂)

]∣∣ =
∣∣Tr[ρ̂X̂M̂ ]

∣∣, X̂M̂ =
∑
n

Tr[(τ̂n−ω̂)M̂ ]P̂ |n〉〈n|P̂ ,

(9.22)
for some M̂ with 0 ≤ M̂ ≤ Î. Assuming w.l.o.g. that %̂ = |ψ〉〈ψ| (the mixed case follows
by convexity), we may Schmidt-decompose |ψ〉 =

∑dS
k=1 ψk|sk〉|bk〉. Hence

1

2
‖ΦS (|ψ〉〈ψ|)− ω̂‖1 =

∑
k,l

ψkψl〈sk|〈bk|X̂M̂ |sl〉|bl〉 =:
∑
k,l

ψkψl〈sk|Ŝk,l|sl〉 , (9.23)

where the operator Ŝk,l = 〈bk|X̂M̂ |bl〉 acts onHS and we have by the triangle and Cauchy–
Schwarz inequality

2|〈sk|Ŝk,l|sl〉| ≤ |〈sk|
(
Ŝk,l+Ŝ

†
k,l

)
|sl〉|+|〈sk|i

(
Ŝk,l−Ŝ†k,l

)
|sl〉| ≤ ‖Ŝk,l+Ŝ†k,l‖+‖i

(
Ŝk,l−Ŝ†k,l

)
‖,

(9.24)
where Ŝk,l + Ŝ†k,l and i(Ŝk,l − Ŝ†k,l) are hermitian such that

‖Ŝk,l + Ŝ†k,l‖ = max
|ψ〉∈HS
〈ψ|ψ〉=1

|〈ψ|
(
Ŝk,l + Ŝ†k,l

)
|ψ〉| ≤

≤ max
|ψ〉∈HS
〈ψ|ψ〉=1

|〈ψ|〈bk|X̂M̂ |bl〉|ψ〉|+ max
|ψ〉∈HS
〈ψ|ψ〉=1

|〈ψ|〈bl|X̂M̂ |bk〉|ψ〉| ≤

≤ 2 max
|ψ〉∈HS
〈ψ|ψ〉=1

max
|φ〉∈Heq

B
〈φ|φ〉=1

|〈ψ|〈φ|X̂M̂ |φ〉|ψ〉|, (9.25)

where we used the Cauchy-Schwarz inequality and the hermiticity of 〈ψ|X̂M̂ |ψ〉 to obtain

the last line. The same upper bound holds for |〈sk|i
(
Ŝk,l − Ŝ†k,l

)
|sl〉|. Further,

|〈ψ|〈φ|X̂M̂ |φ〉|ψ〉| =
∣∣Tr
[
M̂(ΦS (|ψ〉〈ψ| ⊗ |φ〉〈φ|)−ω̂)

]∣∣ ≤ ∥∥ΦS (|ψ〉〈ψ| ⊗ |φ〉〈φ|)−ω̂
∥∥

1
≤ ε

(9.26)
such that

‖ΦS (|ψ〉〈ψ|)− ω̂‖1 ≤ 4ε
∑
k,l

ψkψl ≤ 4εdS. (9.27)

9.5.4 Proof of Theorem 9.6

We first give the details of how to arrive at Eq. (9.11). Denote the projector onto
HS ⊗Heq

B by P̂ . Inserting a zero and using the triangle inequality yields

‖τ̂n − ω̂‖1 ≤

∥∥∥∥∥ΦS

(
|n〉〈n| − P̂ |n〉〈n|P̂

〈n|P̂ |n〉

)∥∥∥∥∥
1

+

∥∥∥∥∥ΦS

(
P̂ |n〉〈n|P̂
〈n|P̂ |n〉

)
− ω̂

∥∥∥∥∥
1

. (9.28)
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Making use of the contractivity of the trace norm for the first term and the assumptions
of Lemma 9.5 for the second term, we have

‖τ̂n − ω̂‖1 ≤

∥∥∥∥∥|n〉〈n| − P̂ |n〉〈n|P̂
〈n|P̂ |n〉

∥∥∥∥∥
1

+ 4dSε = 2

√
〈n|Q̂|n〉+ 4dSε , (9.29)

where in the second step we have derived the trace norm with an explicit computation
of the eigenvalues.

Now let ĤB =
∑

k ek|k〉〈k| and Q̂ =
∑

k/∈Heq
B
|k〉〈k|. Then

min
k/∈Heq

B

(ek−En)2Q̂ ≤
∑
k/∈Heq

B

(ek−En)2|k〉〈k| = Q̂
∑
k

(ek−En)2|k〉〈k| = Q̂
(
ĤB−En

)2
. (9.30)

Hence, by the Cauchy–Schwarz inequality

min
k/∈Heq

B

(ek − En)2〈n|Q̂|n〉 ≤
√
〈n|Q̂|n〉〈n|

(
ĤB − En

)4|n〉 =

=

√
〈n|Q̂|n〉〈n|

(
ĤB − Ĥ

)4|n〉 ≤

≤
√
〈n|Q̂|n〉‖ĤB − Ĥ‖2 =

√
〈n|Q̂|n〉‖ĤC‖2. (9.31)

With Heq
B = HB(E,∆B) = span{|k〉 : |ek − E| ≤ ∆B}, we have

min
k/∈Heq

B

(ek − En)2 = min
k:|ek−E|>∆B

(ek − En)2 , (9.32)

and, combining Eqs. (9.29),(9.31), we have that if Heq
B = HB(E,∆B) induces thermal-

ization to a state ω̂ with precision ε then for all n with |En − E| ≤ ∆B/2

‖τ̂n − ω̂‖1 ≤
2‖ĤC‖2

min|e−E|>∆B
(e− En)2

+ 4dSε ≤
8‖ĤC‖2

∆2
B

+ 4dSε. (9.33)

If the bath is ideal in the energy range EB with inverse temperature β(E) then for
any ε, ∆B with

k β(E)2 ∆B ‖ĤC‖ ≤ ε C(β(E)) (9.34)

and any E ∈ EB we have that HB(E,∆B) induces thermalization to the state ω̂(β(E))
with precision ε. Hence, setting ε such that we have equality in Eq. (9.34) and letting
E ∈ EB and n such that |En − E| ≤ ∆B/2, we have

‖τ̂n − ω̂‖1 ≤ 4‖ĤC‖

(
2‖ĤC‖

∆2
B

+ dS
k β(E)2 ∆B

C(β(E))

)
, (9.35)

which is minimized by

∆3
B =

4‖ĤC‖C(β(E))

dSk β(E)2 . (9.36)
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Hence, if the bath is ideal in the energy range EB then for any En, Em ∈ EB with (we set
E = (En + Em)/2)

|En/2− Em/2| = |En/m − E| ≤ ∆B/2 := ∆ = 2‖ĤC‖
√

3

εETH
, (9.37)

we have

∥∥τ̂n/m − ω̂∥∥1
≤ 24‖ĤC‖2/∆2

B = 6

(
2‖ĤC‖2dSk β(E)2

C(β(E))

)2/3

=: εETH/2 , (9.38)

and finally
‖τ̂m − τ̂n‖1 ≤ ‖τ̂m − ω̂‖1 + ‖ω̂ − τ̂n‖1 ≤ εETH . (9.39)

9.6 Conclusion

The Eigenstate Thermalization Hypothesis has been central to much of the ongoing dis-
cussion concerning the relaxation of open quantum systems to fixed equilibrium states.
Its role as a sufficient condition for thermalization, which we reviewed in Proposition 9.4,
is well established and has been repeatedly remarked on in several past contributions.
By proving that, conversely, an ideal heat bath must necessarily interact with the system
with a Hamiltonian fulfilling the ETH we have, in a precise and rigorous sense, revealed
the full role such a condition has to play. This result rests on a definition of an ideal bath
which is rigorous and yet broad enough to encompass all practically relevant instances,
and hence sheds considerable light on the very general mechanisms that let open quantum
systems thermalize.
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Chapter 10

A universal limit for testing
quantum superpositions

In this Chapter we prove that any measurement able to distinguish a coherent superposi-
tion of two wavepackets of a massive or charged particle from the corresponding incoherent
statistical mixture must require a minimum time. For a charged particle this bound can
be ascribed to the electromagnetic radiation that is unavoidably emitted during the mea-
surement. Then, for a massive particle this bound provides an indirect evidence for the
existence of quantum gravitational radiation.

The Chapter is based on

[58] A. Mari, G. De Palma, and V. Giovannetti, “Experiments testing macroscopic
quantum superpositions must be slow,” Scientific Reports, vol. 6, p. 22777, 2016.
http://www.nature.com/articles/srep22777

10.1 Introduction

The existence of coherent superpositions is a fundamental postulate of quantum me-
chanics but, apparently, implies very counterintuitive consequences when extended to
macroscopic systems. This problem, already pointed out since the beginning of quantum
theory through the famous Schrödinger cat paradox [191], has been the subject of a large
scientific debate which is still open and very active.

Nowadays there is no doubt about the existence of quantum superpositions. In-
deed this effect has been demonstrated in a number of experiments involving micro-
scopic systems (photons [192, 193], electrons [194, 195], neutrons [196], atoms [197, 198],
molecules [199,200], etc.). However, at least in principle, the standard theory of quantum
mechanics is valid at any scale and does not put any limit on the size of the system: if
you can delocalize a molecule then nothing should forbid you to delocalize a cat, apart
from technical difficulties. Such difficulties are usually associated with the impossibility
of isolating the system from its environment, because it is well known that any weak inter-
action changing the state of the environment is sufficient to destroy the initial coherence
of the system.

We are interested in the ideal situation in which we have a macroscopic mass or a
macroscopic charge perfectly isolated from the environment and prepared in a quantum
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superposition of two spatially separated states. Without using any speculative theory
of quantum gravity or sophisticated tools of quantum field theory, we propose a simple
thought experiment based on particles interacting via semiclassical forces. Surprisingly a
simple consistency argument with relativistic causality is enough to obtain a fundamental
result which, being related to gravitational and electric fields, indirectly tells us something
about quantum gravity and quantum field theory.

The result is the following: assuming that a macroscopic mass m is prepared in a
superposition of two states separated by a distance d, then any experiment discriminat-
ing the coherent superposition from a classical incoherent mixture requires a minimum
time T ∝ md, proportional to the mass and the separation distance. Analogously for
a quantum superposition of a macroscopic charge q, such minimum time is proportional
to the associated electric dipole T ∝ q d. In a nutshell, experiments testing macroscopic
superpositions are possible in principle, but they need to be slow. For common experi-
ments involving systems below the Planck mass and the Planck charge this limitation is
irrelevant, however such time can become very important at macroscopic scales. As an
extreme example, if the center of mass of the Earth were in a quantum superposition with
a separation distance of one micrometer, according to our result one would need a time
equal to the age of the universe in order to distinguish this state from a classical statistical
mixture. Clearly this limitation suggests that at sufficiently macroscopic scales quantum
mechanics can be safely replaced by classical statistical mechanics without noticing the
difference.

The fact that large gravitational or electromagnetic fields can be a limitation for
the observation of quantum superpositions is not a new idea. In the past decades, sev-
eral models of spontaneous localization [53–57] have been proposed which, going beyond
the standard theory of quantum mechanics, postulate the existence of a gravity induced
collapse at macroscopic scales. Remaining within the domain of standard quantum me-
chanics, the loss of coherence in interference experiments due to the emission of electro-
magnetic radiation has been already studied in the literature [201, 202]. Similarly, the
interaction of a massive particle with gravitational waves [203–205] and the dephasing ef-
fect of time dilation on internal degrees of freedom [206] have been considered as possible
origins of quantum decoherence.

For what concerns our thought experiment, a similar setup can be found in the lit-
erature where the interference pattern of an electron passing through a double slit is
destroyed by a distant measurement of its electric field. This thought experiment can
be traced back to Bohr as quoted in [202], was discussed by Hardy interviewed in [207]
and appears as an exercise in the book by Aharanov and Rohrlich [208]. Recently dif-
ferent experiments involving interacting test particles have been proposed in order to
discriminate the quantum nature of the gravitational field from a potentially classical
description [209, 210], while some limitations that relativistic causality imposes to the
possible measurements in quantum field theory have been investigated in [211].

Our original contribution is that, imposing the consistency with relativistic causality,
our thought experiment allows the derivation of a fundamental minimum time which is
valid for any possible experiment involving macroscopic superpositions. In this sense our
bounds represent universal limitations having a role analogous to the Heisenberg uncer-
tainty principle in quantum mechanics. For this reason, while our results could be ob-
servable in advanced and specific experimental setups [212–219], their main contribution
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is probably a better understanding of the theory of quantum mechanics at macroscopic
scales. For charged particles we propose two different measurements for testing the co-
herence. The first requires to accelerate the charge, and our bound on the discrimination
time is due to the entanglement with the emitted photons. In the second, the bound can
be instead ascribed to the presence of the vacuum fluctuations of the electromagnetic
field. On the other hand we also find an equivalent bound associated to quantum super-
position of large masses. What is the origin of this limitation? The analogy suggests that
the validity of our bound could be interpreted as an indirect evidence for the existence of
quantum fluctuations of the gravitational field, and of quantum gravitational radiation.

The Chapter is structured as follows. In Section 10.2 we propose our thought ex-
periment which suggests a minimum discrimination time for any macroscopic quantum
superposition. In Section 10.3 we derive a quantitative bound. In Sections 10.4 and 10.5
we check the consistency of our results with an explicit analysis of a charged particle
interacting with the electromagnetic field. Here we propose two different measurements,
and show that in both cases they are able to check the coherence only if their duration
satisfies our fundamental limit. Finally, we conclude in Section 10.6

10.2 Thought experiment

Let us consider the thought experiment represented in Fig. 10.1, and described by the
following protocol. The protocol can be equivalently applied to quantum superpositions
of large masses or large charges.

Protocol of the thought experiment

1. Alice has at disposal, in her laboratory, a massive/charged particle in a macroscopic
superposition of a “left” and a “right” state:

|ψ〉 =
|L〉+ |R〉√

2
. (10.1)

The wave functions of the two states are 〈x|L〉 = φ(x) and 〈x|R〉 = φ(x− d), where
d > 0 is the relative separation of the superposition.

2. Bob is in a laboratory at a distance R from Alice and containing a massive / charged
test particle prepared in the ground state of a very narrow harmonic trap. Bob freely
chooses between two options: doing nothing ( detector = off), or removing the trap
(detector = on). In the first case the state of test particle remains unchanged while,
in the second case, the dynamics is sensitive to the local Newton / Coulomb field
generated by Alice’s particle and the global state will eventually become entangled.
If the detector is off, the initial quantum superposition is preserved, while if the
detector is on the generation of entanglement eventually destroys the coherence of
the reduced state of Alice.

3. Alice performs an arbitrary experiment in her laboratory with the task of discrim-
inating the coherent superposition from a statistical incoherent mixture of the two
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Figure 10.1: Picture of the thought experiment. Alice prepares a macroscopic mass in
a quantum spatial superposition. Bob has at disposal a test mass pre-
pared in the ground state of a narrow harmonic trap. Bob can send one
bit of information to Alice by choosing between two alternatives: doing
nothing (detector off) or removing the trap (detector on). Once a time
TB necessary to generate entanglement (if the detector is on) has passed,
Alice performs a measurement in a time TA in order to discriminate the
coherent superposition from a classical incoherent mixture. In this way,
by knowing whether the detector is on or off, she gets the information
sent by Bob in a time TA + TB. A completely equivalent protocol can be
obtained by replacing massive particles with charged particles.

states |L〉 and |R〉. For example, she could make an interference experiment, a mea-
surement of the velocity, or she could measure the gravitational / electromagnetic
field (or some spatial average of it) in any point within her laboratory. The specific
details of the experiment are irrelevant. Depending on the result of the experiment,
Alice deduces the choice of Bob (i.e. if the detector was on or off).

Clearly, the previous thought experiment constitutes a communication protocol in
which Bob can send information to Alice. Moreover, for a large enough mass m or for a
large enough charge q, the test particle of Bob can become entangled with Alice’s particle
in an arbitrarily short time. But then, apparently, Bob can send a message to Alice faster
than light violating the fundamental principle of relativistic causality. How can we solve
this paradox? Let us make a list of possible solutions:

a) It is impossible to prepare a macroscopic superposition state or to preserve its
coherence because of some unknown intrinsic effect lying outside the theory of
quantum mechanics.

b) Once the superposition is created, the particle is entangled with its own static grav-
itational / electric field, and Alice’s local state is always mixed. Then she cannot
distinguish a coherent superposition from the corresponding incoherent statistical
mixture with an experiment inside her laboratory, since the probability distribution
of the outcomes of any measurement she can perform does not depend on Bob’s
choice. We notice that, if this were the solution, the protocol not only would not
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allow for superluminal communication, but it would not allow for communication
at all.

c) Alice needs a minimum time to locally discriminate whether the superposition is
coherent or not. More quantitatively we have that, if Bob is able to generate
entanglement in a time TB and if TA is the time necessary to Alice for performing
her discrimination measurement, then relativistic causality requires

TA + TB ≥
R

c
. (10.2)

Therefore, whenever entanglement can be generated in a time TB ≤ R/c, we get a
non-trivial lower bound on TA. Here we are neglecting the time necessary to Bob
for switching from off to on the detector, i.e. for removing the trap confining the
particle. In Section B.8 we justify the validity of this approximation.

Anomalous decoherence effects [53–57] (as e.g. the Penrose spontaneous localization
model) are important open problems in the foundations of quantum mechanics and can-
not be excluded a priori. Up to now however their existence was never experimentally
demonstrated and therefore, instead of closing our discussion by directly invoking point
a), we try to remain within the framework of quantum mechanics and check if points b)
or c) are plausible solutions.

The reader who is familiar with the field of open quantum systems may find the op-
tion b) very natural. In standard non-relativistic quantum mechanics, the formation of
entanglement between a system and its environment is widely accepted as the origin of
any observed form of decoherence. Indeed this approach has also been used to explain the
decoherence of moving charged particles, mainly focusing to the double-slit interference
experiment [201]. It has been recognized by previous works that in a double-slit experi-
ment there is a limit to the charge of the particle above which photons are emitted due to
the acceleration associated to the interference paths [201,202]. For large charges then, the
particle entangles with the emitted photons and this effect can destroy the interference
pattern. The reader can then notice that also in our case the particle needs to be acceler-
ated when it is put in the superposition (10.1), and if it is charged it will radiate and can
become entangled with the emitted photons. Similarly, an accelerated mass generates
gravitational radiation and can become entangled with the emitted gravitons. However,
in Section B.5 we prove that, if the accelerations are slow enough, the resulting quantum
state of the electromagnetic field has almost overlap one with the vacuum, and therefore
the particle does not get entangled with the emitted photons because no photons at all
are emitted. The same argument can be repeated for the gravitational radiation in the
linear approximation.

The reader may now think that the particle in the superposition (10.1) is entangled
at least with its static Coulomb electric field. However, as we show in details in Section
B.6, the static Coulomb electric field is not a propagating degree of freedom (it has zero
frequency) and vanishes in absence of electric charges. In the Coulomb gauge, the Hilbert
space associated to the static field is the same Hilbert space of the particle, whose reduced
state remains pure. Indeed, the quantum operator associated to the electric field contains
explicitly the operator associated to the position of the particle, and then the expectation
value of the electric field can be non-vanishing and depends on the state of the particle
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even if all the propagating modes of radiation are in their vacuum state and there is no
entanglement.

In other gauges entanglement can be present. However, contrarily to what usually
happens, the presence of entanglement by itself does not prevent Alice to distinguish a
coherent superposition from a statistical mixture. Indeed, as we will show later, Alice
can exploit an internal degree of freedom of the particle to remove this entanglement
with a local operation, and then perform an experiment only on the internal degree of
freedom to test the coherence. The operation consists in bringing the right wavepacket
of the superposition |R〉 to the left position |L〉, while leaving the left wavepacket |L〉
untouched. Independently on the gauge, the particle will then have a definite position
and also its own static Coulomb field will be definite. This proves that the protocol allows
for communication, and the solution b) is wrong in the sense that if Alice could perform
in a sufficiently short time the above local operation, superluminal communication would
still be possible.

The reasonable solution to the paradox appears then to be the final option c). Basi-
cally, even if the state of the particle is pure and coherent, Alice cannot instantaneously
test this fact with a local experiment in her laboratory. We notice that the hypothesis
c) is weaker than hypothesis a), and the two can logically coexist. Clearly if a) is valid
Alice cannot make any useful experiment because decoherence has already happened.
Therefore we conclude that the weaker and most general solution to the paradox is the
fundamental limitation exposed in point c). In the last part of this Chapter, we propose
two different measurements and show that they are both consistent with this limitation.

10.3 Minimum discrimination time

In Section 10.2 we argued that relativistic causality requires a fundamental limitation:
Alice’s discrimination experiment must be slow. But how slow it has to be? By con-
struction any thought experiment of the class described before gives a lower bound on
the discrimination time TA whenever TB ≤ R/c. In what follows we are going to optimize
over this class of experiments. We anticipate that this approach leads to the following
two bounds which constitute the main results of this Chapter.

(i) Minimum discrimination time for quantum superpositions of large masses
Given a particle of mass m prepared in a macroscopic quantum superposition of two
states separated by a distance d, it is impossible to locally discriminate the coherent
superposition from an incoherent mixture in a time (up to a multiplicative numerical
constant) less than

T ' m

mP

d

c
, (10.3)

where mP is the Planck mass

mP =

√
~c
G
' 2.18× 10−8 kg . (10.4)

(ii) Minimum discrimination time for quantum superpositions of large charges
Given a particle of charge q prepared in a macroscopic quantum superposition of two
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states separated by a distance d, it is impossible to locally discriminate the coherent
superposition from an incoherent mixture in a time (up to a multiplicative numerical
constant) less than

T ' q

qP

d

c
, (10.5)

where qP is the Planck charge

qP =
√

4πε0~c ' 11.7 e ' 1.88× 10−18 C . (10.6)

Before giving a derivation of the previous results, we stress that both the bounds (10.3)
and (10.5) are relevant only for q ≥ qP and m ≥ mP. Indeed for systems below the Planck
mass / charge, even if the bounds are formally correct, their meaning is trivial since any
measurement of the state must at least interact with both parts of the superposition and
this process requires at least a time d/c.

10.3.1 Dynamics of Bob’s test mass

Let us first focus on the superpositions of massive particles and give a proof of the bound
(10.3) (the proof of (10.5) is analogous and will be given later). It is easy to check that,
for a sufficiently narrow trap (detector = off) the test mass of Bob is insensitive to the
gravitational force of Alice’s particle and remains stable in its ground state (see Section
B.1 for details). On the contrary, if the trap is removed, the test mass will experience
a different force depending on the position of Alice’s particle. The two corresponding
Hamiltonians are:

ĤL =
P̂ 2

2mB

− FLX̂ , ĤR =
P̂ 2

2mB

− FRX̂ , (10.7)

where mB is the mass of Bob’s particle, and FL and FR are the different gravitational
forces associated to the “left” and “right” positions of Alice’s particle. Their difference

∆F = FL − FR '
GmA mB d

R3
, (10.8)

where mA is the mass of Alice’s particle, determines the dipole force sensitivity that Bob
should be able to detect in order to induce the decoherence of the reduced state possessed
by Alice.

Given the initial state of the test mass |φ〉, it is easy to check that entanglement can
be generated in a time t whenever the different time evolutions associated to ĤL and ĤR

drive the test mass into almost orthogonal states, i.e.∣∣∣〈φ|e i~ ĤRte−
i
~ ĤLt|φ〉

∣∣∣� 1. (10.9)

Such time depends on the initial state |φ〉 and on the Loschmidt echo operator

L̂(t) = e
i
~ ĤRte−

i
~ ĤLt, (10.10)
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which after two iterations of the Baker-Campbell-Hausdorff formula can be written as

L̂(t) = exp

[
i

∆F

~

(
X̂ t+

P̂

2mB

t2 +
F1 + F2

12mB

t3

)]
. (10.11)

Neglecting the complex phase factor e
i
~ ∆F

F1+F2
12mB

t3
, L̂(t) is essentially a phase–space dis-

placement operator of the form e
i
~ (δxP̂−δpX̂), where

δx =
∆F t2

2mB

, (10.12)

δp = −∆F t (10.13)

are the shifts in position and momentum, respectively.
Since the initial state |φ〉 of the test mass is the ground state of a very narrow har-

monic trap, it will correspond to a localized Gaussian wavepacket which is very noisy in
momentum and therefore we may focus only on the position shift (10.12) and compare
it with the position uncertainty ∆X of the initial state (see Section B.1 for a detailed
proof). We can argue that entanglement is generated only after a time t = TB such that

δx

∆X
=

∆F T 2
B

2mB∆X
' 1. (10.14)

Apparently Bob can generate entanglement arbitrarily quickly by reducing the posi-
tion uncertainty ∆X. However there is a fundamental limit to the localization precision
which is set by the Planck length. It is widely accepted that no reasonable experiment
can overcome this limit [220–222]:

∆X ≥ lP =

√
~G
c3
. (10.15)

From Eq. (10.14), substituting Eq. (10.8) and using the minimum ∆X allowed by the
constraint (10.15), we get

δx

∆X
=

1

2

mA

mP

d c2T 2
B

R3
' 1. (10.16)

As we have explained in Section 10.2, relativistic causality implies the inequality (10.2)
involving Alice’s measurement time TA and the entanglement time TB. Such inequality
provides a lower bound on TA only if TB < R/c while it gives no relevant information for
TB ≥ R/c. Therefore we parametrize R in terms of TB and a dimensionless parameter η:

η =
c TB

R
, 0 ≤ η ≤ 1. (10.17)

Using this parametrization, from Eq. (10.16), we get

TB '
1

2
η3 mA

mP

d

c
. (10.18)

From the causality inequality (10.2) we have

TA + TB ≥
R

c
=⇒ TA ≥

TB

η
− TB =

1

2

mA

mP

d

c
(η2 − η3). (10.19)
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Optimizing over η we get

TA ≥
2

27

mA

mP

d

c
. (10.20)

This is, up to a multiplicative numerical constant, the bound given in Eq. (10.3).

10.3.2 Dynamics of Bob’s test charge

The calculation in the case in which we have a test charge instead of a test mass is almost
identical. The only difference is that Eq. (10.8) is replaced by the Coulomb counterpart

∆F = FL − FR '
qA qB d

4πε0R3
, (10.21)

where qA and qB are the charges of Alice’s and Bob’s particles, respectively, while the
localization limit (10.15) is replaced by Bob’s particle charge radius [223]

∆X ≥ qB

qP

~
mBc

. (10.22)

More details on the minimum localization of a macroscopic charge are given in Section
B.2. From Eq.s (10.21) and (10.22), repeating exactly the previous argument one finds

TA ≥
2

27

qA

qP

d

c
, (10.23)

which is, up to a multiplicative numerical constant, the bound given in Eq. (10.3).

10.4 Minimum time from entanglement with radia-

tion

In Section 10.3 we have proved that relativistic causality requires that any measurement
Alice can perform to test the coherence of her superposition must require a minimum time,
depending on the mass or charge of her particle. Here we focus on the electromagnetic
case, and propose two different measurements to check the coherence of the superposition.

The first is a simplified version of the experiment proposed in Ref. [218, 219]. Let
Alice’s particle have spin 1

2
, and let us suppose that her superposition is entangled with

the spin, i.e. (10.1) is replaced by

|ψ〉 =
|L〉| ↑〉+ |R〉| ↓〉√

2
. (10.24)

Let now Alice apply a spin-dependent force, that vanishes if the spin is up, while brings the
particle from |R〉 to |L〉 if the spin is down. We notice that, at the end of this operation,
the charge has a well-defined position, and also its own static Coulomb electric field is
well-defined. In this way, the original macroscopic superposition has been reduced to
a microscopic spin superposition, on which an instantaneous discrimination experiment
can be performed.
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If Bob does not perform the measurement, the final state of Alice’s particle is

ρA = |L〉〈L| ⊗ |+〉〈+| , (10.25)

where

|+〉 =
| ↑〉+ | ↓〉√

2
. (10.26)

On the contrary, if Bob induces a collapse of the wavefunction, the final state is

ρ′A = |L〉〈L| ⊗ | ↑〉〈↑ |+ | ↓〉〈↓ |
2

, (10.27)

and Alice can test the coherence measuring the spin.
However, this protocol requires the particle to be accelerated if it has spin down and

needs to be moved from |R〉 to |L〉. Then it will radiate, and it can entangle with the
emitted photons. A semiclassical computation of the emitted radiation can be found in
Section B.5. There we show that such radiation is indistinguishable from the vacuum
state of the field only if the motion lasts for at least the time required by our previous
bound (10.5).

10.5 Minimum time from quantum vacuum fluctua-

tions

In Section 10.4 we have provided an example of experiment able to test the coherence.
The protocol requires to accelerate the charge, and if its duration is too short, the charge
radiates and entangles with the emitted photons. The reader could now think that the
bound on the time could be beaten with an experiment that does not involve accelera-
tions. An example of such experiment could seem to be a measurement of the canonical
momentum of Alice’s particle. In this Section, we first show that this measurement is
indeed able to test the coherence of the superposition and then we estimate the minimum
time necessary to perform it.

The canonical momentum of a charged particle coupled to the electromagnetic field
is not gauge invariant, and therefore cannot be directly measured. Alice can instead
measure directly the velocity of her particle, that is gauge invariant. However, its relation
with the canonical momentum now contains the vector potential. Even if there is no
external electromagnetic field, the latter is a quantum-mechanical entity, and is subject
to quantum vacuum fluctuations. Then, the fluctuations of the vector potential enter in
the relation between velocity and momentum. If Alice is not able to measure the field
outside her laboratory, she can measure only the velocity of her particle (see Section
B.6 for a detailed discussion), and can reconstruct its canonical momentum only if the
fluctuations are small. We show that in an instantaneous measurement these fluctuations
are actually infinite. However, if Alice measures the average of the velocity over a time
T , they decrease as 1/T 2, and can be neglected if T is large enough. This minimum time
is found consistent with the general bound given in Eq. (10.5).

In order to simplify our formulas, in this Section and in the related Sections in the
Appendix B we put as in [223]

~ = c = ε0 = µ0 = 1 , q2
P = 4π . (10.28)
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These constants will be put back into the final result.

10.5.1 The canonical momentum as a test for coherence

Let us first show that Alice can test the coherence with a measurement of the canonical
momentum of her particle.

Let the particle be in the coherent superposition (10.1) of two identical wavepackets
centered in different points, with wavefunction

ψ(x) =
φ(x) + eiϕ φ(x− d)√

2
, (10.29)

where ϕ is an arbitrary phase.
The probability distribution of the canonical momentum P̂ is the modulus square of

the Fourier transform of the wavefunction:

|ψ(k)|2

(2π)3
= 2 cos2

(
k · d− ϕ

2

)
|φ(k)|2

(2π)3
, (10.30)

and she can test the coherence of the superposition from the interference pattern in
momentum space generated by the cosine. Indeed, an incoherent statistical mixture would
be associated to the probability distribution |φ(k)|2

/
(2π)3 , where the cosine squared is

replaced by 1/2, its average over the phase ϕ.
We notice from (10.30) that, in order to be actually able to test the coherence, Alice

must measure the canonical momentum with a precision of at least

∆P .
π

d
, (10.31)

where d = |d|. This precision increases with the separation of the wavepackets, e.g. for
d = 1 m, it is ∆P . 10−34 kg ·m/s.

10.5.2 Quantum vacuum fluctuations and minimum time

Let now Alice’s particle carry an electric charge q. We want to take into account the
quantum vacuum fluctuations of the electromagnetic field, so quantum electrodynamics
is required. The global Hilbert space is then the tensor product of the Hilbert space of
the particle HA with the Hilbert space of the field HF . The reader can find in Section
B.3 the details of the quantization.

The position and canonical momentum operators of Alice’s particle X̂ and P̂ still act
in the usual way on the particle Hilbert space alone, so that the argument of the previous
Subsection remains unchanged. The full interacting Hamiltonian of the particle and the
electromagnetic field is

Ĥ =
1

2m

(
P̂− q Â

(
X̂
))2

+ ĤF , (10.32)

where

Âi
(
X̂
)

=

∫
âi(k) eik·X̂ + âi†(k) e−ik·X̂√

2|k|
d3k

(2π)3
(10.33)
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is the vector-potential operator Â(x) (see Eq. (B.12)) with the coordinate x replaced
with the position operator X̂, and ĤF is the free Hamiltonian of the electromagnetic field
defined in (B.19).

Due to the minimal-coupling substitution, the operator associated to the velocity of
the particle is

V̂ ≡ i
[
Ĥ, X̂

]
=

1

m

(
P̂− q Â

(
X̂
))

, (10.34)

that contains the operator vector-potential, and acts also on the Hilbert space of the field.
The canonical momentum can be reconstructed from the velocity with

P̂ = m V̂ + q Â
(
X̂
)

(10.35)

if the second term in the right-hand side can be neglected. With the help of the com-

mutation relations (see (B.13)), a direct computation of the variance of Â
(
X̂
)

on the

vacuum state of the field gives

〈0|Â
(
X̂
)2

|0〉 =

(∫
1

|k|
d3k

(2π)3

)
ÎA , (10.36)

that has a quadratic divergence for k → ∞ due to the quantum vacuum fluctuations.
This divergence can be cured averaging the vector potential over time with a smooth
function ϕ(t). We must then move to the Heisenberg picture, where operators explicitly
depend on time, and we define it to coincide with the Schrödinger picture at t = 0,
the time at which Alice measures the velocity. Since the divergence in (10.36) does not
depend neither on the mass nor on the charge of Alice’s particle and is proportional
to the identity operator on the particle Hilbert space ÎA, it has nothing to do with the
interaction of the particle with the field. Then the leading contribution to the result can
be computed evolving the field with the free Hamiltonian ĤF only, i.e. with

Âi
(
X̂, t

)
=

∫
âi(k) ei(k·X̂−|k|t) + âi†(k) ei(|k|t−k·X̂)√

2|k|
d3k

(2π)3
. (10.37)

Defining the time-averaged vector potential as

Âav =

∫
Â
(
X̂, t

)
ϕ(t) dt , (10.38)

its variance over the vacuum state of the field is now

〈0|Â2
av|0〉 =

(
1

2π2

∫ ∞
0

|ϕ̃(ω)|2 ω dω
)
ÎA , (10.39)

where

ϕ̃(ω) =

∫
ϕ(t) eiωt dt (10.40)

is the Fourier transform of ϕ(t). Taking as ϕ(t) a normalized Gaussian function of width
T centered at t = 0:

ϕ(t) =
e−

t2

2T2

√
2π T

, (10.41)
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we get as promised a finite result proportional to 1/T 2:

〈0|Â2
av|0〉 =

ÎA

4π2T 2
. (10.42)

Then, if Alice estimates one component of the canonical momentum (say the one along
the x axis) with the time average of the velocity taken with the function ϕ(t), she commits
an error of the order of

∆P ' q

2π
√

3 T
. (10.43)

Comparing (10.43) with the required precision to test the coherence (10.31), the minimum
time required is

T &
1√
3π3

q

qP

d

c
' 0.10

q

qP

d

c
, (10.44)

in agreement with the bound (10.23) imposed by relativistic causality alone.

10.6 Conclusion

In this Chapter we have studied the limitations that the gravitational and electric fields
produced by a macroscopic particle impose on quantum superposition experiments. We
have found that, in order to avoid a contradiction between quantum mechanics and
relativistic causality, a minimum time is necessary in order to discriminate a coherent
superposition from an incoherent statistical mixture. This discrimination time is propor-
tional to the separation distance of the superposition and to the mass (or charge) of the
particle.

In the same way as the Heisenberg uncertainty principle inspired the development of
a complete theory of quantum mechanics, our fundamental and quantitative bounds on
the discrimination time can be useful for the development of current and future theo-
ries of quantum gravity. Moreover, despite an experimental observation of our results
clashes with the difficulty of preparing superpositions of masses above the Planck scale,
the current technological progress on highly massive quantum optomechanical and elec-
tromechanical systems provides a promising context [212–219] for testing our predictions.
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Chapter 11

Conclusions

The main theme of this Thesis has been the transposition to Gaussian quantum informa-
tion of the classical principle “Gaussian channels have Gaussian optimizers”. We have
focused on the constrained minimum output entropy conjecture (Proposition 2.6), stat-
ing that Gaussian thermal input states minimize the output von Neumann entropy of
any gauge-covariant bosonic Gaussian channel. This conjecture is necessary to determine
the capacity region of the degraded quantum Gaussian broadcast channel [19–22], where
a sender wants to communicate classical information to two receivers, and the triple
trade-off region of the Gaussian quantum attenuator [24–26].

In Chapter 3 we have proved the quantum Entropy Power Inequality, that provides an
extremely tight lower bound to this minimum output entropy, resulting in almost optimal
bound for the capacity region of the Gaussian broadcast channel.

In Chapter 4 we have tackled the exact solution with a generalization of the Gaussian
majorization conjecture [17,18] exploiting the notion of passivity. A passive state is diag-
onal in the Hamiltonian eigenbasis and its eigenvalues decrease as the energy increases.
We have proved that for any one-mode gauge-covariant quantum Gaussian channel, the
output generated by a passive state majorizes (i.e. it is less noisy than) the output gener-
ated by any other state with the same spectrum, and in particular it has a lower entropy.
Then, the solution to the constrained minimum output entropy problem has certainly
to be found among passive states. We have exploited this result in Chapter 5. Here
we have proved that Gaussian thermal input states minimize the output entropy of the
one-mode Gaussian quantum attenuator for fixed input entropy, i.e. conjecture 2.6 for
this channel. The proof is based on the isoperimetric inequality (5.14), whose multimode
generalization implies conjecture 2.6 for the multimode attenuator.

The same ideas can be useful in any other entropic optimization problem involving
quantum Gaussian channels. The quantum capacity [2, 3] of a channel is the maximum
number of qubits that can be faithfully sent per channel use. The private capacity [2, 3]
is the maximum number of bits per channel use that can be sent and certified not to have
been read by any eavesdropper. So far, both the quantum and the private capacity of
quantum Gaussian channels are known only in the degradable case [2]. Our ideas can be
useful to determine them in the general case.

In Chapter 6 we have extended the majorization results of Chapter 4 to a large class
of lossy quantum channels, resulting from a weak interaction of a small quantum system
with a large bath in its ground state.
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11. Conclusions

In Chapter 7 we have considered a particular model of quantum Gaussian channel that
implements memory effects, and we have explicitly determined its classical information
capacity. In Chapter 8 we have explored the set of linear trace-preserving not necessarily
positive maps preserving the set of Gaussian states. For one mode, we have proved that
any non positive map of this kind is built from the so-called phase-space dilatation. These
maps can be used as tests for certifying that a given quantum state does not belong to the
convex hull of Gaussian states, in the same way as positive but not completely positive
maps are used as tests for entanglement. Phase-space dilatations are then proven to be
the only relevant test of this kind.

In Chapter 9 we have proved that requiring thermalization of a quantum system in
contact with a heat bath for any initial uncorrelated state with a well-defined tempera-
ture implies the Eigenstate Thermalization Hypothesis for the system-bath Hamiltonian.
Then, the ETH constitutes the unique criterion to decide whether a given system-bath
dynamics always leads to thermalization.

Finally, in Chapter 10 we have proved that any measurement able to distinguish a
coherent superposition of two wavepackets of a massive or charged particle from the
corresponding incoherent statistical mixture must require a minimum time. In the case
of an electric charge, the bound can be ascribed to the entanglement with the quantum
electromagnetic radiation that is unavoidably emitted during the measurement. Then, in
the case of a mass the bound provides an indirect evidence for the existence of quantum
gravitational radiation and in general for the necessity of quantizing gravity.
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Appendix A

Gaussian quantum systems

In this Appendix we provide some technical details on Gaussian quantum information.
In particular, we introduce Gaussian quantum systems in Section A.1, and the method of
characteristic functions in Section A.2. Section A.3 defines the displacement operators,
while Section A.4 defines the first and second moment of a quantum state. Section
A.5 introduces quantum Gaussian states, and Section A.6 introduces the method of the
Husimi function. Gaussian quantum channels are defined in Section A.7. Finally, Section
A.8 proves the Entropy Photon-number Inequality (3.106) for Gaussian input states.

A.1 Quadratures and Hilbert space

We consider an n-mode bosonic quantum system with Hilbert space H and quadrature
operators Q̂i and P̂ i, i = 1, . . . , n, satisfying the canonical commutation relations[

Q̂i, P̂ j
]

= i δij . (A.1)

As usual, we can define the ladder operators

âi =
Q̂i + iP̂ i

√
2

, (A.2)

satisfying the commutation relations[
âi, âj†

]
= δij . (A.3)

The number operator is defined as

N̂ =
n∑
i=1

âi†âi , (A.4)

and it counts the number of excitations.
We can put all the quadratures together in the column vector

R̂ =

 R̂1

...

R̂2n

 :=


Q̂1

P̂ 1

...

Q̂n

P̂ n

 . (A.5)
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A. Gaussian quantum systems

The commutation relations (A.1) become[
R̂i, R̂j

]
= i∆ij , (A.6)

where ∆ is the symplectic form associated with the antisymmetric matrix

∆ =
n⊕
k=1

(
0 1
−1 0

)
. (A.7)

An even-dimensional vector space equipped with an nondegenerate antisymmetric bilinear
form is called symplectic space, and the bilinear form is called its symplectic form. It is
possible to show [2] that we can always choose a basis such that the matrix associated
with the symplectic form has the form (A.7).

A matrix S preserving the symplectic form ∆, i.e. such that

S ∆ ST = ∆ , (A.8)

is called symplectic matrix.
The symplectic condition (A.8) simplifies in the case of one mode. Indeed for any

2× 2 matrix M we have
M∆MT = ∆ detM , (A.9)

therefore a 2× 2 matrix S is symplectic iff

detS = 1 . (A.10)

A.2 Characteristic and Wigner functions

Let H be the set of the Hilbert-Schmidt operators on H, i.e. the operators with finite
Hilbert-Schmidt norm: ∥∥∥X̂∥∥∥2

2
= Tr

(
X̂† X̂

)
<∞ . (A.11)

Given an operator X̂ ∈ H we define its characteristic function as

χX̂(k) := Tr
(
X̂ eik R̂

)
, k ∈ R2n , (A.12)

where
k = (k1, . . . , k2n) (A.13)

is a row vector. It is possible to prove [2, 9] that X̂ can be reconstructed with

X̂ =

∫
χX̂(k) e−ik R̂ d2nk

(2π)n
, (A.14)

and that the characteristic function provides an isometry between H and L2 (R2n) (see
e.g. Theorem 5.3.3 of [90]):

Tr
(
X̂† Ŷ

)
=

∫
χX̂(k)∗ χŶ (k)

d2nk

(2π)n
. (A.15)
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Displacement operators A.3

Eq. (A.15) is called noncommutative Parceval’s formula.
We define the Wigner function of X̂ ∈ H as the Fourier transform of the characteristic

function:

WX̂(x) :=

∫
χX̂(k) e−ikx d2nk

(2π)2n
, (A.16)

where

x =

 x1

...
x2n

 ∈ R2n (A.17)

is a column vector.

A.3 Displacement operators

We define the displacement operators with

D̂(x) := ei x
T ∆−1 R̂ , (A.18)

acting on the quadratures as

D̂(x)
†

R̂ D̂(x) = R̂ + x . (A.19)

Using (A.19), the displacements act on the characteristic function as

χ
D̂(x) X̂ D̂(x)

†(k) = ei k x χX̂(k) . (A.20)

A.4 Moments and symplectic eigenvalues

Given a state ρ̂ ∈ S(H) and an observable Â, we define its expectation value〈
Â
〉

:= Tr
(
ρ̂ Â
)
. (A.21)

We can now define the first moments of ρ̂ as the expectation values of the quadratures

r :=
〈
R̂
〉
, (A.22)

and the covariance matrix as

σij :=
〈{

R̂i − ri, R̂j − rj
}〉

, (A.23)

where {·, ·} stands for the anti-commutator.
It is possible to prove [2] that the eigenvalues of the matrix σ∆−1 are pure imaginary,

and since the matrix is real, they come in couples of complex conjugates. Their absolute
values νk, k = 1, . . . , n are called the symplectic eigenvalues of σ, and satisfy

detσ =
n∏
k=1

ν2
k . (A.24)
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According to the Williamson theorem [224], for any strictly positive σ there exists a
symplectic matrix S such that

S σ ST =
n⊕
k=1

νk I2 , (A.25)

where the νk are its symplectic eigenvalues.
The positivity of ρ̂ together with the commutation relations (A.6) imply for σ the

Robertson-Heisenberg uncertainty relation

σ ≥ ±i∆ . (A.26)

Condition (A.26) is equivalent to imposing all the symplectic eigenvalues of σ to be greater
than one.

A symmetric positive definite 2×2-matrix σ has a single symplectic eigenvalue, given
by

ν2 = detσ ; (A.27)

and it is the covariance matrix of a quantum state iff

detσ ≥ 1 . (A.28)

The first moment r and the covariance matrix σ can both be computed from the
characteristic function with

r = −i ∂

∂k
lnχ(k)

∣∣∣∣
k=0

(A.29)

σ = − ∂

∂k

(
∂

∂k

)T
lnχ(k)

∣∣∣∣∣
k=0

, (A.30)

where ∂
∂k

is the column vector of the derivatives

∂

∂k
:=


∂
∂k1
...
∂

∂k2n

 . (A.31)

A.5 Gaussian states

Given a symmetric matrix σ ≥ ±i∆ and a column vector r ∈ R2n, the Gaussian state
ρ̂G(σ, r) with covariance matrix σ and first moment r is the state

ρ̂G = e−(R̂−r)
T
J(R̂−r)

/
Tr e−(R̂−r)

T
J(R̂−r) , (A.32)

where J is the positive real matrix such that

σ = ∆ cot (J ∆) . (A.33)
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Gaussian states A.5

It has characteristic function

χ(k) = e−
1
4
kσ kT+ik r (A.34)

and Wigner function

W (x) =
e−(x−r)T σ−1(x−r)√

det (π σ)
. (A.35)

For σ = I2n we obtain the family of coherent states ρ̂G(r, I2n), r ∈ R2n.

For simplicity, we call ρ̂G(σ) the centered state ρ̂G(σ, 0).

A.5.1 Entropy of Gaussian states

The von Neumann entropy S [ρ̂] = −Tr [ρ̂ ln ρ̂] of the Gaussian state ρ̂G(σ) with covariance
matrix σ is given by

S (ρ̂G(σ)) =
n∑
k=1

h (νk) , (A.36)

where the νk are the symplectic eigenvalues of σ and

h(ν) =
ν + 1

2
ln
ν + 1

2
− ν − 1

2
ln
ν − 1

2
. (A.37)

For thermal states with covariance matrix proportional to the identity, i.e. σ = νI2n, it
can be useful to express the entropy in terms of the mean photon number per mode

N =
1

n
Tr
[
N̂ ρ̂

]
=
ν − 1

2
. (A.38)

For this purpose, it is sufficient to replace the function h(ν) in (A.36) with

g(N) := h (2N + 1) = (N + 1) ln(N + 1)−N lnN . (A.39)

In the proof of the quantum Entropy Power Inequality in Chapter 3 we have used the
asymptotic scaling of the entropy for Gaussian states with large covariance in Eqs. (3.99)
and (3.103). Here we prove this result. For ν →∞, the function h is almost a logarithm:

h(ν) = ln
ν

2
+ 1 +O

(
1

ν2

)
, (A.40)

so the entropy of ρ̂G(tσ) for t→∞ is

S (ρ̂G(tσ)) = ln
n∏
k=1

t νk
2

+ n+O
(

1

t2

)
=

1

2
ln det

(
e t σ

2

)
+O

(
1

t2

)
, (A.41)

where we have used (A.24).
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A.6 Husimi function

Choose a covariance matrix γ ≥ ±i∆. The generalized Husimi function Qρ̂(x) of a state
ρ̂ [17] is its overlap with the Gaussian state ρ̂G(γ, x):

Qρ̂(x) :=
1

(2π)n
Tr (ρ̂ ρ̂G(γ, x)) . (A.42)

We notice that for γ = I2n we recover the usual Husimi function of [60] based on coherent
states. By construction, Qρ̂(x) is continuous in x and positive:

Qρ̂(x) ≥ 0 . (A.43)

In terms of the characteristic function of ρ̂, (A.42) reads

Qρ̂(x) =

∫
e−

1
4
k γ kT−ikx χρ̂(k)

d2nk

(2π)2n
, (A.44)

where we have used (A.34) and (A.15). The Fourier transform of Qρ̂(x)

Q̃ρ̂(k) =

∫
Qρ̂(x) eikx d2nx (A.45)

is then given by
Q̃ρ̂(k) = e−

1
4
k γ kT χρ̂(k) . (A.46)

Computing (A.46) in k = 0 and remembering that

χρ̂(0) = Tr ρ̂ = 1 (A.47)

for any normalized state ρ̂, we can see that the generalized Husimi function Qρ̂(x) is a
probability distribution: ∫

Qρ̂(x) d2nx = 1 . (A.48)

Besides, it is possible to show [59] that putting γ = 0 in (A.46) we formally recover the
Wigner function. Now we can express ρ̂ in terms of Qρ̂(x): putting together (A.14) and
(A.46) we get

ρ̂ =

∫
Q̃ρ̂(k) e

1
4
k γ kT e−ik R̂ d2nk

(2π)n
=

∫
Qρ̂(x)

(∫
e

1
4
k γ kT+ikx e−ik R̂ d2nk

(2π)n

)
d2nx .

(A.49)
Comparing with (A.14) the integral in parenthesis, it looks like the Gaussian “state”
with covariance matrix −γ displaced by x. Of course, this is not a well-defined state,
and it makes sense only if integrated against smooth functions as Qγ(x). However, if we
formally define

ρ̂G(−γ, x) :=

∫
e

1
4
k γ kT+ikx e−ik R̂ d2nk

(2π)n
, (A.50)

(A.49) becomes

ρ̂ =

∫
Qρ̂(x) ρ̂G(−γ, x) d2nx . (A.51)

Then the Husimi function of any bounded operator ρ̂ uniquely defines ρ̂ . It follows
that the linear span of the set of coherent states, and hence of all Gaussian states, is
dense in the Hilbert space of Hilbert-Schmidt operators H. Similarly, these linear spans
are dense in the Banach space of trace-class operators T.
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Quantum Gaussian channels A.7

A.7 Quantum Gaussian channels

Let X and Y be two symplectic spaces, with symplectic forms ∆X and ∆Y and associated
sets of trace-class operators TX and TY , respectively. Given a matrix

M : X −→ Y , (A.52)

a covariance matrix α on Y and a column vector y ∈ Y , we define the quantum Gaussian
channel

Φ : TX −→ TY (A.53)

of parameters (M, α, y) as the channel that acts on the characteristic function as

χΦ(ρ̂)(k) = e−
1
4
kαkT+iky χρ̂ (kM) , (A.54)

for any row vector k in Y . The channel defined in (A.54) is completely positive (see [2])
iff

α ≥ ±i
(
∆Y −M ∆X MT

)
. (A.55)

Φ sends Gaussian states in SX into Gaussian states in SY :

Φ (ρ̂G(σ, r)) = ρ̂G
(
M σMT + α, M r + y

)
, (A.56)

and it acts on the moments as

σ 7→ M σMT + α (A.57)

r 7→ M r + y . (A.58)

From the action on the characteristic function (A.56) and Parceval’s formula (A.15), it is
easy to prove that any quantum Gaussian channel is continuous in the Hilbert-Schmidt
norm (A.11).

The Hilbert-Schmidt dual of a linear map Φ acting on trace-class operators and con-
tinuous in the trace norm is the map Φ† acting on bounded operators and continuous in
the operator norm defined by

Tr
[
Ŷ Φ

(
X̂
)]

= Tr
[
Φ†
(
Ŷ
)
X̂
]

(A.59)

for any trace-class operator X̂ and any bounded operator Ŷ .
If the matrix M is invertible, with Parceval’s formula (A.15) it is easy to see that the

Hilbert-Schmidt adjoint of the Gaussian quantum channel Φ with parameters (M, α, y)
defined in (A.56) acts on the characteristic function as

χΦ†(Ŷ )(k) =
1

detM
e−

1
4
kM−1 αM−T kT−ikM−1 y χŶ

(
kM−1

)
. (A.60)

It is possible to prove [2] that any quantum Gaussian channel admits a Gaussian
Stinespring dilation, i.e. there exist two symplectic spaces Z and W with

dimX + dimZ = dimY + dimW , (A.61)
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a Gaussian state ρ̂Z on HZ and a symplectic matrix

S : X ⊕ Z → Y ⊕W (A.62)

satisfying
S (∆X ⊕∆Z)ST = ∆Y ⊕∆W (A.63)

such that for any X̂ ∈ TX

Φ
(
X̂
)

= D̂(y) TrW

[
ÛS

(
X̂ ⊗ ρ̂Z

)
Û †S

]
D̂(y)

†
. (A.64)

Here ÛS is the isometry
ÛS : HX ⊗HZ → HY ⊗HW (A.65)

that implements the symplectic matrix S, i.e.

Û †S

(
R̂Y ⊕ R̂W

)
ÛS = S

(
R̂X ⊕ R̂Z

)
, (A.66)

where R̂X , R̂Y , R̂Z and R̂W are the vectors of the quadrature operators of the four
systems.

A.7.1 Quantum-limited attenuator and amplifier

The Gaussian quantum-limited attenuator Eλ, 0 ≤ λ ≤ 1 defined in Section 2.3.1 can
be recovered from (A.54) identifying Y with X and setting y = 0, M =

√
λ I and

α = (1− λ)I [2]. Its action on the characteristic function is then

χEλ(ρ̂)(k) = e−
1−λ
4
|k|2 χρ̂

(√
λ k
)
. (A.67)

The Gaussian quantum-limited amplifier Aκ, κ ≥ 1 can be instead recovered with y = 0,
M =

√
κ I and α = (κ− 1)I:

χAκ(ρ̂)(k) = e−
κ−1
4
|k|2 χρ̂

(√
κ k
)
. (A.68)

Combining (A.60) with (A.67) and (A.68), it is easy to show that the Hilbert-Schmidt
dual of the n-mode quantum-limited attenuator of parameter 0 < λ ≤ 1 is 1/λn times the
quantum-limited amplifier of parameter κ = 1/λ ≥ 1, and its restriction to trace-class
operators is continuous in the trace-norm (see also [91]).

The quantum-limited attenuator and amplifier are the elementary building blocks for
gauge-covariant Gaussian channels. Indeed, it is possible to prove [11, 16, 18, 225] that
any gauge-covariant quantum Gaussian channel can be expressed as a quantum-limited
amplifier composed with a quantum-limited attenuator.

A.8 EPnI for Gaussian states

In this Section we prove that the Entropy Photon-number Inequality (3.106) holds when
the two inputs are Gaussian states.
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EPnI for Gaussian states A.8

Let us consider two n-mode Gaussian states with covariance matrices σA and σB,
respectively. Let 0 ≤ λ ≤ 1 be the parameter of the beamsplitter. From Eqs. (3.15) and
(3.26), the covariance matrix of the output C is

σC = λ σA + (1− λ) σB . (A.69)

The EPnI (3.106) reads

h−1 (SC/n) ≥ λ h−1 (SA/n) + (1− λ)h−1 (SB/n) , (A.70)

where SA, SB and SC are the entropies of the two inputs and the output, respectively,
and the function h has been defined in (A.37) (h−1 is an affine function of g−1, hence the
inequality (A.70) can be indifferently written in terms of g or of h). Let 1 ≤ a1 ≤ . . . ≤ an,
1 ≤ b1 ≤ . . . ≤ bn and 1 ≤ c1 ≤ . . . ≤ cn be the symplectic eigenvalues of σA, σB and σC ,
respectively. Their entropies are given by

SX =
n∑
i=1

h (xi) , X = A, B, C . (A.71)

From Theorem 1 of [226],
c ≺w λ a+ (1− λ) b . (A.72)

The symbol ≺w stands for weak supermajorization [68], the partial order relation between
vectors with real components that can be defined as

x ≺w y iff
n∑
i=1

f(xi) ≥
n∑
i=1

f(yi) ∀ increasing concave f . (A.73)

Since h is increasing and concave,

SC =
n∑
i=1

h (ci) ≥
n∑
i=1

h (λai + (1− λ)bi) . (A.74)

Let us define
SXi = h(xi) , X = A, B . (A.75)

Using (A.74), the EPnI (A.70) is implied by

1

n

n∑
i=1

h
(
λ h−1

(
SAi
)

+ (1− λ) h−1
(
SBi
)) ?

≥ h

(
λ h−1

(
SA
n

)
+ (1− λ) h−1

(
SB
n

))
,

(A.76)
that is equivalent to the convexity of the function

F (SA, SB) = h
(
λ h−1 (SA) + (1− λ) h−1 (SB)

)
, SA, SB ≥ 0 . (A.77)

For λ = 1, F = SA, while for λ = 0, F = SB. We can then restrict to 0 < λ < 1. The
determinant of the Hessian of F is

detHF (h(a), h(b)) =

= λ(1− λ) h′(c) h′′(c)
h′′(a) h′′(b)

h′(a)3 h′(b)3

(
h′(c)

h′′(c)
− λ h′(a)

h′′(a)
− (1− λ)

h′(b)

h′′(b)

)
, (A.78)
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where
c = λa+ (1− λ)b . (A.79)

Since for Lemma A.1 the function h′/h′′ is strictly convex, for any a 6= b we have

h′(c)

h′′(c)
< λ

h′(a)

h′′(a)
+ (1− λ)

h′(b)

h′′(b)
, (A.80)

and hence detHF > 0. Then, in each of the two regions SA > SB > 0 and SB > SA > 0,
HF is either strictly positive or strictly negative. To determine which is the case, we
compute the Laplacian of F for SA = SB = h(a):

Tr HF (h(a), h(a)) = −2λ(1− λ)
h′′(a)

h′(a)2 > 0 . (A.81)

Then, HF cannot be strictly negative in neither of the regions, and F is convex.

A.8.1 Useful lemmata

Lemma A.1. For any x > 1 the function

φ(x) =
h′(x)

h′′(x)
(A.82)

is strictly convex.

Proof. Putting

x =
1

tanh θ
, θ > 0 , (A.83)

we have

φ′′
(

1

tanh θ

)
= 2 (sinh θ cosh θ − θ) > 0 . (A.84)
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Appendix B

Quantum electrodynamics

In this Appendix we recall some properties of quantum electrodynamics and perform
some auxiliary computation whose results are needed in Chapter 10.

In particular, in Section B.1 we show that for Bob a measurement of the position is
always better than a measurement of the momentum, i.e. it allows to distinguish the
force difference ∆F in a shorter time. In Section B.2, we prove that the minimum width
over which a charge q greater than the Planck charge qP can be localized is its charge
radius q~/(qPmc) [223]. In Section B.3, we recall the basics of the quantization of the
electromagnetic field (see also [227]). In Section B.4, we introduce the set of coherent
states of the electromagnetic field (see also [60]). In Section B.5, we show that the
quantum state of the electromagnetic field coupled to a classical charged particle following
a non-relativistic motion remains undistinguishable from the vacuum. In Section B.6, we
explain in detail why when Alice’s charged particle is in the quantum superposition
(10.1), despite it generates a static electric field that depends on its position, it is still
not entangled with the field, and the global state is a product with the field part in the
vacuum. In Section B.7, we explain in detail why Alice can measure only the velocity
of her particle, and not its canonical momentum, if she is constrained to remain in her
laboratory, which has the size of the support of the wavefunction of the particle. Finally,
in Section B.8 we check the validity of the approximation of neglecting the time TD that
Bob needs in order to remove the trapping potential.

B.1 Strength of the trap

Let ω be the frequency of the harmonic trap. The spatial width of its ground state is
given by

∆X2 ' ~
mB ω

. (B.1)

This ground state is insensible to the force difference ∆F iff the displacement that it
generates is less than ∆X, i.e.

∆F

mB ω2
. ∆X . (B.2)

Eliminating ω with (B.1), the inequality (B.2) becomes hence

∆X3 .
~2

mB ∆F
, (B.3)
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which is the condition we have to enforce to ensure that Bob’s detector is ineffective
when switched off. Let us then suppose that, after switching on the detector, Bob tries
to distinguish the two states of Alice by a measurement of P : accordingly the momentum
spread ∆P of his initial state must be lower than the displacement in momentum |δp| =
∆F t. Recalling that Heisenberg’s uncertainty principle ∆X ∆P ≥ ~ is saturated by a
Gaussian pure state, the minimum time after which Bob can distinguish is

T ′B =
~

∆F ∆X
. (B.4)

On the other hand, from the ratio considered in (10.14), the minimum discrimination
time with a measurement of x is

TB =

√
mB ∆X

∆F
. (B.5)

The reader can check that (B.3) implies TB ≤ T ′B, i.e. if the trap is strong enough to be
insensible to the force difference, for Bob it is always better to measure the position of
his particle rather than its momentum.

B.2 Maximum localization of a charge

Let us suppose to use a harmonic trap of frequency ω to localize the charge. One could
think that in principle, with a strong enough trap, the charge can be arbitrarily localized.
However, from the Larmor formula [228] we know that a classical particle with charge
q following a harmonic motion of frequency ω and width ∆X loses into electromagnetic
radiation a power

dE

dt
' q2 ω4 ∆X2

ε0 c3
. (B.6)

In the quantum case, the charge radiates until it gets to the ground state of the trap,
where it cannot radiate anymore since there are no other states with a lower energy to go.
However, if the trap is very strong, its ground state is very localized, and therefore has
a great uncertainty in velocity. Since any moving charge generates a magnetic field, this
velocity uncertainty generates a large uncertainty in the magnetic field, resulting in a large
entanglement between the state of the particle and the state of the field. Qualitatively,
this happens when the energy classically radiated in a period becomes greater than ~ω,
the energy of the first excited state. Combining (B.6) with (B.1), this happens exactly
when the localization ∆X becomes smaller that the charge radius:

∆X .
q

qP

~
mc

. (B.7)

Then, if we want the reduced state of the particle to remain pure, we can localize it only
up to the limit in (B.7).

B.3 Quantization of the electromagnetic field

We denote with Ô an operator in the Schrödinger picture, and with Ô(t) its counterpart in
the Heisenberg picture. The two pictures are defined to coincide for t = 0, i.e. Ô(0) = Ô.
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We recall that in the Heisenberg picture the operators are evolved with the full interacting
Hamiltonian.

An Hamiltonian formulation of electrodynamics requires the introduction of the scalar
and vector potentials V and A. It is convenient to Fourier-transform with respect to x.
The potentials are related to the electric and magnetic fields by

Ê(k, t) = −ik V̂ (k, t)− ∂

∂t
Â(k, t) (B.8)

B̂(k, t) = ik× Â(k, t) . (B.9)

We choose the Coulomb gauge, in which the divergence of the vector potential is set to
zero at the operator level:

k · Â(k, t) = 0 . (B.10)

It is now convenient to define the ladder operators

âi(k, t) ≡
√
|k|
2
Âi(k, t) +

i√
2|k|

∂

∂t
Âi(k, t) , (B.11)

satisfying the constraint ki â
i(k, t) = 0 as a consequence of (B.10). The definition

in (B.11) can be inverted:

Âi(x, t) =

∫
âi(k, t) eik·x + âi†(k, t) e−ik·x√

2|k|
d3k

(2π)3
. (B.12)

The ladder operators satisfy the equal-time canonical commutation relations[
âi(k, t), âj†(q, t)

]
= Πij(k) (2π)3δ3(k− q) (B.13)[

âi(k, t), âj(q, t)
]

=
[
âi†(k, t), âj†(q, t)

]
= 0 , (B.14)

where Π(k) is the projector onto the subspace orthogonal to k:

Πij(k) = δij − ki kj

k2
. (B.15)

The vacuum state of the field |0〉 is defined as the state annihilated by all the Schrödinger-
picture annihilation operators:

âi(k)|0〉 = 0 ∀ k ∈ R3 , i = 1, 2, 3 , |0〉 ∈ HF . (B.16)

Besides, the âi(k) together with their hermitian conjugates âi†(k) generate the whole
observable algebra of HF .

Maxwell’s equations determine the time evolution of the ladder operators:

∂

∂t
âi(k, t) + i|k| âi(k, t) =

iΠi
j(k)√
2|k|

Ĵ i(k, t) , (B.17)

where Ĵ is the operator associated to the current density of the quantum system inter-
acting with the electromagnetic field. Eq. (B.17) is easily integrated:

âi(k, t) = e−i|k|t

(
âi(k) +

iΠi
j(k)√
2|k|

∫ t

0

ei|k|t
′
Ĵ i(k, t′) dt′

)
, (B.18)
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where we have imposed the Heisenberg and Schrödinger pictures to coincide at t = 0, i.e.
âi(k, 0) = âi(k).

In the free case, i.e. when the current vanishes at the operator level (Ĵ(k, t) = 0), the
relation between the two pictures is given by the free Hamiltonian

ĤF ≡
∫
|k| â†i (k) âi(k)

d3k

(2π)3
, (B.19)

i.e.
âi(k, t) = e−i|k|tâi(k) = eiĤF t âi(k) e−iĤF t . (B.20)

B.4 Coherent states

For any function f : R3 → C3 subject to the constraint

ki f
i(k) = 0 ∀ k ∈ R3 , (B.21)

we define the unitary displacement operator

D̂[f ] ≡ exp

(∫ (
fi(k) âi†(k)− f ∗i (k) âi(k)

) d3k

(2π)3

)
, D̂†[f ] = D̂[−f ] , (B.22)

acting on the ladder operators as

D̂†[f ] âi(k) D̂[f ] = âi(k) + f i(k) . (B.23)

Their composition rule is

D̂[f ] D̂[g] = D̂[f + g] exp

(
1

2

∫ (
f i(k) g∗i (k)− f ∗i (k) gi(k)

) d3k

(2π)3

)
. (B.24)

We can now define the coherent states with a displacement operator acting on the vacuum
state of the field:

|f〉 ≡ D̂[f ]|0〉 ∈ HF , (B.25)

that are eigenstates of the annihilation operators:

âi(k)|f〉 = f i(k)|f〉 . (B.26)

Their overlap is

|〈f |g〉|2 = exp

(
−
∫
|f(k)− g(k)|2 d3k

(2π)3

)
. (B.27)

B.5 Radiation emitted by Alice’s particle

We consider a classical charged particle coupled to the quantum electromagnetic field.
Let J be the classical current density associated to the trajectory of the particle. Look-
ing at the time evolution equation for the ladder operators (B.18), and recalling (B.23)
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and (B.20), it is easy to show that such evolution is provided by a displacement operator,
i.e.

âi(k, t) = D̂†[f ] eiĤF t âi(k) e−iĤF t D̂[f ] , (B.28)

where

f i(k) =
iΠi

j(k)√
2|k|

∫ t

0

ei|k|t
′
J i(k, t′) dt′ . (B.29)

Since the ladder operators generate the whole observable algebra ofHF , if the fields starts
in the vacuum, its time-evolved state is the coherent state e−iĤF t|f〉. Its overlap with the
vacuum can be computed with (B.27):

|〈0|f〉|2 = exp

(
−
∫
|f(k)|2 d3k

(2π)3

)
. (B.30)

We now consider a point particle carrying charge q that starts in x = 0 at t = 0, and
in a time t0 is brought to the position x = d with a trajectory described by x(t). The
current density is then

J(k, t) = q v(t) e−ik·x(t) , (B.31)

where v(t) ≡ d
dt

x(t) is the particle velocity. For wavelengths large with respect to the
extension of the motion, i.e. for

|k| � 1

d
, (B.32)

the phase factor in (B.31) can be discarded, getting

J(k, t) ' q v(t) . (B.33)

We want to look at the state of the field after the particle has reached the new position
x = d, i.e. for t > t0. Since the velocity v(t) vanishes for t ≤ 0 and t ≥ t0, the
displacement of (B.29) becomes

f i(k) =
i q√
2|k|

Πi
j(k) vj(ω = |k|) , (B.34)

where

v(ω) =

∫ ∞
−∞

v(t) eiωt dt (B.35)

is the Fourier transform of the velocity. Putting (B.34) into (B.30), the overlap becomes

|〈0|f〉|2 = exp

(
− q2

6π2

∫ ∞
0

|v(ω)|2 ω dω
)
. (B.36)

For simplicity we consider a one-dimensional motion, and we put the x axis in the direction
of d. As an example, we take

x(t) = d sin2

(
π

2

t

t0

)
for 0 ≤ t ≤ t0 , (B.37)

satisfying the conditions

x(0) = 0 , x(t0) = d , v(0) = v(t0) = 0 . (B.38)
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The Fourier transform of the velocity is

v(ω) = e
iωt0
2

d cos ωt0
2

1− ω2t20
π2

, (B.39)

and the overlap

|〈0|f〉|2 = exp

(
−π πSi(π)− 2

6

q2

q2
P

d2

c2 t20

)
' exp

(
−2

q2

q2
P

d2

c2 t20

)
, (B.40)

where Si(x) is the sine integral function

Si(x) ≡
∫ x

0

sin y

y
dy . (B.41)

Looking at (B.39), the dominant contribution to the integral in (B.36) comes from the
region ω t0 / 1. The approximation in (B.32) is then valid iff d� c t0, i.e. if the motion
is not relativistic.

The final result (B.40) tells us that for a fixed distance d, no photons are radiated if
the motion lasts for at least

t0 &
√

2
q

qP

d

c
. (B.42)

Then, Alice can always create the coherent superposition used in the thought experiment
without entangling her particle with the emitted photons provided she has enough time
to do it. Besides, if Alice wants to perform the particular spin-dependent measurement
described in the main text, she needs at least a time (B.42) to bring the state |R〉 back
to |L〉 if she does not want to entangle with the emitted photons.

B.6 Absence of entanglement with the static electric

field

The first Maxwell’s equation reads

k2V̂ (k) = ρ̂(k) , (B.43)

and completely determines the electric potential operator V̂ in terms of the charge density
operator ρ̂:

V̂ (k) =
1

k2
ρ̂(k) . (B.44)

Putting together (B.44) and (B.8), the electric field is given by

Ê(k) = − ik
k2

ρ̂(k)− ∂

∂t
Â(k) . (B.45)

Then, the longitudinal (i.e. proportional to k) component of the electric field operator is
determined by the charge-density operator, and acts on the Hilbert space of the particle
alone. Therefore, even if the field is in its vacuum state (B.16), the expectation value of
the electric field is the static Coulomb electric field generated by the expectation value
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of the charge density, and hence depends on the particle wavefunction. This means that
the state of the field alone does not contain all the information on the electric field, since
its longitudinal component is encoded into the state of the particle.

Seen from a different perspective, the longitudinal component of the electric field is
not a dynamical propagating degree of freedom, since it vanishes in absence of external
charges and is completely determined by them, so there is no Hilbert space associated to
it. The Hilbert space of the field contains only the degrees of freedom associated to the
electromagnetic radiation, i.e. the magnetic field and the transverse (orthogonal to k)
component of the electric field. Then in a product state with the field part in the vacuum,
only these components are in the vacuum mode, while there can be a static electric field
depending on the state of the particle.

A final remark should be made about the choice of the gauge. Strictly speaking, the
concept of particle-field entanglement is a gauge dependent concept and the previous
discussion about the absence of entanglement between a static charge and the electro-
magnetic field is valid only in the Coulomb gauge. However, despite the initial state
we consider would look entangled in a different gauge, obviously the estimation of the
minimum discrimination time would not change.

B.7 Locality

The wavefunction ψ(x, t) of a particle carrying electric charge q coupled to an electro-
magnetic field is invariant under the joint gauge transformation [227]

ψ′(x, t) = eiqΛ(x,t) ψ(x, t) (B.46)

A′(x, t) = A(x, t) +∇Λ(x, t) (B.47)

V ′(x, t) = V (x, t)− ∂

∂t
Λ(x, t) . (B.48)

The canonical momentum P̂ = −i∇ is not gauge invariant, but transforms in the Heisen-
berg picture as

P̂′(t) = P̂(t) + q∇Λ
(
X̂(t), t

)
, (B.49)

and therefore Alice cannot measure it directly. The reader can easily check using (B.47)
and (B.49) that the velocity operator given in the main text is gauge invariant, as it has
to be. Alice can then measure directly the velocity, and reconstruct from it the canonical
momentum. However, the relation between them

P̂ = m V̂ + q Â
(
X̂
)

(B.50)

contains the vector potential, that from (B.47) is not gauge invariant, and cannot be
directly measured. In the Coulomb gauge, it is possible to invert (B.9) and express the
vector potential in terms of the magnetic field, that is gauge invariant and can be actually
measured by Alice:

Â(x) =
1

4π

∫
∇× B̂(y)

|x− y|
d3y . (B.51)
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Putting together (B.51) and (B.50), we get

P̂ = m V̂ +
q

4π

∫
∇× B̂(y)∣∣∣X̂− y

∣∣∣ d3y . (B.52)

However, reconstructing the canonical momentum from the velocity with (B.52) requires
Alice to measure the magnetic field in the whole space. Even if she can allow for some
error in the reconstruction, the region in which she has to measure the field increases
with the charge q, and can extend well outside the support of the wavefunction.

B.8 Detector switching time

The switching time could be due to many specific technical difficulties but, in principle,
the only unavoidable limitation is imposed by relativistic causality. If the linear size of
the trap is L, then Bob cannot remove the trap instantaneously since he needs at least a
time L/c to induce any change in the apparatus. Moreover the size of the trap cannot be
arbitrarily small but should be at least larger than the position uncertainty of the test
mass, i.e. L ≥ ∆X. Thus, a rough estimate of the minimum switching time is given up
to numerical factors by

TD '
∆X

c
. (B.53)

If we want to take into account also this finite response time of the experimental appa-
ratus, the causality equation (10.2) should be changed into

TA + TB + TD ≥
R

c
, (B.54)

where TA is Alice measurement time and TB is the entanglement generation time. We
remind that the lower bounds for the measurement time that we obtained (for TD = 0)
are:

TA ≥
q d

qPc
, q > qP

∣∣∣∣ TA ≥
md

mPc
, m > mP , (B.55)

as given by Eq.s (10.3) and (10.5) and corresponding to a quantum superposition of a
charge q and mass m respectively. For a finite switching time TD, from (B.53) and (B.54)
we get the weaker bounds

TA ≥
q d

qPc
− ∆X

c
, q > qP ,

∣∣∣∣ TA ≥
md

mPc
− ∆X

c
, m > mP . (B.56)

However we remind that in the derivation of the optimal detection experiment we deduced
that the trap should be as narrow as possible in order to minimize ∆X (ideally down to
the charge radius or to the Planck length). In this regime we always have d� ∆X and
the correction terms appearing in Eq.s (B.56) are negligible.
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