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Introduction

Networks, and why to use them

In finance, as well as in several other fields, a faithful description of the be-
haviour of a system cannot disregard the role of interactions between the parts
composing it, to the point the interactions become as crucial as the parts them-
selves. The role of interactions can be made evident in different ways. In some
cases they can explain macroscopic behaviours that are not observable at a sin-
gleton level. In others, the collective behaviour can influence each part through
the same source of interactions.

Bearing this in mind, one can provide very general yet mathematically rig-
orous models for dealing with many phenomena in a system of interacting parts
using networks. This is the case, for example, of (Cantono and Solomon, 2010),
where authors focus on propagation of shocks, and despite the complexity in
terms of number of participants and type of interactions, the network perspec-
tive is able to capture the main drivers and to condensate the information, and
it provides a good level of predictability and control. More in general, this ap-
proach is usually referred to as network science. A network is the combination of
both the individuals and their interactions. Individuals are represented by the
nodes, and examples come from many domains: people, animals, genes, banks,
countries. Interactions are represented by links, and they may stand for friend-
ship, trophic level, co-occurrence, trade agreements, contracts, and so on. In
other words, network science provides a conceptual framework to describe and
model complex systems (Tumminello et al., 2005). The mathematical founda-
tions are mostly given by graph theory, whose canonical starting point is (Euler,
1736) and which developed into many streams (Bondy et al., 1976; Biggs, 1993;
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Chung, 1997; Bollobás, 2013).
For its generality and flexibility this approach is suitable for modelling a

wide range of systems, and it has benefited from its ubiquity being techniques
developed in specific fields successfully transferred to other domains. Applica-
tions span from biology (Salwinski and Eisenberg, 2004) to social interactions
(Wasserman and Faust, 1994), from finance to air traffic (Mayer and Sinai, 2003).
Using network abstraction one is able to cover both empirical investigation and
modeling to address issues such as

• how much participants interact with each other;
• how interactions evolve in time;
• how network structure influences macroscopic behaviours or quantities;
• which (microscopic) mechanisms lead to the formation the network;
• which subgroups (communities) of nodes, if any, are homogeneous with
respect to some characteristic (from the network, or from external infor-
mation);

• how much the whole system is resistant to attacks (targeted or random);
• which nodes, if any, have a dominant position in the network, e.g. being
the intermediary for most interactions.

Networks in finance

As for financial systems, network science has proven to be a very powerful
tool and its popularity is still growing. One of the reason for this success, is
that in the financial world, let one been dealing with stocks (Bonanno et al.,
2004), banks (Fujiwara et al., 2009), traders (Delpini et al., 2018), the singleton’s
action / evolution is bond to the interaction with others. For stocks interaction
is made evident by correlation, synchronous, lagged, partial (Mantegna and
Stanley, 1999); for banks it may represent ownership (Glattfelder and Battiston,
2009), interbank lending (Gai et al., 2011; Bargigli et al., 2015), common asset
holding (Huang et al., 2013; Caccioli et al., 2014; Levy-Carciente et al., 2015).
This inherently interacting dynamic is coupled with a very large availability of
data: if for biological systems one may need costly experiments to collect data
that describe interactions (Li et al., 2004), or collect data a posteriori (Zachary,
1977; Girvan and Newman, 2002), financial data come either from the fact since
last two decades financial systems are mostly managed electronically so data
are created the daily operations or because they are collected for regulatory
purposes (balance sheets, ownership).
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In (Allen and Babus, 2009) authors clearly outline the potential of network
approach to finance, in particular its ability to highlight the externalities (both
positive and negative) due to the fact the financial institutions do not live in iso-
lation. Authors effectively identify two main streams of research for network in
finance. A large part of the literature is devoted to the study of the mechanisms
that lead to the creation of networks, of various kind, among financial institu-
tions, and in which measure this is consistent with economic theories. Central
issues are the role of intermediaries in many markets, and more in general how
the position in the network may influence an institution’s business activity. In
(Iori et al., 2008) authors asses the efficiency of the interbank market by study-
ing the network of banks from the European overnight money market. This is
achieved by focussing on the evolution of the connectivity structure of the banks
active in the market. (Adams et al., 2010) also focuses on direct interactions by
simulating a payment systems among banks. This approach allow to asses how
liquidity is allocated in presence of different protocols for transfer the payment,
e.g with or without intermediaries. Different costs for the liquidity have direct
consequences on the overall topology of the network and authors are able to
recover real networks’ topology by only controlling the stream of transactions
and rule for liquidity allocation. The approach in (Billio et al., 2012) is instead
econometric: several measures are applied to time-series of returns coming
from hedge funds, banks, broker/dealers, and insurance companies to quantify
interactions. The resulting network gives an overview of the complex and mul-
tifaceted interconnectedness of all financial participants over a decade and offer
a insight on the means of propagation of shocks.

The other main driver of network studies in finance mentioned in (Allen
and Babus, 2009) has been the financial crisis of 2007. In this case the focus
is on the resilience of financial networks in the case of an extreme event, and
on mechanisms of propagation of shocks (distress, defaults etc.) among partic-
ipants on a network that is usually static. In this perspective, the speech by
Bank of England Executive Director, Financial Stability (Haldane, 2013) pro-
poses most elements developed in the subsequent literature. Author highlights
how interconnectedness among financial institutions played a mayor role in
the consequences of crisis: concepts from biology, epidemiology, ecology are
introduced in the financial word via network abstraction to explain how a rela-
tively small event (the collapse of Lehman Brothers) lead to a massive distress
of the entire system (total liquidity freeze). Beside their importance to model
the financial system, networks are also marked as a possible tool for regulators
to address systemic risk. To this extend, the assumption of homogeneity and
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completeness which ensures analytical tractability and common to many early
network models finds a certain degree of limitation when comparing to the em-
pirical evidence of the complex and heterogeneous structure of real financial
networks. In (Cont, 2013) author presents an overview of these results, mostly
by central banks, stressing the importance of knowing the specific topology to
assess the stability properties of the system as a whole. Author subsequently
proposes a model to quantify the systemic importance of each institution, and
results confirms the key role of the heterogeneity in the network structure in
determining the importance of each institution, posing the basis for more tai-
lored regulatory requirements. Similar reasoning is developed in (Drehmann
and Tarashev, 2013), where authors, in order to asses an institution’s systemic
importance, consider both its tendency to propagate shocks and its vulnerabil-
ity. (Li et al., 2014), have the same objective of quantify the riskiness of the
financial system as a whole but rather than looking at banks only they focuses
on industries and countries, and proposes a quantitative method to rank their
systemic importance documenting an increasing dominance of China on the
worldwide economy.

This very brief overview exemplifies the wide range of problems that can
be addressed in finance using networks. Despite several different definitions for
both the networks and the propagation are present in the literature, two features
represent the common ground: the first is that networks can effectively capture
the complexity of the financial system. The second is that the knowledge of the
real organisation of interaction among financial institution is crucial to develop
more effective policy as complexity per se is a source of instability as investigated
in (Haldane and May, 2011; Gai et al., 2011) and more recently in (Battiston et al.,
2016).

Contribution

This thesis contributes to the network literature in two directions. The first part,
which comprises the first three chapters, deals with the general problem of char-
acterising the organisation of nodes into groups according to their connections.
The structure considered here is the hierarchy, and in particular the focus is
on strategies and limitations of its inference. The approach is methodological,
hence our considerations can be applied in many fields, but we also present an
example of application to finance in the last chapter. The second part presents
the study of the collection of payments between firms and their credit risk rating
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using the tools of network science. The unique dataset gives the opportunity to
shed light on a system, the Italian corporate firms, on which not much is known
from the literature especially from the perspective of network science and with
the same granularity of details.

Hierarchies

As mentioned at the beginning of this introduction, a recurrent goal in network
literature is to identify subsets of nodes, which are homogeneous with respect to
a certain criterion derived from network properties. This is convenient because
a coarse grouping can summarise information about the structure otherwise
undetectable, especially in the case of very large networks. In this thesis, the
focus will be on the hierarchical structure of directed networks. An exact hi-
erarchical organisation in a directed network means that the set of nodes can
be divided in an ordered collection of classes such that links exist only from a
node of a low rank class to a node of a higher rank class. Since real networks
are not necessarily exactly hierarchical, the problem considered here will be to
find an optimal ordered partition of nodes into classes such that the structure
has a maximal level of hierarchy.

It is important to stress that the concept of hierarchy just described is differ-
ent from the more common definition of nested hierarchy in networks (Clauset
et al., 2008) where low-level communities of nodes are nested into bigger ones,
in a way directly associated with hierarchical clustering. The former case, one
is able to model graphs, representing for example social organisations, as com-
mand structure or influential communities, and is defined for directed networks.
The latter makes sense also for undirected networks and look for nested clusters
of nodes.

The reasons to look for hierarchies in networks are several. First its presence
is quite ubiquitous, from biology to economics, as many systems tend to self-
arrange in stratified organisation It also has a natural interpretation providing
the dominant direction of flow for resources (information, money, credit) into
the system. This may be useful especially if one has in mind problems of
propagation, for example of a disease in a social network or default for financial
system. In the already mentioned (Haldane, 2013), hierarchy is enlisted among
the structures that naturally arise in financial networks and need to be kept into
consideration in the study of systemic risk.

In the literature of network theory, there are some different definitions of
hierarchy, here we focus on a method which infers the structure by suitably
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penalising the links against the main direction. We find, both analytically and
empirically, that the chosen metric succeeds in identifying hierarchies when the
structure is strong. However we prove the existence of resolution thresholds in
the model parameters such that beyond these thresholds the inferred hierarchi-
cal structures are different from the planted one. To overcome the resolution
limitation we propose two strategies. One is based on the iteration of the in-
ference on each level from first run, in order to attain a finer resolution. The
second strategy is based on the proof that acting on only one parameter of the
penalisation function, one is able to loosen the resolution limits. This comes at
the cost of solving an optimisation problem which is NP-Hard, so we propose
an heuristic algorithm to tackle multi-resolution inference. Finally we propose
an application to financial networks that exploiting the knowledge of the hi-
erarchical structure could be employed as policy protocol to control financial
stability.

Risk

Assessing the risk of firms is one of the fundamental activities of the credit
system. Banks spend a significant amount of resources to scrutinise the balance
sheet of firms in order to obtain accurate estimations of their riskiness, the
internal rating, and provide credit conditions reflecting both the capability of
the firm to repay the loans and its probability of default. The riskiness of a
firm depends on many idiosyncratic factors (e.g. balance sheet, structure of
management, etc.) as well as the industrial sector or its geographical location.
However, corporate firms interact with each other on a daily basis, and the
interactions can be of different kinds, including those due to the supply chain,
payments, business partnerships, financial contracts, and mutual ownership.
The structure of interactions is complex and multifaceted but, as we anticipated
before, its knowledge is critical both for macroeconomists and for the credit
and banking industry to understand the dynamics of the economy, the business
cycle, the structure of corporate control, and, of course, the risk of firms.

Taking the network perspective on the problem of risk assessment has a
double aim. On the one side, we want to shift the attention from the single
isolated firm to a system of interacting parts. This is interesting because a high
number of firms are involved and it may be not trivial to capture the complexity
of the interplay between a single or a group of firms by looking at one firm at
a time. Despite the aforementioned interest in this sense in several financial
domains, this appear not to be so common when dealing with corporate firms
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systems. On the other side, we want to understand whether and in which
measure a firm’s role in the network can be informative of its riskiness. This is
important for two reasons. First, even if the risk of a firm is not known to all the
counterparts, it may affect its ability to interact with other firms. For example, a
poor rating (i.e. high riskiness) may prevent the access to credit and as a result
it may cause a reduction or delay in payments toward suppliers. If the supplier
has high risk, the missing or delayed payment can prevent its own payments,
increasing the likelihood of a cascade of missing payments and a propagation
of financial distress. The second reason is that, in certain cases, the knowledge
of the riskiness of a firm or a group of firms is lacking or imprecise. In these
cases, the existence of a correlation between network properties and risk can
allow or improve the assessment of risk.

Thesis organisation

The thesis is organised as follows

• Part I focuses oh hierarchical structure in networks

– In Chapter 1 we consider the problem of resolution limit of hierar-
chy by means of the minimisation of a score function, termed agony.
This function penalises the links violating the hierarchy in a way
depending on the strength of the violation. To investigate the reso-
lution of ranking hierarchies we introduce an ensemble of random
graphs, the Ranked Stochastic Block Model. We find that agony may
fail to identify hierarchies when the structure is not strong enough
and the size of the classes is small with respect to the whole net-
work. We analytically characterise the resolution threshold and we
show that an iterated version of agony can partly overcome this res-
olution limit.

– In Chapter 2 we extend the investigation of the resolution limit to a
wider family of metrics. We analytically characterise the resolution
threshold and we find that is less strict that the one presented in the
previous chapter. This motivates the introduction of an heuristic for
inferring the hierarchy also when the optimisation problem is NP-
Hard. We describe an heuristic algorithm and test its performance
on synthetic networks.
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– In Chapter 3 we propose an application of hierarchies in network
to control the financial stability of an interbank network. The pro-
posed strategy benefits from fast implementation and relatively lim-
ited data disclosure.

• Part II focuses on the application of network theory and methods to a
real dataset.

– In Chapter 4 we provide empirical evidences that corporate firms
risk assessment could benefit from taking quantitatively into account
the network of interactions among firms. We consider the interac-
tions by investigating a large proprietary dataset of payments among
Italian firms. We first characterise the topological properties of the
payment networks, and then we focus our attention on the relation
between the network and the risk of firms. Our main finding is to
document the existence of an homophily of risk, i.e. the tendency
of firms with similar risk profile to be statistically more connected
among themselves. This effect is observed when considering both
pairs of firms and communities or hierarchies identified in the net-
work. We leverage this knowledge to predict the missing rating of a
firm using only network properties of a node by means of machine
learning methods.

The four chapters present the original contribution of this thesis. The rele-
vant literature is presented at the beginning of each chapter.

xviii



Part I

Hierarchies

1





Part of the content of this
Chapter was published in
Letizia, E., Barucca, P., and
Lillo, F. (2018). Resolution
of ranking hierarchies in di-
rected networks. PloS One,
13(2):1–25. 1

Resolution of ranking hierarchies
in directed networks

We consider the problem of the inference of hierarchies in directed networks
via a class of metrics recently introduced and termed agony. Given a ranking of
nodes into classes (i.e. an ordered partition), the metric penalises links against
the ranking, i.e. from a high rank to a low rank node. The hierarchy of the
graph is obtained by minimising the total cost, which depends on the functional
form of the penalisation.

Specifically, we focus on the resolution limits when detecting ranking hi-
erarchies with this strategy. We introduce a class of random graphs, termed
Ranked Stochastic Block Models (RSBM) with a tunable hierarchical structure
and we study the resolution limit of hierarchy detection with agony on RSBM.
We find, both analytically and empirically, that agony succeeds in identifying
hierarchies when the structure is strong. However we prove the existence of res-
olution thresholds in the model parameters such that beyond these thresholds
agony minimisation identifies hierarchical structures which are different from
the planted one. Using symmetry arguments we explore analytically alternative
rankings, showing that they can have higher hierarchy than the planted one.

The chapter is organised as follows. In Section 1.1 we present relevant liter-
ature regarding hierarchical structure of networks and its inference. In Section
1.2 we introduce the cost functions for agony, in Section 1.3 we define the model
for RSBM and we compute an estimate for the value of agonies of graphs in the
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Resolution of ranking hierarchies in directed networks

ensemble, in Section 1.4 we study the resolution limit for this class of graphs,
and in Section 1.5 we present some numerical simulations which support the
analytical computations. In Section 1.6 we present two strategies to improve
the detection of ranking in real networks. Finally in Section 1.7 we draw some
conclusions.

1.1 Literature review

The relevance of identifying ranking hierarchy is not new in the context of
social network analysis (Wellman, 1983; Simon, 1991; Salthe, 2010) and its ap-
plications have been many so far. In the context of ecosystems it has been
used to describe food webs, as for example in (Johnson et al., 2014; Johnson
and Jones, 2017), where it was shown how species exhibit a property of trophic
coherence, measuring how consistently a species falls into a distinct level of hi-
erarchy within a food web. In social network analysis, examples of applications
are (Shetty and Adibi, 2005; Nguyen and Zheng, 2014), where the importance
of individuals into a corporate organisation and online community, respectively,
are found by looking at the direction on the connections, assuming that the
most important individuals in a networks are those to whom the other tend
(or want) to connect. Finally, another field where hierarchies have been found
to be particularity suitable is finance, both to study the funds flow of portfo-
lios (Fama and French, 2002; Frank and Goyal, 2003) and in modelling the
corporate cross-ownerships in economics (Glattfelder and Battiston, 2009).

Despite the intuition of a hierarchy is quite well established, there is no
real consensus on its definition, especially with the formalism of network the-
ory. A more systematic effort to characterise hierarchy in network is presented
in (Corominas-Murtra et al., 2013), but is focused on undirected network. On
one side, a common definition is related to nestedness: low-level communities
of nodes are nested into bigger ones, in a way directly associated with hierar-
chical clustering. This approach has been developed in (Clauset et al., 2007,
2008; Newman, 2012; Peixoto, 2014b), where beside methodologies for the in-
ference, also techniques for network reconstruction from partial data based on
the knowledge of the hierarchical structure are presented. Another definition
is the one used in (Langville and Meyer, 2012; Cucuringu, 2016) and related
literature, where the ranking to be inferred is a complete order on a undi-
rected network, not an ordered partition. Finally, another stream of literature
deals with a definition of hierarchy closer to the one employed in this thesis,
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1.1 Literature review

introduced in (Simon, 1991; Krackhardt, 1994). Here hierarchy is defined in di-
rected networks and look for ordered partitions (rankings) of nodes such that
there is a primary direction of connections (and hence of the flow of informa-
tion/resources). Starting from this definition, in (Maiya and Berger-Wolf, 2009)
a method for inference based on maximum likelihood estimation for hierarchies
in directed and weighted network is proposed and tested on real network. In
(Romei et al., 2015) the inference method is instead based on the more general
concept of bow-tie structure in networks (Vitali et al., 2011), and has the pitfall
of not being able to deal with the strongly connected component of the graph
(which is a feature that many real networks share). In (Trusina et al., 2004;
Nepusz and Vicsek, 2013) the rank of a node is deduced from its degree or
assigned and generative processes for hierarchical network are proposed. The
strategy proposed in (Tibély et al., 2013) is specifically designed for the problem
of tagging, however a general metric to measure the similarity of hierarchies
is proposed, which is based on the similarity of the induced DAGs, i.e the di-
rected acyclic graph obtained once links opposite to the hierarchy are removed.
Finally in (Mones, 2013) after acknowledging three different hierarchy connota-
tions, authors introduce a metric for the one they called flow hierarchy (which
is equivalent to the last definition) based on the concept of reachable set (i.e
the set of nodes to which there is a path from a given node). More recently,
in (Coscia, 2018) author proposes a score for hierarchy, called in this case ar-
borescence. From the original graph a DAG is obtained in two steps. First, each
strongly connect component is substituted by a single node representing all the
nodes in the component, secondly some links are further eliminated to avoid
undirected cycles. The score is the ratio of number the edges in the obtained
DAG and the original network.

The inference of hierarchy by minimising a specific penalisation function
can be embedded into the more explored problem of communities detection in
graphs (Fortunato, 2010; Botta and del Genio, 2016). An extensively used and
investigated metric in that stream of literature is modularity, which is also known
to have resolution limits (Kumpula et al., 2007; Fortunato and Barthelemy,
2007). The specific definition and the metric agony used here to measure the
hierarchy of the graph has been introduced in (Gupte et al., 2011), while in (Tatti,
2017) the algorithm for solving the optimisation problem in a special case and
the computational complexity is presented. Here, to investigate the possible
resolution limits we proceed in a way similar to what has been done for com-
munity detection in (Bickel and Chen, 2009; Zhang and Moore, 2014; Newman,
2016).
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Resolution of ranking hierarchies in directed networks

1.2 Hierarchical structure of a network

Let G = (V ,E) be a binary directed graph of N ≡ |V | nodes and m ≡ |E| links.
A rank function r : V → {1, ...,R} associates each node to an integer number
which indicates the position of the subset (or class) containing the node in the
hierarchy. Thus a rank function generates an ordered partition of the nodes into
R subsets Ci (i ∈ {1, ...,R}) of size ni = |Ci |. From this point, we will refer to the
ordered partition induced by the rank function with the term ranking. Once a
ranking has been assigned to the graph G, a link between two nodes is classified
as forward if it goes from a node in a class to one in a class with a strictly higher
rank and backward otherwise. Identifying the optimal hierarchical structure in
a directed graph means to find a ranking where the presence of backward links
is suitably penalised. The penalisation will in general depend on the number of
backward links as well as on the distance in rank between the connected nodes.
The penalisation is of course arbitrary and it is interesting to investigate the
ability of different forms of penalisation in identifying hierarchies.

The concept of agony in graphs was first introduced in (Gupte et al., 2011)
and it is the weighted cost of all the backward links in a ranking. More specif-
ically, given a graph G and a ranking r the value of agony with respect to r is
given by:

Af (G,r) =
∑

(u,v)∈E
f (r(u)− r(v)) , (1.1)

where f is a penalty function such that it is zero for negative argument and non
decreasing otherwise. We will consider here f of the form

fd(x) =

(x+1)d x ≥ 0
0 x < 0

d ≥ 0 , (1.2)

and we will denote the value of agony of the ranking r on graph G with Ad(G,r).
The agony of the graph is defined as the minimum value of agony with respect
to all possible rankings on the nodes, i.e.

A∗d(G) = min
r∈R

Ad(G,r) , (1.3)

where R denotes the set of all rankings. Fig 1.1 shows two examples of optimal
rankings for simple graphs and illustrates the difference between backward and
forward links.
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1.2 Hierarchical structure of a network

Figure 1.1: Optimal rank and agony (d = 1) for simple graphs. On the top,
the graphs are represented without any ordering, on the bottom nodes are
divided according to their ranks. The red links are the backward ones, those
contributing to agony, and the black links are the forward ones.

Remark. 1. When the graph is a Directed Acyclical Graph (DAG), one can
always find a ranking of the nodes such that there are no backward links
(see (Newman, 2014) for a simple routine to solve this problem), hence
the value of agony of a DAG is 0, and we say the graph has a perfect
hierarchy.

2. The presence of +1 in the cost function f makes sure that same same
class links are penalised. Without this, the optimal partition would always
be the trivial one, with all the nodes in the same class.

3. Thanks to the minimisation, for the value of (generalised) agony for the
optimal partition it holds 0 ≤ A∗d ≤m. For the trivial partition rT , i.e. the
one with all the nodes in the same class, it holds

Ad(G,r
T ) =

∑
(u,v)∈E

(0 + 1)d =m

which gives the indicated upper bound for the optimum.

4. The exponent d acts as a tuning parameter: when it increases, only rank-
ings with stronger hierarchies are privileged over the trivial one.

5. The optimal ranking may be not unique, however there exists a routine
to choose the ranking with the smallest number of classes among those
with the optimal value of agony (see (Tatti, 2017) for more details).

Finally, one can define the hierarchy of a directed graph as

h∗d(G) = 1−
A∗d(G)
m

. (1.4)

From the previous remark (ii) it follows that 0 ≤ h∗d ≤ 1 where h∗d = 1 indicates
a perfect hierarchy.

Once the penalisation has been chosen, the problem of finding the optimal
ranking is quite complex. In its original version, agony was defined with the
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Resolution of ranking hierarchies in directed networks

piecewise linear cost function, i.e d = 1 in our notation. With this choice few
exact algorithms to identify the optimal ranking of a graph are known (Gupte
et al., 2011; Tatti, 2017). Ref. (Tatti, 2017) considered the computational com-
plexity of algorithms for generic d. The case d = 1 is proven to be solved by an
algorithm of polynomial complexity, while the case d = 0 can be reformulated
into the minimum Feedback Arc Set problem (FAS, or equivalently into the dual
problem: Maximum Acyclic Subgraph)(Slater, 1961) which is known to be NP-
hard, but for which some heuristics exist (Eades et al., 1993). The intermediate
cases, 0 < d < 1, have concave cost functions, which also lead to a NP-hard
problem according to (Tatti, 2017). The case d > 1, instead, have a convex cost
function which gives a problem of polynomial complexity. However, to the best
of our knowledge, no algorithm is available at the moment for these latter cases.
One of the objectives of this paper is to investigate how the detected optimal
ranking depends on the choice of the penalty function. For this reason we need
to introduce a class of graphs which have a hierarchical structure and whose
strength can be tuned by a suitable choice of parameters. This is what we do
in the next Subsection.

1.3 Ranked Stochastic Block Model

Our ensemble of graphs belongs to the class of Stochastic Block Models (SBMs)
(Holland et al., 1983). In this ensemble of graphs, nodes are partitioned into
R disjointed subsets and the probability of having a link between two nodes
depends on the classes they belong to and it is independent of all the other
pairs of nodes, i.e.

P[(u,v) ∈ E |u ∈ Ci , v ∈ Cj] = cij .

The R ×R matrix C = {cij}ij is called the affinity matrix. For our purpose we
consider the directed version of SBMs, and C is not symmetric.

While the properties of SBM are easily obtained, due to the link indepen-
dence assumption, the inference of the model’s parameters which best fit a
given empirical network is a subtle issue. Two approach are currently available
in the literature. One one side, there is the method proposed in Peixoto (2014a),
which is a Markov Chain Monte Carlo (MCMC) heuristic, which simultaneously
infers the number of blocks, their composition, and the linking probabilities.
Note that we consider the inference of a directed network. This method will be
the one chosen later for inference in Sections 1.5 and 4.3.3. Another strategy
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1.3 Ranked Stochastic Block Model

is the one proposed in (Decelle et al., 2011b) and based on belief propagation
and cavity methods of statistical physics. Besides proving their methods to be
asymptotically exact, authors also highlight a phase transition, such that some
choices for the parameters generate blocks that are undetectable.

We choose a parametrisation of C in order to keep the number of pa-
rameters small, which allows to have both analytical tractability, and enough
flexibility to model different types of hierarchies.

The ranking r(p), which we will refer to as planted ranking, is defined so that
it is consistent with the labelling in the affinity matrix, i.e.

r(p)(Ci) = i i = 1, . . . ,R .

The term ranking is used here as synonym of ordered partition, which im-
plies that in general the order is not complete

Note that, given the collection of subsets of nodes, any rank function with a
range of values larger than R− 1 would have a larger value of Ad .

Consider

p = P(forward link towards a node in the nearest upper class) ,
q = P(forward link towards more distant classes) ,
s = P(backward link) .

This gives the affinity matrix

C =



s p
. . . . . . q

. . . . . .
. . . . . .

s
. . . p

s


Figure 1.2: Schematic representation of the structure of a RSBM graph

In order to have a true hierarchical structure we require that the parameters
p,q, s are such that

E[#{backward links}] ≤ E[#{forward links}] . (1.5)
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Resolution of ranking hierarchies in directed networks

Define ∀k ∈ 1, ..,R,

bk =
R−k∑
i=1

nini+k .

For any pair (i, j) (i, j = 1, ....R), the number of links between subset i and j
mi,j follows a binomial distribution, mi,j ∼ Binom(ninj , (C)i,j) , therefore the
constraint (1.5) is equivalent to

s
R−1∑
k=0

bk ≤ pb1 + q
R−1∑
k=2

bk .

In the case of uniform cardinality of the subsets, ni = n∀ i, which we will
consider in the following, the inequality further simplifies to

s ≤ smax :=
2(R− 1)
R(R+1)

p+
(R− 2)(R− 1)
R(R+1)

q (1.6)

A SBM having the above structure and satisfying the constraint (1.5) will be
termed Ranked Stochastic Block Models RSBM(p,q, s,R, {ni}). In the case of
uniform cardinality, we denote briefly RSBM(p,q, s,R).

Remark. 1. A possible interpretation of the RSBM is that p,q give the back-
bone of the hierarchical structure, while s represents the noise.

2. As mentioned in Remarks 1.2, the definition of the cost function implies
that links between nodes of the same rank have a positive cost. This
means that those links are classified as backward, and for this reason they
are assigned a probability s as the other backward links in the model.

Since RSBMs are random graphs, different realisations of the model give
different values of agony and hierarchy. We will compute below the expected
value of these quantities.

We estimate the expected value of hd(G,r(p)), the hierarchy of the planted
ranking of RSBM graphs. Note that we make a little abuse of notation indicating
with hd the value 1−Ad/m, i.e. we do not consider the minimisation of agony.
For this reason h is not necessarily bounded between 0 and 1 as h∗d .

Indicating with h̄
(p)
d the ensemble average of hd(G,r(p)), we obtain

h̄
(p)
d = E

[
1− 1

m
Ad(G,r

(p))
]
= 1−

∑
i≥j

(i − j +1)deij ,
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1.4 Looking for optimal hierarchies in RSBM

where eij = E

[mij
m

]
. In order to have closed form expressions we need to esti-

mate the terms eij . We consider a second order Taylor expansion:

E

[mij
m

]
≈
E[mij]

E[m]
−
cov(mij ,m)

E[m]2
+
var(m)E[mij]

E[m]3
. (1.7)

If we assume that ni = O(N )∀i, then the last two terms in Eq. (1.7) vanish
when N →∞, hence

eij →
E[mij]

E[m]
as N →∞ .

This gives the first order estimate for h̄
(p)
d

h̄
(p)
d = 1− E[Ad(G,r

(p))]
E[m]

+ o(N−1)

= 1−
s
∑R−1
k=0 (k +1)dbk

pb1 + q
∑R−1
k=2 bk + s

∑R−1
k=0 bk

+ o(N−1) .

It is possible to compute higher order estimates or estimates based on exact
expected values. The expressions are however less transparent and we find in
simulations that first order estimates are quite accurate, thus in the following
we use them.

1.4 Looking for optimal hierarchies in RSBM

RSBMs are constructed with a specific ranking, the planted one, which is deter-
mined by the choice of the classes and the model parameters. When minimising
a generalised agony Ad on realisations of such graphs, it is not a priori obvious
that the optimal ranking is the planted one. We therefore ask the following
question:

Given a RSBM(p,q, s,R, {ni}), find the ranking r which minimises the gener-
alised agony Ad . In particular check when the planted ranking r

(p) is optimal.

This is in general a complicated problem and we do not have a complete
answer to this question, despite the fact that it is possible, at least for d = 1,
to find numerically the optimal ranking of a specific realisation of a RSBM. In
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Resolution of ranking hierarchies in directed networks

order to simplify the problem, in this paper we will restrict our attention to the
homogeneous case ni =N/R, ∀i. Given the form of the affinity matrix and the
homogeneity assumption, we expect that the optimal solution, when different
from the planted one, preserves the homogeneity of the planted ranking. Possi-
ble boundary effects (for example the first and last class have different size from
the other ones) are not considered and we expect to play a minor role when
the number of planted classes is large. In any case in the subsection 1.5 we use
numerical simulations to test our intuition.

For this reason we shall compute the generalised agony of the following
alternative rankings:

1. the number of classes changes either by merging adjacent classes or by
splitting each class; due to homogeneity, merged or split classes have all
the same size;

2. the rank is inverted, r
(i)
j = r(p)R−j+1, ∀j = 1, ..,R, i.e. nodes in highest ranks

of the planted ranking are given lowest ranks in the alternative. Moreover
we consider also the case when the number of classes is arbitrary, but
again their size is assumed to be uniform.

To distinguish between the two families of ranking, we will denote the former
as direct, in contrast with inverted for the latter. For each of these alternative
rankings we compute the value of h̄d as a function of the number of classes
and we look for the optimal one among these alternatives and the planted
ranking. Clearly there is no guarantee that this will be the global optimum
over all the possible rankings. To maintain this distinction, we will denote
optimal the ranking with highest value of h̄d within the subset of alternatives
just described, while we will always refer to the best among all the rankings,
i.e. that which gives h∗d , as the global optimum. We will see for example that
numerical simulations of some RSBM indicate that the globally optimal ranking
is a partial inversion of the planted hierarchy. However this analysis serves to
show that planted ranking might not be globally optimal for some generalised
agony and to provide an upper bound for the resolution threshold as well as
getting intuition on the characteristics of the optimal ranking in a RSBM.

In the following we will focus on two regions of the parameter space of
RSBMs:

• p ≥ q > s, termed a twitter-like hierarchy;

• q = 0, p , 0 termed a military-like hierarchy.
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1.4 Looking for optimal hierarchies in RSBM

In the former hierarchy forward links can connect low rank nodes with nodes
of any higher rank, while in the latter the forward links can connect a node
only with nodes in a direct superior class. In both cases backward links can
exists with a probability s. As we will see the global optimal ranking of the two
hierarchies is quite different.

Finally we consider the case

R = 2a, R̃ = 2a−b ,

where R̃ is the number of classes after splitting (b < 0) or merging (b > 0). The
parameters a > 1 and b < a are such that 2a, 2a−b ∈N. We denote the direct
and inverted rankings with 2a−b classes as r(b) and r(i,b) respectively.

We will focus our attention on the case d = 1, d = 0, and d = 2. Results for
other values of d are left for a future paper.

1.4.1 Agony with d = 1

In this case exact algorithms for its optimisation are known, allowing the com-
parison of calculations with numerical simulations.

Provided that the constraints in (1.6) are satisfied, one can easily verify that
∀b < 0

E[A1(G,r
(b))] > E[A1(G,r

(p))]

E[A1(G,r
(i,b))] > E[A1(G,r

(p))]

i.e. splitting is never optimal, neither in the direct nor in the inverted ranking.
As for merging (b > 0), the first order estimate of h̄1 is given by

h̄1(b; p,q, s,a) =
2−b(2a − 2b)(6p+3(−2+2a+b)q − 2a(2a +2b)s)

3(2a(2p − 3q+ s) + 4a(q+ s)− 2p+2q)
. (1.8)

Similarly, one can write the estimate for the value of hierarchy of the inverted
ranking

h̄
(i)
1 (b; p,q, s,a) =

2−b
(
2b − 2a

)(
2a+b(q − 3s) + (4a − 6)q+6p

)
3(2a(2p − 3q+ s) + 4a(q+ s)− 2p+2q)

.

In this notation p, q, s, a are the parameters of the RSBM, while b refers to the

modified ranking r(b) or r(i,b). Moreover it is clearly h̄1(b = 0) = h̄(p)1 .
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Figure 1.3: Panel (a) shows the value of the estimate of h1 for different values of s
as a function of the number of classes, R̃, for twitter-like graphs with parameters
p = q = 0.5, R = 32. Panel (b) gives a schematic representation of the estimated
optimal number of classes R̃∗ as s varies.

In the twitter-like hierarchy (p ≥ q > s) it is h̄(p)1 > h̄
(i)
1 (b; p,q, s,a), i.e. the

inverted ranking is never optimal. Merging, instead, can give rankings with
higher hierarchy than the planted ranking.

To show this, in the left panel of Fig 1.3 we plot the behaviour of h̄1(b)
as a function of the number of classes, R̃ = 2a−b, after merging. Each line is
associated to a RSBM(p,q, s,R). The parameters p = q = 0.5, R = 32 are fixed,
while different curves refer to different values of s. We plot the variable R̃ as a
continuous variable to help the interpretation of the observed behaviour. When
s is small the maximum value of h̄1 is correctly identified at R̃ = R. Above
a critical value sm of the parameter describing the probability of a backward
link, the planted ranking is no longer optimal and merging classes gives a

ranking with higher hierarchy. Notice that for s > s
h̄
(p)
1 =0

, the hierarchy h̄
(p)
1 of

the planted ranking becomes negative. This might seem counterintuitive since

we showed before that h∗ ∈ [0,1]. The condition h̄
(p)
1 < 0 simply means that

putting all the nodes in the same class has a higher hierarchy than the one of
the planted ranking when s > sh̄(p)=0.

The right panel of Fig 1.3 shows the optimal number of classes R̃∗ as a
function of s. As explained, when s < sm it is R̃∗ = R, while after this value
the optimal number of classes decreases and in the limit s = smax it is R̃∗ = 2.
Therefore the value sm sets a resolution threshold, since twitter-like graphs with
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Figure 1.4: Panel (a) shows how depending on the value of s the inverted rank
can give a higher value of h̄ than the planted rank in military-like graph with
parameters p = 0.5, q = 0, R = 32. Panel (b) gives a schematic representation
of the estimated optimal number of classes R̃∗ as s varies, dashed lines are
associated to the inverted rank.

a probability of backward links larger than sm will not be correctly identified by
agony with d = 1. More precisely sm is an upper bound of the resolution thresh-
old, since other rankings, not considered here, could have higher hierarchy than
the planted and the merged ones when s < sm.

Interestingly for large number of classes R, as we prove in the following
Proposition 1, the resolution threshold scales as sm ∼ (6p − 3q)/R2, i.e. the
more communities are present the more it is difficult to detect them. The same
happens for large networks (N → +∞). Taking the number of classes constant
and letting p and q scale as 1/N to keep the connectivity fixed, one immediately
sees that sm = O(N−1), i.e. for large networks and fixed number of classes the
detectable structures are those with very strong hierarchical structure. Thus
agony with d = 1 has strong resolution limits for large graphs, similarly to what
happens with modularity and community detection.

The situation is more complex in the military-like hierarchy (q = 0) because
for large s inverted rankings become better than direct ones. To show this, we
refer to the left panel of Fig 1.4, which is the analogous of left panel of Fig 1.3.

In this case, alongside h̄1(b) we also plot h̄
(i)
1 (b), with matching line colours to

distinguish those associated to the same values of s, and circles to identify h̄
(i)
1 .

In all cases we chose p = 0.5 and R = 32. For small values of s (solid blue lines),

h̄1 is convex in R̃ and has its maximum at R̃ = R, whereas h̄(i)1 is negative for
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Resolution of ranking hierarchies in directed networks

inverted rankings different from the trivial one. Thus in this regime the planted
ranking is optimal. When s reaches the critical value si (dashed red lines), the
optimal choices for both the direct and inverted rankings give the same value
of hierarchy. For higher s (dotted green lines) the only direct ranking with non
negative hierarchy is the trivial one, i.e R̃ = 1, while the inverted rankings are
(strictly) positive for a suitable choice of b. Therefore in this regime inverted
rankings outperfom the planted one.

The right panel of Fig 1.4 shows the optimal number of classes R̃∗ as a
function of s together with an indication of the sign of the hierarchy of the op-
timal direct and inverted ranking. For s < si2 the hierarchy of the optimal direct
ranking is positive and the one of the optimal negative ranking is negative, for
si2 < s < s1 they are both positive, while for s1 < s < smax the inverted optimal
hierarchy is positive and the optimal direct one is negative. Thus for s < si the
optimal ranking is direct and coincides with the planted one, while after this
value the inverted ranking with two classes becomes optimal. This is true in the
region si < s < s

i
3 after which the inverted ranking with three classes becomes

optimal. By increasing s further, the optimal ranking is always inverted with an
increasing number of classes up to a value smaller or equal to

√
R for s = smax.

Therefore for the military-like hierarchy the resolution threshold is si which for
large R scales as 6p/R2, displaying a resolution limit similar to the twitter-like
hierarchy, both for large number of classes R and for large graphs (N →∞).

We summarise the results for d = 1 in the following proposition.

Proposition 1. When d = 1 and p ≥ q > s,(Twitter hierarchy) the first order esti-
mate for the optimal value of h

h̄∗1 =


h̄
(p)
1 s ≤ sm
h̄1(b = b∗) sm < s < s2
h̄1(b = 2) s ≥ s2 ,

(1.9)

where

sm =
6(2a − 1)p − 3(2a − 2)q

2a − 4a +8a
, s2 =

3
7
(4a − 12)q+12p

4a
,

b∗ =
1
2
log2

22as+6(q − p)
3q − s

.
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Furthermore, when q = 0, (Military hierarchy)

h̄∗1 =


h̄
(p)
1 s ≤ si
h̄
(i)
1 (b = a− 1; q = 0) si < s

i
3

h̄
(i)
1 (b = bi,∗; q = 0) s > si3 ,

where

si3 =
12
22a

p , si =
12p

3 2a +22a+1 − 2
, bi,∗ =

1
2
log2

2p
s
.

The proof and the extended expression for h̄∗1 are given in Appendix 1.A.
In conclusion, we explicitly showed that for RSBMs there exist alternative

rankings with a smaller agony (d = 1) than the planted one. The merging
of the classes for the twitter hierarchy is due to fact that for a large number
of classes it might be more convenient to aggregate classes paying a penalty
equal to one than to leave them separate but paying a higher penalty for the
distant backward links. Similarly, for the military hierarchy, when the number
of backward links is relatively large, it is more convenient (in terms of agony)
to invert the ranking because forward links do not enter the cost minimisation.
Thus even if p is much larger than s and the number of forward links is much
larger than the number of the backward links, it is more convenient to invert the
ranking to avoid to pay large penalties of backward links between very distant
classes.

Thus our results depend on the choice of the penalisation function and
on the choice of the affinity matrix. In the next Subsection we show indeed
that a very different result is obtained for d = 0. Changing the affinity matrix,
for example introducing a probability of backward links which depends on the
distance between classes, and changing the penalty function by including the
negative cost of forward links is left for a future study.

1.4.2 Agony with d = 0

This case corresponds to the FAS problem. The optimal ranking is obtained
when each node is in a different class, R̃ =N , and the inverted ranking is never
optimal as stated by the following:
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Proposition 2. When d = 0, ∀RSBM(p,q, s,R = 2a) the optimal value for the
first order estimate of h is given by (for both Twitter and Military hierarchy)

h̄∗0 = h̄0
(
b = − log2

N
R

)
≥ 1
2
.

See Appendix 1.A for the proof. The reason for this result is that backward
links are weighted in the same way irrespectively from the distance between the
ranks of the nodes connected by the link. Thus, for example, the naive ranking
with all nodes in one class has a agony equal to the number of links, while the
ranking where each node is in one class has an agony equal to the number of
backward links, which is smaller than the total number of links.

Finally we note that the value of h̄0 increases very slowly when R̃ approaches
N , so in specific realisations of the RSBM the optimal ranking can have a
number of classes smaller than N .

1.4.3 Agony with d = 2

Finally, we consider the case of d = 2. Similarly to the case d = 1, splitting
is never optimal, both for the direct and inverted rankings, while merging can
give rankings with higher value of h̄2 than the planted one. One can proceed
as before, considering the expressions for the alternative rankings when b > 0:

h̄2(b; p,q, s,a) = −
2−2b−1

(
2a − 2b

)(
2a+2b+1(2s − 3q) + 5s22a+b +8as − 3 2b+2(p − q)

)
3(2a(2p − 3q+ s) + 4a(q+ s)− 2p+2q)

,

and

h̄
(i)
2 (b; p,q, s,a) =

2−2b−1
(
2b − 2a

)(
2a+2b+1(2q − 3s) + (5 4a − 36)2bq+8aq+9 2b+2p

)
3(2a(2p − 3q+ s) + 4a(q+ s)− 2p+2q)

.

As before we describe the behaviour for the two considered hierarchies and
then we state the proposition summarising our results. For the twitter-like hier-

archy (p ≥ q > s), the behaviour is similar to the d = 1 case. Since h̄
(p)
2 > h̄

(i)
2 (b),

∀b, inverted rankings are never optimal. The planted ranking is optimal up
to the critical value s2,m for the probability of backward links. After that,
merged rankings outperform the planted one, and the number of classes de-
creases with s. When s2,1 < s ≤ smax the optimal choice is the trivial ranking,
i.e. R̃ = 1,h2 = 0. Despite the similarity with the d = 1 case, the resolution
threshold is now higher, since it can be shown that s2,m ≤ sm. Moreover, while,
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as noted before, in the d = 1 case sm =O(R−2), in the d = 2 case the resolution
threshold is not only stricter but also it decreases faster as the number of classes
increases, since it scales as s2,m ∼

2p−q
2R3 =O(R−3). Finally, when d = 2 the large

s case has the trivial ranking as the optimal one, whereas in the d = 1 case the
optimal ranking has two classes.

For the military-like hierarchy (q = 0), the planted ranking is proven to be
optimal with respect to the direct rankings up to the critical value s02,1. After this
value the optimal choice is the trivial ranking. Then when s > si2,2 it becomes
optimal to merge inverted rankings and the optimal number of classes increases
with s, starting from R̃ = 2. Differently from the case d = 1, in this case it holds
s02,1 < s

i
2,2, hence for s ∈ (s02,1, s

i
2,2) the optimal rank is the trivial one, and the

resolution threshold is given by s02,1, which scales as 12p/R3, while inverted
rankings are to be preferred for any s > si2,2.

We summarise the results for d = 2 in the following proposition.

Proposition 3. When d = 2 and p ≥ q > s (Twitter hierarchy), the first order
estimate for the optimal value of h

h̄∗2 =


h̄
(p)
2 s ≤ s2,m
h̄2(b = b∗2) s2,m ≤ s ≤ s2,1
0 s > s2,1 ,

where

s2,m =
6
(
21−a(q − p) + 2p − q

)
−3 2a +23a+1 +4a +4

, s2,1 =
22aq+4p − 4q

322a

and b∗2 is given Appendix 1.A.
Furthermore, when q = 0 (Military hierarchy),

h̄∗2 =


h̄
(p)
2 s < s02,1

0 s02,1 ≤ s ≤ s
i
2,2

h̄
(i)
2 (b = a− 1;q = 0) si2,2 < s < s

i
2,3

h̄
(i)
2 (b = bi,∗2 ;q = 0) s ≥ si2,3 ,

where

s02,1 =
3 22p

2a(5 2a +4a +4)
, si2,2 =

12
22a

p , si2,3 = 3si2,2 , b
i,∗
2 =

1
2
log2

(6p
s

)
.
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With this last proposition we showed that hierarchy detection with quadratic
cost function has a behaviour very similar to the linear case. However the
resolution limits we highlighted before escalates in this case, and, as a result,
only very strong hierarchies are detected correctly when the number of class is
large. The same computations can be done also for greater integers d, for which
the sums in the estimates of agony have a closed formula. Intuitively as d ∈
N increases, backward links to distant classes are given a larger penalisation,
hence rankings with merged classes become more convenient than the planted
one even for smaller values of s. In other words agonies with d > 1 are strongly
suboptimal and are able to identify very strong structures.

Following this remark, better candidates as penalty functions are likely those
with 0 < d < 1. For at least some of those d one can expect to soften the
resolution limits associated to integer d. However the approach to study the
regime cannot rely on analytical formulae.

1.5 Numerical Simulations

In this Subsection we show the results of numerical simulations to test the
propositions we presented before. This is important for two reasons. First, to
show that the guessed rankings, obtained by merging, splitting, or inverting
the planted one, are indeed the optimal ones or have a hierarchy close to the
optimal one. Second, to prove that the first order approximation and other sim-
plifying assumptions give analytic expressions close to numerical simulations.

We use igraph (Csardi and Nepusz, 2006) to sample a graph from the RSBM
ensemble. For computing agony we use the algorithm described in (Tatti, 2017),
which we will refer to it as agony (in italics) for brevity, and which gives the
exact solution for the optimisation problem when d = 1. Finally, we use the
MCMC algorithm in the GraphTool (Peixoto, 2014a) package for the inference of
the SBM (without constraint on the structure of the affinity matrix).

We perform the same analysis with different choices for the parameters
p,q, s,R,N and the results are consistent, thus in the following we present only
representative cases. We use the adjusted Rand Index (RI) (Hubert and Arabie,
1985) to measure the similarity between the planted and the inferred ranking.
The RI is 0 between independent rankings and 1 when each pair of elements
that are in the same class in one ranking are also in the same class in the other.
Ordering of classes does not matter in computing RI, thus the RI between a
ranking and its inverted version is 1. Nevertheless we checked that high values
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1.5 Numerical Simulations

of RI do not correspond to inverted rankings.

1.5.1 Twitter-like hierarchy

We generate RSBM with parameters p = 0.5, q = 0.5, R = 32, NR = 128, N =
212 = 4096, and we vary the value of s. Fig 1.5 shows the heat maps of the
classes found by agony for different values of s. The heat-maps are constructed
as follow: a square in position (i, j) refers to the number of nodes that belong
to class i in the planted rank and are placed in class j by agony: the darker
the colour, the higher the number. For small s (almost DAG structures) the
algorithm recovers faithfully the planted ranking and the RI is high. When the
hierarchical structure becomes weaker, the ranking obtained by agony is the
merging of contiguous classes in the hierarchy, as postulated in the theoretical
part above. For this choice of p,q,R the resolution threshold for s is sm =
0.00151 consistently with our simulations. As we predicted, classes merge
more and more when s increases. The inferred rankings are close to uniform,
and the main exception is the first and last class which are smaller than the
other ones.

We show numerically that the ranking we proposed as optimal in the previ-
ous Section has indeed a value of hierarchy very close to the one obtained from
simulations. In Fig1.6 we show a scatter plot of the true value of h∗1 computed
with agony on the simulated graphs against the hierarchy of the planted rank

h
(p)
1 (circles), and against h̄∗1, the hierarchy computed with Eq. (1.9)(stars). To

evaluate the latter we use the coefficients of the RSBM estimated from the sam-
ple graph with GraphTool. We estimate p = q and s as the average elements of
the inferred affinity matrix on the corresponding classes and we leave free the
number of classes. For s < sm (red symbols) the two methods agree and give a
value of hierarchy consistent with the real one. When s > sm (green and blue
symbols depending on whether s is smaller or larger of sh̄(p)=0) the hierarchy
of the planted ranking is significantly smaller than h∗1, showing that another
ranking is optimal. This has a value of hierarchy which is very close to the one
computed from Eq. (1.9), even when the coefficients of the RSBM are estimated
from data. It is interesting to note that this is true also for s very close to
smax where the number of classes detected by GraphTool is significantly smaller
than R. This is due to the fact that the analytical expression in Eq. (1.9) of
the value of hierarchy of the merged ranking depends weakly on the number of
classes. This is a strong indication that the ranking we suggested, and obtained
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Figure 1.5: Heat maps comparing the planted ranking with the ranking inferred
with agony for twitter-like hierarchy. In each panel a square in position (i, j)
contains the number of nodes that belong to class i in the planted rank and are
placed in class j by agony: the darker the colour, the higher the number. The
parameters are p = q = 0.5, R = 32 and 9 values of s. Each plot refers to a
single realisation from the ensemble.
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Figure 1.6: Comparison of hierarchies for twitter-like RSBMs. The parameters
are p = q = 0.5, R = 32, s varies in [0, smax], with smax = 0.448. Each point
refers to a single realisation of the ensemble. The circles represent the pairs

(h∗1,h
(p)
1 ), i.e. the optimal hierarchy h∗1 computed with agony and the one of the

planted hierarchy h
(p)
1 . The stars represent (h∗1, h̄

∗
1) where h̄

∗
1 is the theoretical

hierarchy of Eq. (1.9) with the parameters of the SBM estimated via GraphTool.
Finally, sm is the theoretical resolution threshold and sh̄(p)=0 is the theoretical
value of s for which the estimate for the planted hierarchy is zero.

by merging the classes, has a value of hierarchy which is indeed very close to
the globally optimal one. In conclusion, the planted hierarchy is optimal for a
very small range of values of s and, as we expected, it gives negative values of
h1 when s is large enough. On the other side, our estimate for optimal h1 is
accurate for all the value of s considered.

Finally in Fig 1.7 we show that the resolution problem is due to the choice of
the method (agony with d = 1) and not necessarily to the model itself. In fact it
is well known that SBM have a resolution threshold both when inference is done
using Maximum Likelihood methods (Decelle et al., 2011a) and spectral methods
(Nadakuditi and Newman, 2012). To this end we infer a SBM on the adjacency
matrix, keeping free the number of classes (see (Peixoto, 2014a) for the model
selection adopted by GraphTool) and we compute the RI of the planted ranking
versus the one obtained with agony and the SBM fit. The result is shown in Fig
1.7 for different values of s. We see that the SBM fit outperforms agony. It is
clear that, since we are using SBM for generating the graphs, its fitting will be
better. However what we want to stress is that there is remarkably wide interval
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of values of s for which agony is not able to detect a hierarchical structure
even if it is strong enough to be detected by another method. Hence the limit in
resolution is not embedded in the RSBM but in the objective function associated
to agony.

0 0.1 0.2 0.3 0.4

s
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0.2

0.4

0.6

0.8

1
R
I

agony

SBM

Figure 1.7: The figure shows the value of the Rand Index between the planted
ranking and the inferred ones. The blue squares considers the ranking obtained
with agony (hence d = 1), while the red triangles considers the ranking obtained
with a RSBM fit via GraphTool. The parameters of the twitter-like hierarchy are
p = q = 0.5, R = 32, s varies in [0, smax], with smax = 0.448, and each point
refers to a single realisation of the ensemble.

1.5.2 Military-like hierarchy

For the military-like hierarchy things are more complicated. Fig 1.8 shows the
heat map of the classes for p = 0.5 and nine values of s. With these parameters
our formulas give si = 0.00280 and s1 = 0.00284. We see that for strong
hierarchical structures (small s) agony recovers well the classes. However when
s increases a partial inversion of the hierarchy is observed and only for large s
we recover the fully inverted ranking we studied in the previous Section. Thus
simulations show that the latter is not always the optimal ranking but rather
there are partially inverted rankings with a larger hierarchy. The purpose of
the above analysis on the military-like hierarchy is to show that there exist
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values of the parameters for which the planted ranking is not optimal and to
demonstrate that partial inversion can outperform the planted one. Moreover
the partial inversion is observed for s = 0.002 < s1, hence our computations
provide a upper bound of the true resolution threshold.
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Figure 1.8: Heat maps comparing the ranking inferred using agony with the
planted ranking for military-like hierarchy. In each panel a square in position
(i, j) contains the number of nodes that belong to class i in the planted rank and
are placed in class j by agony: the darker the color, the higher the number. The
parameters are p = 0.5, q = 0, R = 32, s varies in [0, smax], with smax = 0.0294,
and each plot refers to a single realisation of the ensemble.

Fig 1.9 shows, similarly to Fig 1.6, the scatter plot of the true value of h∗1
computed via agony on the simulated graphs against the hierarchy of the planted

rank h
(p)
1 (circles), and against h̄∗1, the hierarchy computed with Eq. (1.9) using

the coefficients of the SBM estimated from the sample graph with GraphTool.
The main message of the Fig is that, despite the fact the symmetrically inverted
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Figure 1.9: Comparison of hierarchies of military-like RSBMs. The parameters
are p = 0.5, q = 0, R = 32, s varies in [0, smax], with smax = 0.0294, and each
point refers to a single realisation of the ensemble. The circles represent the

pairs (h∗1,h
(p)
1 ), i.e. the optimal hierarchy h∗1 computed with agony and the

one of the planted hierarchy h
(p)
1 . The stars represent (h∗1, h̄

∗
1) where h̄

∗
1 is the

theoretical hierarchy with the parameters of the SBM estimated via GraphTool.

ranking is not the optimal one according to numerical simulations, its value of
hierarchy is very close to the one of the optimal ranking, while the planted one
strongly mis-estimates the value of h. Thus our computation in the previous
Section can be used to reliably estimate the hierarchy of a military-like ranking.
This is obviously a partial answer and analytical calculations of the hierarchy
of partially inverted rankings are left for a future study.

1.6 Improving hierarchy detection

In this short section we propose to strategies to improve hierarchy detection, on
one side regarding the resolution limit, and the by proposing a way to include
statistical significance by means of bootstrap resampling.
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Figure 1.10: Comparison of the Rand Index between the planted ranking and
one (blue squares) or two (orange triangles) iterations of agony. Data refers
to simulation of twitter-like HSBM with parameters p = q = 0.5, R = 32, s ∈
[0, smax], with smax = 0.448, and each point refers to a single realisation of the
ensemble.

1.6.1 Iterated agony

In the previous Sections we have shown theoretically and numerically that infer-
ence of ranking hierarchies based on agony suffers from significant resolution
limit. In twitter-like hierarchies, the identified classes are merging of adjacent
classes and thus small classes are not identified. In military-like hierarchies
inversions start to play a significant role.

An heuristic method to overcome this problem is to iterate the application
of agony. As done with modularity, one can apply agony to each class found
in the first iteration of the algorithm, in order to find subclasses. In principle
one could continue to iterate, even if the fact that agony finds two classes in
an Erdös-Renyi graph suggests a careful design of the stopping criterion. The
purpose of this Section is not to propose a full criterion for the improvement
of agony via iteration, but to show that indeed improvement is possible, both
considering model graphs and real networks.

We first consider the model graphs with twitter-like hierarchy we presented
in the previous Section. Fig 1.10 shows the RI between the planted ranking
and the one inferred with one (as in the previous Section) and two iterations of
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agony with d = 1. For small values of s the second iteration does not improve
the inference because one iteration already recovers the planted structure. For
larger values of s, i.e. weaker structures, the second iteration dramatically out-
performs the result of the first one, indicating that iterated applications of agony
can significantly improve the hierarchies detection. Fig 1.1 shows some details
of the obtained results. It is worth noticing that the value of h after the second
run is actually smaller than the one from the first run, despite the fact that the
RI follows the opposite pattern. This is expected since agony finds the optimal
value of h, while the RI looks at the similarity with the planted ranking. A closer
look to the results of the two iterations (see Tables 1.3,1.4) highlights that high
number of classes after the second iteration and high hierarchy in each subclass
are associated to the cases for which there is no significant improvement in the
RI, hence a successful routine would rely on the control of these two quantities
to stop the iterations.

Table 1.1: Simulated graphs, output of the two runs of agony
1st run 2nd run

s h∗ RI R h RI R′

0 1 1 32 > 0.99 > 0.99 32
0.001 0.98 > 0.99 34 0.93 0.87 97
0.002 0.95 0.89 29 0.81 0.74 128
0.005 0.91 0.71 20 0.51 0.60 160
0.01 0.85 0.54 14 0.51 0.83 102
0.048 0.62 0.26 7 -0.14 0.90 40
0.112 0.41 0.15 4 -0.16 0.54 17
0.224 0.20 0.10 3 -0.20 0.31 9
0.448 0.03 0.05 2 -0.19 0.11 4

We now show that the same phenomenon is relevant also for real networks.
We investigate four datasets from SNAP, Stanford Network Analysis Platform
(Leskovec and Krevl, 2014), which were also used in (Tatti, 2017). Note that
these datasets have been updated since they have been used in (Tatti, 2017) so
our results are slightly different.

The networks are quite different in size (from a minimum of 7K nodes to
almost 400K nodes) but they are all quite sparse.

• Wiki vote. The network contains all the Wikipedia voting data from the
inception of Wikipedia till January 2008. Nodes in the network represent
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Wikipedia users and a directed edge from node i to node j represents
that user i voted for user j .

• Higgs Reply. The network contains replies to existing tweets: nodes are
users and i is linked to j if i replied to a j’s tweet.

• Higgs mention. Similar to the previous case, here links represent
mentions: a link from i to j means that user i mentioned user j .

• Amazon. Network was collected by crawling the Amazon website. It is
based on Customers Who Bought This Item Also Bought feature of the
Amazon website. If a product i is frequently co-purchased with product
j, the graph contains a directed edge from i to j .

Table 1.2 reports some properties of the networks alongside the output of
one and two iterations of the agony algorithm. Specifically, for each network
the table contains: the number of nodes N , the density ( m

N (N+1) , where m is
the number of edges), the percentage of nodes in the largest strongly connected
component (SCC ), the value of h∗1, the number of classes inferred in the first
run (R) and the total number of classes after the second run (R′) of agony.

Table 1.2: Networks summary. SCC is the percentage of nodes in the largest
strongly connected component, h∗1 is the hierarchy of the ranking obtained
with one iteration of agony, R is the number of classes in the globally optimal
ranking, and R′ is the number of classes after two iterations of agony.

network nodes density SCC h∗1 R R′

Wikivote 7,115 2 ∗ 10−3 18% 0.83 12 49
HiggsReply 38,918 2 ∗ 10−5 0.8% 0.82 13 27

HiggsMention 116,408 1 ∗ 10−5 1% 0.89 20 59
Amazon 403,394 2 ∗ 10−5 98% 0.42 17 69

It is clear that the second application the algorithm to the classes detected
in the first iteration increases significantly the number of classes, suggesting
that the classes identified in the first iteration could be aggregation of smaller
classes. In Table 1.5we report more details on the classes identified in the
iteration and on the subclasses identified by the second iteration.

Since agony penalises links among nodes in the same class, the subgraphs
in some cases have no links (those with ∗ in Table 1.5. Notice this would be the
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case for any class in a DAG. Thus, a low value of h in each class and a number
of sub classes larger than 2 indicate a non trivial and not completely resolved
structure of the class.

1.6.2 Bootstrap

Hierarchy detection via agony minimisation misses statistical significance of the
inferred partition. It can be shown that when d = 1 one can always find a
partition with two classes with positive h even if there is no real hierarchical
structure. More generally, it may be possible that a particular in-degree or
out-degree favour high h, even if there is no real structure underneath.

In this case there is a high number of nodes with only out-degree which
are put in the bottom class and certainly contribute to h without showing real
structure.

A benchmark partition (call it LCT ) is the following:

L = {v ∈ V : kinu = 0} r(L) = 0
T = {v ∈ V : koutu = 0} r(T ) = 2
C = V \ (L∪ T ) r(C) = 1

whose associated h is given by

hLCT =
mlc +mlt +mct

m
> 0 ,

where

mlc = |{(u,v) : u ∈ L, v ∈ C}|
mlt = |{(u,v) : u ∈ L, v ∈ T }|
mct = |{(u,v) : u ∈ C , v ∈ T }|
m = |E| .

Notice that, if one similarly defines the other subset of edges, it follows
mll =mcl =mtl =mtc =mtt = 0 and mcc > 0.

This partition is very similar to the bow-tie structure, but it has the advan-
tage that one can easily compute the value of hLCT , whose expression holds
whichever d, and it is always possible to define it.
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Define

∆LCT = h∗ − hLCT .

which gives a first measure of the strenght of hierarchy solely due to this
coarse partition.

To assess the significance of this value, one can simulate a collection of
synthetic networks is obtained from the original one by random rewiring. More
specifically, two edges are drawn uniformly at random and their end nodes are
swapped, i.e e1 = (s1, t1)

e2 = (s2, t2)
→

e′1 = (s1, t2)
e′2 = (s2, t1)

.

All the randomised graphs have the same associated LCT partition in or-

der to compare ∆LCT of the real network with the randomised version (∆
(r)
LCT ),

but preserving the degree distributions (as rewiring does) is not sufficient. De-
pending on the classes of the connected nodes, each link can be of one of the
following types

(L,C) (L,T ) (C,C) (C,T ) ,

where

(L,C) = {(u,v) : ,u ∈ L, v ∈ C} ,

and similarly for the others. There are 10 (=
(4+2−1

2
)
) possible unordered pairs

of types, of those only(L,C)(C,C)

(C,C)(C,C)

(C,T )(C,C)

preserves hLCT when swapped, so only these combinations are considered.
In practice, fixed a number of moves (nMC ), a number M of randomised

replicas of the original network are generated and their h is computed, obtaining
the distribution oh h for the specific level of rewiring, from which one can
compute the p-value associated to the measured Delta The purpose of this
approach is not only to achieve some measure of statistical significance for h,
but also to understand what percentage of links has to be changed in order to
destroy the hierarchical structure. As one can expect, increasing the number of
pair swapped, h(r) decreases, up to a limit h∗LCT ≥ hLCT .
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1.7 Conclusions

In this Chapter we considered the problem of hierarchy inference in directed
networks using a non parametric method, the metric agony, which penalises
links contrary to the hierarchy. To asses its ability to correctly identify hier-
archical structures we introduce a generative model for hierarchical networks,
RSBM, for which we are able to characterise analytically the optimal partition.
We have shown both analytically and empirically that when the hierarchy is not
strong enough alternative rankings, obtained by merging, splitting or inverting
classes in the original ranking, may have a value of the hierarchy larger than the
planted one, hence signalling the presence of resolution limit for this method of
inference. This is somewhat similar to the well known resolution limit of modu-
larity in community detection. We showed two possible strategies to enrich the
information on the inferred partition without the need of changing algorithm
or metric. The first partially overcomes the resolution limit by iteratively apply
agony, and we show that indeed one can obtain a significant improvement. The
second strategy uses bootstrap to asses the statistical significance of the inferred
partition.

There are several directions along which extend the present work. The
natural extension of considering non integer d, in particular in the interval (0,1)
will be addressed in the next Chapter. Then, one may investigate, with the same
analytical formulae the case of non uniform cardinality of the classes, such as
a pyramidal hierarchy with a small top class and larger bottom classes. With a
careful choice of the sizes one might be able to maintain analytical tractability.
Finally, other methods to identify ranking hierarchies could be investigated, for
example suitably modifying the agony function or by considering optimisations
for a set of functions.

Appendix 1.A Detailed proofs

In this Supporting material we present details and extended formulae for the
propositions.

To start, we consider the values of agony for general d depending on the
choice of the alternative rankings.

• No inversion and splitting. When b < 0, each class is divided into 2−b

classes. As for the affinity matrix, the only part affected by the change in
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the ranking is the one above the diagonal, which has no impact on the
computation of E[Ad(G,r(b))]. Hence one has

E[Ad(G,r
(b))] = s

(N
R
2b

)2 2a−b−1∑
k=0

(k +1)d(2a−b − k) . (1.10)

• No inversion and merging. When b ≥ 0, for any pair (i, j) it holds:

E[mij] =
(N
R

)2

22bs j < i

(2b − 1)p+2b−1(2b +1)s+ (2b−1 − 1)(2b − 1)q j = i
p+ (22b − 1)q j = i +1
22bq j > i +1 ,

(1.11)
which gives

E[Ad(G,r
(b))] =s

(N
R
2b

)2 2a−b−1∑
k=1

(k +1)d(2a−b − k)+

+ 2a−b
(
(2b − 1)p+2b−1(2b +1)s+ (2b−1 − 1)(2b − 1)q

)

• Inversion and merging. When b ≥ 0 the expression for agony of the
inverted ranking becomes

E[Ad(G,r
(i,b))] =22b

(N
R

)2
q
2a−b−1∑
k=2

(k +1)d
(
2a−b − k

)
+

+2d
(N
R

)2 (
2a−b − 1

)((
22b − 1

)
q+ p

)
+

+2a−b
(N
R

)2 ((
2b − 1

)
p+

(
2b−1 − 1

)(
2b − 1

)
q+2b−1

(
2b +1

)
s
)
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• Inversion and splitting When b < 0

E[Ad(G,r
(i,b))] =

(N
R
2b

)2 2−b−1∑
k=0

(k +1)d
(
2a

(
2−b − k

)
s+ (2a − 1)kp

)
+

+
(N
R
2b

)2 2−b−1∑
k=0

(
k +1+2−b

)d (
(2a − 1)

(
2−b − k

)
p+ (2a − 2)kq

)
+

+
(N
R
2b

)2
q
(2a−2)2−b∑
k=0

(
k +1+21−b

)d (
(2a − 2)2−b − k

)
.

Then, we present the proofs of the propositions.

Proof of Proposition 1

We explicitly show that in the d = 1 case there exists critical values for s at
which the planted ranking ceases to maximize hierarchy both for Twitter-like
and Military-like hierarchies.

To determine the optimal number of classes we first treat b as a continuous
variable and compute the derivative oh h̄1 with respect to it. The unique critical
point is denoted by b∗ and it is given by

b∗ =
1
2
log2

22as+6(q − p)
3q − s

.

Note that it must hold
0 ≤ b ≤ a

and we want to avoid the continuous relaxation at the boundaries so we con-
sider the extreme values separately.

When p ≥ q > s (Twitter-like hierarchy), we first notice that

∂h̄1
∂b
|b=b∗< 0

Moreover, it holds
h̄1(b = a− 1) > h̄1(b = a) ,

that is the trivial ranking is never better than that with two classes.
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1.A Detailed proofs

Moreover, we denote with s2 the value of s such that the rankings with two
and three classes have the same value of hierarchy, i.e.

h̄1
(
b = a− log23

)
= h̄1(b = a− 1) ,

since for any fixed b > 0, h̄1 is monotone decreasing with respect to s,

h̄1
(
b = a− log23

)
< h̄1(b = a− 1)∀s ≥ s2 .

Similarly, one can find the critical value sm such that the ranking with of R− 1
classes shares the value of hierarchy with the planted one,

h̄1(b = 0) = h̄1
(
b = a− log2 (2

a − 1)
)
.

Finally, we can combine the results to obtain the optimal number of classes
for the direct ranking in the region p ≥ q > s:

R̃∗ =


R s ≤ sm
2a−b

∗
sm < s < s2

2 s ≥ s2 ,
(1.12)

where

sm =
6(2a − 1)p − 3(2a − 2)q

2a − 4a +8a
(1.13)

s2 =
3
7
(4a − 12)q+12p

4a

With a reasoning similar to the one carried before, one gets that when p ≥ q > s
the optimal number of classes for the inverted ranking is such that

1 ≤ R̃∗ ≤ 2

hence,
hi,∗1 ≤ 0, ∀p ≥ q > s, ∀a .

One can conclude that the optimal ranking for the twitter-like hierarchy is the
direct one with a number of classes which depends on s, according to (1.12).

When q = 0 (Military-like hierarchy), when it is defined, we have

∂2h̄1
∂b2
|b=b∗> 0 ,
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so, to obtain the optimal directed ranking we only need to check the extreme
values for b, i.e. b = 0, b = a. The optimal number of classes for the direct
ranking is given by

R̃∗ =

R s ≤ sm|q=0
1 otherwise ,

where

s1 =
6p

2a(1 + 2a)
.

Then, one can consider the inverted ranking.
It easy to verify that

E[A1(G,r
(i,b))] > E[A1(G,r

(p))], ∀b < 0 ,

that is, also for the inverted ranking splitting is never optimal on average.

As for merging, the optimal choice for b is given by

bi,∗ =
1
2
log2

2p
s
,

which is well defined when s > 2
4ap and satisfies a

2 ≤ b
i,∗ ≤ a. The optimal

number of classes fro the inverted ranking is given by

R̃i,∗ =


1 s ≤ si2
2 si2 < s ≤ s

i
3

2a−b
i,∗

s > si3

,

where

si2 = 22−2ap

si3 = 3si2 .

When s ≤ s1, the planted ranking is optimal and non zero and decreasing, and

si2 < s1 < s
i
3 . (1.14)

Denote by si the value of s such that

h̄i1(b = a− 1) = h̄1(b = 0) .
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One gets

si =
12p

3 2a +22a+1 − 2
,

and when s > si the optimal inverted ranking has a higher value of hierarchy
than the planted, which is the optimal directed one.

Finally, one can write the expression for the estimate of the optimal value of
h in proposition 1.

For p ≥ q > s,

h̄∗1 =


− (2

a−2)(−6(2a−1)q+2a(2a+2)s−6p)
6(2a(2p−3q+s)+4a(q+s)−2p+2q) s ≤ sm

3((4a+2)q−2p)
√

4as−6p+6q
3q−s −2a+1(4as−6p+6q)

3
√

4as−6p+6q
3q−s (2a(2p−3q+s)+4a(q+s)−2p+2q)

sm < s < s2

4a(q−s)+4p−4q
2(2a(2p−3q+s)+4a(q+s)−2p+2q) s ≥ s2 .

When q = 0,

h̄∗1 =


2a(6p+s)−8as−6p

6(2a−1)p+3 2a(2a+1)s s ≤ si
4as−4p

2(2a(2p+s)+4as−2p) si < s ≤ si3
−2a+

3
2 s
√

p
s +4

as+2p
2a(2p+s)+4as−2p s > si3 .

Proof of Proposition 2

We here proceed to show that in the d = 0 case (FAS), both for Twitter-like and
Military-like hierarchies, agony is minimized by the ranking where nodes are
partitioned in singletons. When b > 0, the derivative of h with respect to b is
negative hence the planted ranking is better that any other with a fewer number
of classes. Instead, when b < 0 one has

E[A0(G,r
(b))] = s(2a +2b)

(N
R

)2
which implies

E[A0(G,r
(b))] < E[A0(G,r

(p))], ∀b < 0 ,

and
∂h̄0
∂b

= −2
a+b−1

m
s < 0 ∀b < 0
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So the optimal ranking is obtained for the limit value of b

b∗ = − log2
N
R
, R̃∗ =N .

Similar computations give that any inverted ranking (i.e ∀b) has never a
higher value of hierarchy than the the ranking we just discussed.

One get the formula in proposition 2

h∗0 = 1− 22a(N +1)s
(22a(q+ s) + 2a(2p − 3q+ s)− 2p+2q)N

Proof of Proposition 3

For the case d = 2 one can follow the same procedure we showed for d = 1 and
find the critical values for resolution threshold.

When p ≥ q > s, the optimal number of classes is given by

R̃∗2 =


R s ≤ s2,m
2a−b

∗
2 s2,m ≤ s ≤ s2,1

1 s ≥ s2,1 ,

where

b∗2 =log2(
2 3
√
2
(
22as − 3p+3q

)
3
√
β +35 23aq2s − 34 23a+2qs2 +33 23a+2s3

+ (1.15)

+
3
√

1
3β +24 23aq2s − 33 23a+2qs2 +32 23a+2s3

3
√
232(3q − 2s)

) ,

β =
√
36 26as2(3q − 2s)4 − 2533(3q − 2s)3 (4as − 3p+3q)3 .

is the unique zero of the first order derivative of h̄2 with respect to b, and

s2,m =
6
(
21−a(q − p) + 2p − q

)
−3 2a +23a+1 +4a +4

s2,1 =
22aq+4p − 4q

322a
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with s2,1 being the value of s such that

h̄2(b = a− 1) = h̄2(b = a) = 0 .

When q = 0, the planted ranking is optimal and gives positive h̄2 when
s < s02,1, where

s02,1 =
3 22−ap

5 2a +4a +4
.

For the inverted ranking instead one can compute the optimal choice for the
number of classes, that is

R̃i,∗2 =


a s ≤ si2,2
a− 1 si2,2p < s < s

i
2,3

log
( 6p
s

)
log(4) s > si2,3 ,

where

bi,∗2 =
log

(6p
s

)
2log(2)

,

and

si2,2 =
12
22a

p

si2,3 = 3si2,2 .

For any choice of p and a, it holds

s2,1 < s
i
2,2 ,

so the inverted ranking is optimal for s > si2,2.

Appendix 1.B Numerical results

For each network and for each class, the table contains the size of the class, ni ,
as a percentage of the total number of nodes), the value of h, and the number
of sub-classes inferred (R).

* empty
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Table 1.3: Simulated graphs, details for classes

s = 0.001 s = 0.002 s = 0.005 s = 0.01
cl. ni(%) h∗ R ni(%) h∗ R ni(%) h∗ R ni(%) h∗ R
1 <0.01 1* 1 0.03 1 3 0.03 1 11 0.03 0.95 12
2 0.03 1 3 0.03 1 3 0.03 1 8 0.06 0.93 5
3 0.03 1 4 0.03 0.88 3 0.03 1 7 0.06 0.93 6
4 0.03 1 3 0.03 1 4 0.03 0.98 7 0.09 0.93 5
5 0.03 1 3 0.03 1 3 0.06 0.97 7 0.09 0.94 5
6 0.03 1 3 0.03 1 4 0.06 0.97 7 0.095 0.95 5
7 0.03 1 3 0.03 1 5 0.06 0.97 10 0.09 0.94 6
8 0.03 1 2 0.03 1 5 0.06 0.97 9 0.09 0.93 6
9 0.03 1 3 0.03 1 3 0.06 0.96 8 0.09 0.94 7
10 0.03 1 2 0.03 1 4 0.06 0.97 8 0.09 0.94 6
11 0.03 1 3 0.03 1 4 0.06 0.97 11 0.06 0.93 6
12 0.03 1 2 0.045 0.99 5 0.06 0.97 6 0.06 0.94 7
13 0.03 1 4 0.05 0.99 6 0.06 0.97 10 0.03 0.87 10
14 0.03 1 2 0.05 0.99 8 0.06 0.97 8 0.03 0.91 16
15 0.03 1 3 0.05 0.98 7 0.06 0.97 7
16 0.03 1 2 0.05 0.99 6 0.06 0.97 7
17 0.03 1 3 0.04 0.99 5 0.03 0.94 7
18 0.03 1 3 0.03 1 5 0.03 1 6
19 0.03 1 3 0.03 1 4 0.03 1 9
20 0.03 1 3 0.03 1 5 0.03 1 7
21 0.03 1 3 0.03 1 4
22 0.03 1 3 0.03 1 4
23 0.03 1 3 0.03 1 4
24 0.03 1 3 0.03 1 3
25 0.03 1 5 0.03 1 4
26 0.03 1 3 0.03 1 5
27 0.03 1 3 0.03 1 4
28 0.03 1 3 0.03 1 3
29 0.03 1 2 0.03 1 5
30 0.03 1 3
31 0.03 1 4
32 0.03 1 3
33 0.03 1 3
34 <0.01 1* 1
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Table 1.4: Simulated graphs, details for classes

s = 0.048 s = 0.112 s = 0.224 s = 0.448
cl. ni(%) h R ni(%) h R ni(%) h R ni(%) h R
1 0.06 0.71 4 0.18 0.44 4 0.27 0.21 3 0.51 0.03 2
2 0.16 0.70 6 0.32 0.42 5 0.48 0.20 3 0.49 0.03 2
3 0.22 0.67 7 0.32 0.42 4 0.26 0.21 3
4 0.22 0.67 7 0.18 0.44 4
5 0.19 0.69 7
6 0.12 0.72 4
7 0.03 0.35 5

Table 1.5: Real networks: details for classes

Wikivote HiggsReply HiggsMention Amazon
cl. ni(%) h∗ R ni(%) h∗ R ni(%) h∗ R ni(%) h∗ R
1 0.67 1* 1 0.60 0.03 2 0.77 0.13 2 0.02 < 0.01 3
2 0.01 0 1 0.31 0.34 2 0.16 0.78 4 0.03 0.01 3
3 < 0.01 0.24 3 0.04 0.64 2 0.03 0.78 3 0.10 0.01 3
4 0.01 0.38 6 0.01 1 2 0.01 0.80 2 0.20 0.01 5
5 0.02 0.26 5 < 0.01 0.50 2 < 0.01 0.81 2 0.25 0.05 6
6 0.04 0.23 6 < 0.01 1 2 < 0.01 0.85 2 0.20 0.08 6
7 0.06 0.20 5 < 0.01 1 3 < 0.01 0.53 2 0.11 0.08 6
8 0.09 0.32 8 < 0.01 0.67 5 < 0.01 0.65 3 0.06 0.07 5
9 0.08 0.72 10 0.01 0.24 2 < 0.01 0.66 4 0.02 0.06 5
10 0.04 1 2 < 0.01 0.83 2 < 0.01 0.55 4 0.01 0.05 5
11 < 0.01 0 1 < 0.01 1* 1 < 0.01 0.59 7 < 0.01 0.06 4
12 < 0.01 1* 1 < 0.01 1* 1 < 0.01 0.46 6 < 0.01 0.05 4
13 < 0.01 1* 1 < 0.01 0.60 6 < 0.01 0.04 3
14 < 0.01 0.66 6 < 0.01 0.05 4
15 < 0.01 0.82 1 < 0.01 0.07 3
16 < 0.01 0.69 1 < 0.01 0.05 3
17 < 0.01 1* 1 < 0.01 0 1
18 < 0.01 1* 1
19 < 0.01 1* 1
20 < 0.01 1* 1

* empty
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2

Beyond resolution limits in
hierarchy detection

In this Chapter we propose an heuristic algorithm for hierarchy detection with
varying resolution. First, we extend the analysis of previous Chapter 1 to non
integer d. We show analytically that they allow to loosen the resolution limit
of the benchmark. Also, the parameter d acts as resolution parameter: acting
on it changes the ability of the optimisation procedure to recover small classes.
This class of metrics is characterised by NP-hard optimisation problem and to
our knowledge no algorithm is present in the literature. This justify the need
for an algorithm for the inference of hierarchies for general d. We propose a
greedy heuristic to solve the detection problem which can be used for any value
of the resolution parameter. By testing the heuristic on synthetic graphs we are
able to assess its performance: the behaviour is very close to analytic estimate
in most cases, and it effectively address the problem resolution as it is able to
recover the planted structure better in conditions where the benchmark metric
fails to do so.

The interest in this investigation is that when community detection is ap-
plied to real data, one should be able understand the level of confidence of the
output partition. Thanks to the resolution parameter, the strategy for hierar-
chies is very similar to what is usually done with modularity: one infers the
optimal partition according to different values of the parameters and compare
the results. It must be noted that in the case of modularity the sets obtained
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for finer resolutions are nested into the one obtained for coarser levels, while
this is not necessarily the case for hierarchies due to the specific form of the
optimisation problem.

This chapter is divided into two parts. For the relevant literature we refer to
the previous chapter. In Section 2.1 we tackle the problem analytically: we show
that the resolution limit can be loosened by acting on the resolution parameter.
In Section 2.2 we propose an heuristic algorithm to solve the optimisation and
we test its performance. In Section 2.3 we draw conclusions.

2.1 Resolution limits for non integer d

In this section we characterise the resolution limits of hierarchy detection using
agony metric with non integer d. Recall that the metric agony is defined as
following

A∗d(G) = min
r∈R

∑
(u,v)∈E

fd(r(u)− r(v)) , (2.1)

where R denotes the set of all rankings and

fd(x) =

(x+1)d x ≥ 0
0 x < 0

d ≥ 0 ,

Equivalently, one can define the hierarchy of a directed graph as

h∗d(G) = 1−
A∗d(G)
m

.

In previous Chapter 1 the behaviour of Ad for integer d was studied, and
the choice d = 1 resulted to be the best both for resolution and computational
feasibility. Here we want to perform a similar analysis for non integer d ∈ (0,1).
The interest in this interval is given by the fact that the two extreme cases of
d = 0 and d = 1 showed an opposite behaviour with respect to the structure of
the optimal partition, so we expect to move from one to the other as d changes
and to be able to loosen the resolution limit of the benchmark d = 1. For the
case 0 < d < 1 one cannot rely on analytical expressions since the sum in (1.10)
has no close form when d <N.

In the following Propositions 4-7 we show that the resolution threshold for
twitter-like hierarchies could be improved by decreasing the value of d.
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More specifically, we first characterise the behaviour h̄∗d in the neighbour-
hoods of d = 0 and d = 1: we find that when d is sufficiently close to 0, then
split ranking has lower cost than the planted one, while for d sufficiently close
to 1, the planted rank outperforms any split rank. This is consistent with the
intuition of transition between the two extremes. Moreover, for military-like
hierarchy, we find that for d sufficiently close to 0, the planted ranking cannot
be outperformed by any inverted one, instead in a left neighbourhood of d = 1,
we find a limit value for s above which the planted ranking cannot be globally
optimal since it is outperformed by the optimal inverted ranking. Secondly we
focus on the twitter hierarchy and we find an estimate for the limit of value of
s above which the planted ranking is outperformed by the merged one and we
show that this limit sd,m is decreasing in d . Finally, for d ≥ 1

2 we show that sd,m
is the resolution limit.

To improve readability, all the proofs are presented in the Appendix 2.A.

Proposition 4 (Splitting characterisation on neighboorhood on 0 and 1). ∀RSBM(p,q, s,R =

2a) satisfying Eq. (1.6), ∀b < 0∃εa,b : ∀d ≤ εa,b it is h̄d(b) > h̄
(p)
d , i.e. any splitted

ranking outperforms the planted one. The explicit value of the bound in d is

εa,b =
log 1+2a

2a+2b

(a− b) log2

Moreover, ∀RSBM(p,q, s,R = 2a) satisfying Eq. (1.6), ∀b < 0∃εa,b : ∀d ≥ 1−εa,b
it is h̄

(p)
d > h̄d(b), i.e. the planted rank outperforms the split ranking. Finally

εa,b =
log (2a+2b)(2a+21+b)

2b(1+2a)(2+2a)

(a− b) log2

The proposition holds for any RSBM and sets the intervals around d = 0
where the planted ranking cannot be optimal because outperformed by any
split ranking. The second part of the proposition shows the existence of a left
neighbourhood of d = 1 where the planted ranking cannot be outperformed by
any split one.

The following proposition sets the intervals around d = 0 where the planted
ranking cannot be outperformed by any inverted one. The second part of the
proposition shows the existence of a left neighbourhood of d = 1 where for any
s > sd,i the planted ranking cannot be globally optimal since it is outperformed
by the optimal inverted ranking.
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Proposition 5 (Inversion characterisation on neighbours of 0 and 1 for mili-
tary hierarchy). ∀RSBM(p,q = 0, s,R = 2a) satisfying Eq.(1.6) (i.e. military-like

hierarchy), ∃εa : ∀d ≤ εa and ∀b∀s it is h̄
(i)
d (b) < h̄(p)d , with

εa =
log 2a+1

2a−1
(a− 1)log2

, .

i.e. the inverted rankings are never better than the planted one. Moreover, define

sd,i =
4p

(
2a +2d − 2

)
4
∑2a−1
k=1 (2a − k) (k +1)d − 2a (2a − 2)

. (2.2)

Then ∃εa : ∀d ≥ 1− εa, ∀s > sd,i ∃b
i,∗
d > 0 : h̄id(b

i,∗
d ) > h̄(p) , with

εa =
log (2a+4)(2a−1)

2(2a+1)

(a− 1)log2
.

i.e. for any s > sd,i the planted ranking cannot be globally optimal because there
exists an inverted ranking which outperforms it.

We now consider the merged case (b > 0) and focus on the twitter-like
hierarchy. The critical value sd,m of s for which merged partitions outperform
the planted rank is characterised by the following proposition.

Proposition 6 (Merging characterisation for twitter-like hierarchy). Given a
RSBM(p,q, s,R = 2a) satisfying p ≥ q > s (i.e. twitter-like hierarchy). Define

sd,m =
1
fs

(
p − 2a − 2

2(2a − 1)
q

)
, (2.3)

where

fs =
2a−2∑
k=1

(k +1)d
(
k
2a+1 − 1
(2a − 1)2

− 2a

2a − 1

)
+2a +2ad − 2

a−1(2a+1 − 1)
2a − 1

.

Then ∀s > sd,m∃b∗d > 0 : h̄d(b∗d) > h̄
(p)
d . Moreover, sd,m decreases with d.

We note that when d = 1, fs > 0 and one recovers the expression for sm =
s1,m, while when d = 0, also fs = 0, so there is no solution, which is consistent
with the fact the merging is never optimal in this case.
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Proposition 7 (Resolution limit for twitter hierarchy). Consider a RSBM(p,q, s,R =
2a) such that p ≥ q > s (Twitter). If R ≥ 14 and d ≥ 1

2 , sm,d defined in Eq. (2.3) of
Proposition 6 sets the resolution limit. Moreover, ∃b∗d > 0 such that

h̄∗d =

h̄(p)d s < sm,d
h̄d(b = b∗d) s ≥ sm,d

The consequence of the last two proposition is that by decreasing d up to 0.5
one obtains a looser resolution threshold, i.e. hierarchies are better identified
with smaller values of d.

2.2 An heuristic for generalised agony

In this section we propose a greedy heuristic algorithm for the optimal partition
for generic d, we call it Generalised Agony Heuristic, GAH. We first present the
algorithm, providing the pseudo code, then we test its performance by running
it on synthetic graphs drawn from RSBM. Comparing the partitions obtained on
the same graph for different d one is able to capture the change in resolution.
In real application one can not necessarily rely on the optimal d∗ (which is
unknown) but a possible strategy would be to try different d and choose among
the resulting partitions.

2.2.1 The algorithm

The greedy heuristic is an iterative procedure based on the observation that
agony metric in first approximation tends to split nodes according to the net

degree ∆̃(v) = k(out)v − k(in)v : nodes with ∆̃ > 0 tend to be put int lower classes,
those with ∆̃ close to 0 are in the middle classes, while those with ∆̃ < 0 are
more likely to be put into upper classes. This can be seen for example by
finding a partition with positive h in a Erdös-Réyni graph, i.e. a graph with no
hierarchical structure. It is sufficient to define the partition:

C1 = {v ∈ V : ∆̃(v) > 0}
C2 = {v ∈ V : ∆̃(v) ≥ 0} .

From the definition above follows

m11 +m21 < m11 +m12
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and
m21 +m22 ≤m22 +m12

where mi,j is the number of link from class i to class j in the realisation (not
the expected value) and m =

∑
mij . Finally,

hd =
m12 − (2d − 1)m21

m
,

which means hd > 0 when

m12 > (2d − 1)m21

The heuristic GAH comprises three parts. At first we separate the strongly
connected component (SCC) from the out and in components using the algo-
rithm in Extract Layer from Romei et al. (2015). Next, we use the function
DegreeCut which split each set Cx of the SCC (at first iteration, SCC itself) into
two according to the value of ∆̃ of each node:

Cxo = {v ∈ Cx : ∆(v) > 0}
Cxi = {v ∈ C

x : ∆(v) ≤ 0}

Rather then simply using net degree, we found more effective to use a mod-
ification of agony cost function, i.e.

∆(v) =
∑

(v,u)∈Ē

f̃d(r(v)− r(u),α)−
∑

(u,v)∈Ē

f̃d(r(u)− r(v),α)

In the computation of ∆, line 23, f̃d(x,α) is the modified cost function of the
optimisation:

f̃d(x,α) =

(x+1)d x ≥ 0

−exp(x)α x < 0 ,

and we put α equal to the number of sets in the core. The intuition behind
this choice is that using only the degree (i.e without considering the distance
in rank between the connected nodes) one would lose the information on the
order of classes, which is crucial in hierarchy. The proposed modification, which
gives negative weights to links in the correct direction, is intended to improve
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recovery for military hierarchy (for twitter hierarchy the function fd in (1.2)
actually gives slightly better results). Without the correction the contribution of
links seconding the hierarchy would not play a role in the computation of ∆.
This is not a problem in the general formulation because one has to optimise
on the set of all the possible partition, but becomes an issue in the approach
proposed here because only a subset of the possible partition is explored .

The splitting is repeated until there is no improvement in the value of h.
Note that each iteration only considers splitting existing sets from previous iter-
ation, and to speed up the procedure, the obtained partition is either accepted
or rejected as a whole, without trying to include only some of the modifica-
tions. Finally, the rank is compressed in order to avoid gaps in the numbering
of classes. Note that the procedure just described can be easy generalised to
the weighted case, it is sufficient to update the definition of ∆.

In the following we present the pseudo code for the heuristic. (A,B,C)
indicates an ordered set and the union ∪ preserves the order, i.e

(A,B,C)∪ (D,E) = (A,B,C,D,E) .

Algorithm 1 Generalised Agony Heuristic
1: procedure GAH(G,d)
2: {L1, . . . ,Ll ,C,T1, . . . ,Tt} ← ExtractLayer(G)
3: coreList← (C)
4: ranking← (L1, . . . ,Ll ,C,T1, . . . ,Tt)
5: newRanking← ranking
6: hold←−1
7: h← h(G,d,ranking)
8: while h > hold do
9: coreList← DegreeCut(G,d,coreList)
10: ranking← newRanking
11: newRanking← (L1, . . . ,Ll)∪ coreList∪ (T1, . . . ,Tt)
12: hold← h
13: h← h(G,d,newRanking)

14: ranking← CompressRanking(G,ranking,(T1, . . . ,Tt))
15: return hold,ranking
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17: function DegreeCut(G,d,coreList)
18: V̄ ← {v : ∃C ∈ coreList ,v ∈ C }
19: Ē← E ∩ (V̄ × V̄ )
20: r←Rank(V̄ ,coreList)
21: α← |coreList|
22: for v ∈ V̄ do
23: ∆(v) =

∑
(v,u)∈Ē f̃d(r(v)− r(u),α)−

∑
(u,v)∈Ē f̃d(r(u)− r(v),α)

24: newCoreList← {}
25: for C ∈ CoreList do
26: Co← {v ∈ C : ∆(v) > 0}
27: Ci ← {v ∈ C : ∆(v) ≤ 0}
28: newCoreList← newCoreList ∪(Co,Ci)
29: return newCoreList

30: function CompressRanking(G,ranking,(T1, . . . ,Tt))
31: r← Rank(V̄ ,ranking)
32: VT ←∪kTk
33: for v ∈ VT do
34: r(v)←max{u:(u,v)∈E} r(u) + 1

35: newRanking← Rank −1(r)
36: return newRanking

37: function h(G,d,ranking)
38: a← 0
39: m← |E|
40: r← Rank(V̄ ,ranking)
41: for e = (u,v) ∈ E do
42: a← a+ fd(r(u)− r(v))
43: return 1− a

m

44: function Rank(V , (S1, . . . ,SR))
45: for Si ∈ (S1, . . . ,SR) do
46: r(v)← i∀v ∈ Si
47: return r
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2.2.2 Tests

The last step is to test the heuristic on graphs for which the structure is known.
We employ once again the RSBM. For brevity we do not present a wide ex-
ploration of the parameters space but we choose two representative sets of
parameters, one for twitter and one for military hierarchy. We choose triples
that from previous Chapter 1 are in the regions beyond detectability for d = 1.
In both cases we generate a graph of N = 1024 nodes from the ensemble and
we infer the hierarchical structure from the ensemble using GAH with different
values for d(including the extreme values 0 and 1 for comparison, with a step
of 0.01). The parameters of the RSBM are R = 32, p = 0.5, s = 0.01 , q = 0.5
for twitter hierarchy, and q = 0 for military hierarchy. We repeat 25 times to
control for statistical fluctuation in the graph drawing.

Figure 2.1 shows the number of inferred classes (top) and the adjusted Rand
Index (RI) Hubert and Arabie (1985) (bottom) with respect to the planted par-
tition (i.e a measure of the similarity of the two partitions). Similarly to what
happens in multi-resolution modularity, the number of inferred classes presents
peculiar plateaux, i.e. decreasing d it does not increase with a constant rate
but it stays constant for wide intervals and or it has abrupt changes (steps).
This can be useful in real application to determine how to choose d. The trend
for RI presents critical points in correspondence of the jump in the number of
classes, and apart from values very close to 0 is non decreasing. In the case
of twitter hierarchy, recovery decisively improves after the first discontinuity
(around 0.62) and outperforms the exact solution of d = 1. In the case of mili-
tary, similarity it is lower than the case d = 1 with exact partition, even though
the number of classes is closer to reality. We believe this is the joint effect of the
optimal solution being approximated by the greedy approach and the peculiar
and highly symmetric structure of this type of hierarchy.

Figure 2.2 shows the value of h as a function of d. In the case of twitter
hierarchy the empirical results (solid blue) follow quite well the analytically
estimated optimum (dashed red) found in Section 2.1 and for d = 1 it is also
very close to value of the exact solution (orange circle). For military hierarchy
the behaviour is less straightforward: for d = 1 the value from heuristic is
comparable to the exact solution, but for small d the solution is quite far from
the optimum. Also, d approximately larger than 0.5 the empirical value of h is
consistently greater than the estimated optimum, meaning that simply inverting
the ranking is just a first approximation of the optimal partition, which is more
complex (see Figure 2.4, and Chapter 1 for similar discussion).
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Figure 2.1: Number of classes (top, log scale) and Rand Index (bottom) for
different value of d. Left panels refers to twitter hierarchy, right panels to
military. The solid line indicates the average results from GAH inference, the
shaded area indicates the values between 5% and 95% quantiles. The isolated
markers indicates the same quantity associated to other algorithms for inference:
green square for Minimum Feedback Arc Set (d = 0) Eades et al. (1993), and
orange circle for the exact solution for d = 1 Tatti (2017). The dotted grey lines
in top panels, indicated the plangent value for the number of classes (32).
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Figure 2.2: Value of h as a function of d for the heuristic (solid blue, and shaded
area for values between 5% and 95% quantiles), the analytically estimated
optimum dashed red), the planted partition (dotted grey). The isolated markers
indicates the same quantity associated to other algorithms for inference: green
square for Minimum Feedback Arc Set (d = 0), and orange circle for the exact
solution for d = 1. Left panel refers to twitter hierarchy, right panel to military.

Figures 2.3 (twitter) and 2.4 (military) show the heatmaps comparing the
inferred and the planted for a single realisation. For twitter hierarchy, the com-
parison of the four panels clearly show how classes are progressively split when
choosing smaller d. For military hierarchy, as anticipated in previous discus-
sion, the partition inferred by the heuristic presents only a partial inversion of
the classes (and also splitting, as in the previous case).
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(a) d = 0 (b) d = 0.25

(c) d = 0.5 (d) d = 0.75

Figure 2.3: Twitter hierarchy: heatmaps comparing planted and inferred par-
titions. Each cell cij indicates the number of nodes that from class j in the
planted partition are put in class i by the heuristic. A darker color indicates a
higher value.
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(a) d = 0 (b) d = 0.25

(c) d = 0.5 (d) d = 0.75

Figure 2.4: Military hierarchy: heatmaps comparing planted and inferred par-
titions. Each cell cij indicates the number of nodes that from class j in the
planted partition are put in class i by the heuristic. A darker color indicates a
higher value.
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2.3 Conclusions

In this Chapter we characterised the resolution limits for hierarchy detection
using agony metric with non integer resolution parameter d and we proposed
an greedy heuristic to find the hierarchical partition for varying d.

For twitter-hierarchy, a proposition proves that the resolution limit can be
softened by decreasing d, and it gives the critical value of s after which the
planted partition is no longer agony-optimal. The test of the heuristic on graph
sampled from RSBM are quite satisfying as one can observe both the increasing
number of classes inferred for decreasing d, and a value of h close to the
optimum from the analytic part. Also the Rand Index indicates the the recovery
of the planted partition can improve with d < 1.

For military-hierarchy the results are less decisive. A proposition states
the critical value of s for inversion, and the estimate for the optimal h, but its
validity is quite restrictive. Indeed as for d = 1, already present in the literature,
from simulation it is clear that the partially inverted partition is better that both
the planted and the inverted (so the limit value for s is actually quite optimistic).
This is also observable from the test of the heuristic, that consistently finds the
partially inverted partition.

From these first two Chapters it is quite evident that the method for hierar-
chy detection analysed here has both strengths and pitfalls. One one side, with
respect to the other methods present in the literature it is able to give more
detailed information as it does not condensate into one group nodes belonging
to the same strongly connected components, can be applied to both unweighted
and weighted networks, it gives a synthetic measure of the overall strength of
the hierarchy, and it has an straightforward interpretation. On the other side,
the best choice for d that assures polynomial complexity is affected by reso-
lution limitation that can be remarkable when the network is very large. Our
proposal for a multi-resolution inference gives a partial solution to this issue
but it is inherently affected by the approximations needed to address a problem
otherwise computationally unfeasible. As mentioned at the end of the previ-
ous chapter one may think to reconsider the cost function in order to trade off
between computational feasibility and resolution limits.
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Appendix 2.A Proofs

Proof of Proposition 4

Case 0 < d < 1, b ≤ 0. For the first part of the proposition , we need to prove
that ∃εa,b such that ∀d ≤ εa,b

22b
2a−b−1∑
k=0

(k +1)1−d(2a−b − k) <
2a−1∑
k=0

(k +1)1−d(2a − k) , (2.4)

i.e the value of agony for a split ranking is lower than that of the planted
ranking, which, then, is not optimal. Assume d satisfies

(k +1)d ≤ c2∀k ∈ (0,2a−b)
(k +1)d ≥ c1∀k ∈ (0,2a) ,

which gives

c2 ≥ max
k∈[0,2(a−b)]

(k +1)d = (2a−b)d

c1 ≤ min
k∈[0,2(a)]

(k +1)d = 1 .

Then

22b
2a−b−1∑
k=0

(k +1)d(2a−b − k) < 22bc2
2a−b−1∑
k=0

(2a−b − k) ,

and
2a−1∑
k=0

(k +1)d(2a − k) > c1
2a−b−1∑
k=0

(2a − k) .

Equation (2.4) becomes
(c2 − c1) < c1 − 2bc2 .

We substitute the limit value fr c1, c2 into this last inequality and get the bound
for d:

d ≤ εa,b =
log 1+2a

2a+2b

(a− b) log2
.
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For the second part, we need to prove that ∃εa,b such that ∀d > 1− εa,b

22b
2a−b−1∑
k=0

(k +1)1−d(2a−b − k) >
2a−1∑
k=0

(k +1)1−d(2a − k) , (2.5)

i.e any split ranking has a value of agony higher than the planted, so they are
not optimal. We proceed as in the previous case, and assume

(k +1)−d ≤ c2∀k ∈ (0,2a)
(k +1)−d ≥ c1∀k ∈ (0,2a−b) ,

which implies

c2 ≥ max
k∈[0,2a]

(k +1)−d = 1

c1 ≤ min
k∈[0,2a−b]

(k +1)d = (2a−b)−d .

Substituting into (2.5) one gets the bound for d

d ≥ 1− εa,b = 1−
log (2a+2b)(2a+21+b)

2b(1+2a)(2+2a)

(a− b) log2
.

Proof of Proposition 5

0 < d < 1. When q = 0, the critical value of s for the planted ranking to be
positive is given by

sd,1 =
2(2a − 1)p

2
∑2a−1
k=0 (2a − k) (k +1)d − 2a − 4a

.

The estimate for the value of hierarchy for the inverted rank is

hi(b;p,s,a) =
2−b

(
2a − 2b

)(
s2a+b − 2

(
2d − 1

)
p
)

2a(2p+ s) + 4as − 2p

from which one can compute the optimal number of classes

R̃i,∗d =


1 s ≤ sid,2
2 si2 < s < s

i
d,3

2a−b
i,∗
d s > sid,3 ,
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where

bi,∗d =
1

log(4)
log

2
(
2d − 1

)
p

s

 ,
and

sid,2 =
4
22a

(
2d − 1

)
p

sid,3 = 3sid,2 .

Since sd,2 is increasing in d and sd,m is decreasing in d, and (1.14), it holds

sd,1 ≥ sid,2 .

Hence, one denotes the critical value for inversion sd,i as the value of s for
which

h̄id(b = a− 1) = h̄d(b = 0) ,

that is

sd,i =
4p

(
2a +2d − 2

)
4
∑2a−1
k=1 (2a − k) (k +1)d − 2a (2a − 2)

Finally we have to check that the critical value satisfies the bound in (1.6), which,
in this case is equivalent to verify that

2a−1∑
k=1

(1 + k)d(2a − k) ≥ 2d2a(2a +1)
2

.

For the first part of the proposition, we show that ∃εa such that ∀d ≤ εa

2a−1∑
k=1

(1 + k)d(2a − k) < 2d2a(2a +1)
2

. (2.6)

If we denote

c1 = min
k∈[1,2a−1]

(k +1)d = 2d

c2 = max
k∈[1,2a−1]

(k +1)d = 2ad
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and substitute into inequality (2.6) we get the critical value εa

εa =
log 2a+1

2a−1
(a− 1)log2

.

For the second part we show ∃εa such that ∀d = 1− ε ≥ 1− εa

2a−1∑
k=1

(1 + k)1−ε(2a − k) ≥ 2−ε2a(2a +1) . (2.7)

We denote

c1 = min
k∈[1,2a−1]

(k +1)−ε = 2−aε

c2 = max
k∈[1,2a−1]

(k +1)ε = 2ε

Substituting into inequality (2.7) and rearranging one gets

εa =
log (2a+4)(2a−1)

2(2a+1)

(a− 1)log2
.

Proof of Proposition 6

0 < d < 1. Similarly to the case d = 1, the critical value sd,m is the value of s
such that

h̄d(b = 0) = h̄d

(
b = a−

log(2a − 1)
log2

)
.

To show that fs is non-negative and strictly increasing for d ≥ 0 we compute
its derivative with respect to d and show it is bounded from below by a strictly
positive function.

∂fs
∂d

=
2a−2∑
k=1

(k +1)d log(k +1)ck + a2
ad log2 ,

where

ck = k
2a+1 − 1
(2a − 1)2

− 2a

2a − 1
.
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It easy to verify that ck < 0 k ≤ 2a−1 − 1
ck > 0 k ≥ 2a−1 ,

so we split the sum accordingly and isolate the factor with d

∂fs
∂d
≥ (2a−1)d

2a−2∑
k=1

log(k +1)ck .

It holds

2a−2∑
k=1

log(k +1)ck =
2a+1

(
2a−1

)d
ζ(1,0) (−1,2a)

(2a − 1)2
−

(
2a−1

)d
ζ(1,0) (−1,2a)

(2a − 1)2
+

+
2a+1

(
2a−1

)d
log(G)

(2a − 1)2
−

(
2a−1

)d
log(G)

(2a − 1)2

+

(
2a−1

)d
12(2a − 1)2

−

(
2a−1

)d+1
3(2a − 1)2

+

−
2a

(
2a−1

)d
log(Γ (2a))

(2a − 1)2
−
4a

(
2a−1

)d
log(Γ (2a))

(2a − 1)2
+

+

(
2a−1

)d
log(Γ (2a))

(2a − 1)2
,

where G is the Glaisher constant, ζ(1,0)(σ,α) is the derivative of the generalized
zeta function with respect to σ , and Γ is the gamma function. The right hand
side is a strictly positive function when a ≥ 3 so one can conclude

∂fs
∂d

> 0 ∀a ≥ 3, ∀d ≥ 0

fs ≥ 0 ∀d ≥ 0 and = 0 iff d = 0 .

Proof of Proposition 7

In order to prove that sm,d is the resolution limit, it is sufficient to analyse the
behaviour of h(b) with respect to splitting (because merging is characterised by
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proposition 6). In particular, we show that any split ranking has a higher agony
than the planted for a suitable choice of d and R.

We proceed by induction on the number of classes in the split ranking:

P (n) : E[Ad(R̃ = R+n)] ≥ E[Ad(R̃ = R)] .

To simplify notation, denote

sĀ
(n)
d = E[Ad(R̃ = R+n)] .

Case n = 1. P (1) is equivalent to

Ā
(1)
d − Ā

(0)
d ≥ 0( R

R+1

)2 R∑
k=0

(k +1)d(R+1− k)−
R−1∑
k=0

(k +1)d(R− k) ≥ 0

R−1∑
k=0

(k +1)dck +
( R
R+1

)2
(R+1)d ≥ 0 , (2.8)

where

ck = k
2R+1
(R+1)2

− R
R+1

.

It holds ck < 0 k ≤ R
2

ck > 0 k > R
2 .

One can split the sum in Eq. (2.8) at k∗ = R
2 , assuming R is even, in order to

find a lower bound for both parts.

k∗∑
k=0

(k +1)dck ≥
(R
2
+1

)d k∗∑
k=0

ck = −
(R
2
+1

)d R(R+2)(2R+3)
8(1 +R)2

,

R−1∑
k=k∗+1

(k +1)dck ≥
(R
2
+2

)d R−1∑
k=k∗+1

ck =
(R
2
+2

)d R(R− 2)(2R− 1)
8(1 +R)2

.

It follows,
A
(1)
d −A

(0)
d ≥ f (d,R) ,
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where

f (d,R) =−
(R
2
+1

)d R(R+2)(2R+3)
8(1 +R)2

+
(R
2
+2

)d R(R− 2)(2R− 1)
8(1 +R)2

+ (R+1)d
( R
R+1

)2
.

So a sufficient condition for P (1) to be true is f (d,R) ≥ 0.
Denote by d∗ = d∗(R) the value of d such that

f (d∗,R) = 0 . (2.9)

Clearly, there is no close formula for d∗, however Eq. (2.9) can be solved
numerically (see figure 2.5 for numerical results) and it is possible to characterise
the solution.

Figure 2.5: Critical value for d as R changes.

At first we note that, for fixed R, f can be rewritten as

f (d;R) = −α−f −(d) +α+f +(d) ,
α− ,α+ > 0 ,

f −(d) , f +(d) > 0∀d .
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Moreover f − , f + are stricly monotone increasing, hence f has at most one
zero.

One can easily verify thatf (0,R) < 0 ∀R
f (1,R) > 0 ∀R > 2,

and f is continuous in d, so Bolzano’s theorem applies.
Summarising, for any R > 2, d∗ exists and it is unique, moreover 0 < d∗ < 1.
It holds

f (0.5,R) > 0 ∀R ≥ 14 .

The same reasoning can be done when R odd, in that case the sum is split at
k∗ = R−1

2 .
We can conclude that P (1) is true ∀R ≥ 14∀0.5 ≤ d ≤ 1.
Now, assume P (n − 1) true. We need to prove that this implies P (n) true

∀n ≥ 2. P (n) rewrites as

A
(n)
d −A

(0)
d ≥ 0

A
(n)
d −A

(n−1)
d +A(n−1)

d −A(0)
d ≥ 0

From the inductive hypothesis follows A
(n−1)
d −A(0)

d ≥ 0, so to prove P (n) true it
is sufficient to show that A

(n)
d −A

(n−1)
d ≥ 0.

We proceed similarly to the case n = 1, obtaining

A
(n)
d −A

(n−1)
d = R2

R+n−2∑
k=0

(k +1)dc(n)k +
( R
R+n

)2
(R+n)d ,

where

c
(n)
k =

R+n− k
(R+n)2

− R+n− 1− k
(R+n− 1)2

.

It holds c(n)k < 0 k ≤ bR+n2 − 1c
c
(n)
k > 0 k ≥ bR+n2 c

As before, we only show the explicit computations for even R+n, but the same
results holds also when R+n odd, it is sufficient to opportunely adjust the limits
of the sums.
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A
(n)
d −A

(n−1)
d = R2

R+n
2 −1∑
k=0

(k +1)dc(n)k +R2
R+n−2∑
k=R+n2

(k +1)dc(n)k +
( R
R+n

)2
(R+n)d

≥ R2


(R+n

2
− 1

)d R+n
2 −1∑
k=0

c
(n)
k +

(R+n
2

)d R+n−2∑
k=R+n2

c
(n)
k +

(R+n)d

(R+n)2


≥ R2g(d,R,n) .

The sums in g can be computed analytically, moreover, for fixed R,n, g can
be rewritten as

g(d;R,n) = −β−g−(d) + β+g+(d) ,
β− ,β+ > 0 ,

g−(d) , g+(d) > 0∀d .

Moreover g− , g+ are strictly monotone increasing, hence g has at most one
zero.

One can easily verify thatg(0,R,n) < 0 ∀Rn
g(1,R,n) > 0 ∀R > 2n,

and g is continuous in d, so Bolzano’s theorem applies. Furthermore, it holds

g(0.5,R,n) > 0 ∀R ≥ 14∀n ≥ 2 .

This conclude the induction step and the proof.
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3

Controlling financial instability: a
fast network strategy

In this final Chapter of Part I, we propose a way to exploit the hierarchical
structure of a financial network in order to control its stability. The starting
point is the work by (Bardoscia et al., 2017), where authors address the problem
of identifying financial stability without relying on a specific contagion model
over the financial network. Instead, authors propose the leading eigenvalues of
the matrix describing the interbank network as measure of instability.

Here we propose a mechanism based on the knowledge of the hierarchical
structure to control the evolution of the financial network with the aim to pre-
vent, or at least slow down, the evolution towards network structures which are
particularly prone to transmit distress. After describing the strategy, we show
its applicability by using real data of interbank exposures.

The Chapter is organised as follows. In Section 3.1 we present the relevant
literature. In Section 3.2 we propose our strategy to control the evolution of the
network and we show its application to real data of interactions between banks.
In Section 3.3 we draw conclusions.
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3.1 Literature review

As mentioned in the introduction, there is a well established evidence (Haldane
and May, 2011; Battiston et al., 2016) that the interconnectedness of financial
institutions is one of the sources of financial instability, as it may cause the
propagation of distress from one institution to its neighbours. Current policies
tend to the implementation of capital requirements on the financial institutions
that usually do not take into account the vulnerability of a single entity coming
from the presence of network interaction and viceversa the contribution of each
institution to the risk at system level, moreover they do not address directly the
building up of such risk.

A seminal paper which address this is (Acharya et al., 2009). Authors claim
the need for a regulation that induce financial institution to internalise the cost
of systemic risk arising from its operation as it act as negative externality on the
system. They propose a measure for systemic risk and also suggest a strategy
for regulations to limit it. The idea is to quantify the contribution of each
institution to a systemic loss a to impose them to buy an insurance to cover
their own losses, whose beneficiary is the regulator in charge of stabilising the
financial sector. This would provide incentives for a company to limit systemic
risk, provide a market-based estimate of the risk and avoid moral hazard.

(Acharya et al., 2012) goes in the same direction of quantifying the contribu-
tion to general loss, but authors focus on a specific type of loss, capital shortfall,
and propose an econometric approach instead of a network one. A systematic
ex-post analysis of the contribution of systemic loss by financial institutions in
US and Europe using those tools is presented in (Acharya et al., 2013; Acharya
and Steffen, 2013), where it is clear that at the time of the crises both propa-
gation modelling and data collection was not extensive enough for a prompt
regulatory response.

In the aftermath of the crisis many models have been proposed to estimate,
by simulation, the danger of contagion derived from exposures in the interbank
loan market, and network tools have been largely at use for this purpose. An
overview is presented in (Upper, 2011). The paper summarises the results as
well as the assumptions on which the models are based, and discusses their
use in financial stability analysis. On the whole, results suggest that contagious
defaults are unlikely but cannot be fully ruled out, at least in some countries.
Robustness tests indicate that the models might be able to correctly predict
whether or not contagion could be an issue and, possibly, also identify banks
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whose failure could give rise to contagion.
In (Gauthier et al., 2012) authors extend the idea of capital requirements

that cover a bank’s contribution to the whole system’s risk by including capital
reallocation as response to a extreme event. They employ a network based
structural model to measure systemic risk and how it changes with reallocation.
The model is then tested on a sample of Canadian banks, observing that the
capital levels, are not trivially related to bank size or individual bank default
probability.

Poledna and Thurner (2016) extend the idea further, by quantifying the
contribution to overall risk of each transaction. Also in this case, authors rely
on network formalisation and propose a tax on individual transactions that is
proportional to their marginal contribution to overall risk. The tax would allow
to reshape the network avoiding concentration of risk, but the implementation
in practice would need a availability of granular data.

3.2 Controlled dynamics

From the previous chapters it is clear that the presence of cycles disrupts the
hierarchical structure of a network, and thanks to the metric h one is able to
condense the information on the extent of the impact in one quantity.

On the other side, as it has been pointed out in Battiston et al. (2016) that
the presence of cycles in a network may cause instability. In several works, see
for example Gai and Kapadia (2010); Acemoglu et al. (2012); Georg (2013) and
related literature, this effect has been highlighted by defining contagion models
and simulating or analytically quantifying the propagation of default/distress
from a single (or small group) to the entire network. Even though this ap-
proach can give interesting insight, the interpretation is model dependent, so
another approach that has been proposed in Caccioli et al. (2014) is to look at
the leading eigenvalue of the adjacency matrix. A detailed description of this
mechanism is beyond the scope of this chapter, but it is based on the obser-
vation that the propagation of contagion can be opportunely expressed in first
linear approximation as an iterative application of the map described by the
adjacency matrix, therefore the results regarding branching processes apply, see
Mode (1971) and related literature. Indeed, it can be shown that condition on
the leading eigenvalue |λmax| > 1 is sufficient and necessary to have instability.

Bardoscia et al. (2017), build on this approach to study the evolution of
financial networks, described by the leverage matrix. In particular, authors
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show that the issuing of new contracts leads any stable network to become
unstable after enough new links are added to the network. The starting point
of the evolution in that case was a DAG, which means that for the leading
eigenvalue of the adjacency matrix it holds λmax = 0 and the value of hierarchy
is h∗ = 1, and the dynamic carried on until obtaining a complete network by
successively adding links to simulate diversification.

Here, we propose a strategy based on the knowledge of the hierarchical
structure of the network, such that it is possible to control the emergence of cy-
cles by choosing counterparts according to the respective position in hierarchy.
Note that, in a real implementation, only the control authority is likely to have
enough data to build the graph (and therefore of the rank of the counterparts).

To fix ideas, in the following we describe our proposed controlled evolution
of the network. As in Bardoscia et al. (2017) at each time step a new contract is
issued, hence a new link is added to the network.

Suppose at time t = k − 1, the network has adjacency matrix A(k−1), it is

connected, with m(k−1) =
∑
i,jA

(k−1)
i,j links and it has optimal ranking r(k−1),

and value of hierarchy h∗(k−1). At the next time step t = k, a new contract is
issued between counterparts i and j . The resulting link can be either forward
or backward with respect to r(k−1). Consider the two cases separately. If the
link (i, j) is forward, i.e. r(k−1)(i) < r(k−1)(j), the new link is accepted, and the
new value of h is given by

h′ = 1− 1
m(k−1) min

r∈R

∑
r(u)>r(v)

A
(k)
u,v(r(u)− r(v) + 1)

≤ 1− 1
m(k−1)

∑
r(k−1)(u)>r(k−1)(v)

A
(k)
u,v(r(k−1)(u)− r(k−1)(v) + 1)

= 1− 1
m(k−1)

∑
r(k−1)(u)>r(k−1)(v)

A
(k−1)
u,v (r(k−1)(u)− r(k−1)(v) + 1)

= 1− (1− h
∗(k−1))m(k−1)

m(k−1) +1
.

Indeed equality holds: suppose it exists a ranking r̃ such that h(r̃ ,A(k)) <
h(r(k−1),A(k)) then it will also hold h(r̃ ,A(k−1)) < h(r(k−1),A(k−1)) as {A(k)

u,v}u,v \
{A(k)

u,v}u,v = {(i, j)} and we assumed (i, j) is a forward link for r(k−1) so it does
not contribute to h. This means the the ranking r(k−1) stays optimal at time
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t = k. Hence h∗(k) = h′, and it holds h∗(k−1) ≥ h∗k .
If in addition the network is a DAG, one has the certainty that no loop is

created. If backward links are already present, then for the probability to create
a loop adding the link (i, j) to the network it holds (we dropp the superscript
(k − 1) for readability)

P(loop) = P(∃ path from j to i in A |r(i) < r(j))

=
r(j)−r(i)∑
l=1

P(∃ path from j to i of length l in A |r(i) < r(j))

=
r(j)−r(i)∑
l=1

P(l adjacent backward links)

=
r(j)−r(i)∑
l=1

m

n2
(1− h∗)k

=
m

n2
1− (1− h∗)l−1

h∗
.

If the link (i, j) is backward in the ranking r(k−1), then our strategy tries to
replace the counterpart j, assuming that it is i initiating the transaction, with
another counterpart j̃ such that the link (i, j̃) is forward. If such j̃ does not
exist, for example if i belong to a class with high rank in the hierarchy, one has
two choices: either to make the transaction to fail or to allow for a backward
link. In the first case, if no link is removed, the nodes in the upper classes
would have small or no possibility to issue new contracts and the system will
soon freeze. In the second case one allows for the build up of fragility but
the system continues to work. In this scenario, one has to be careful on the
choice of counterparts, whether j̃ exist or not, for two reasons. First, even if the
addition of a backward link do not necessarily implies the creation of a loop it
increases the probability for a loop in a successive iteration. For this reason an
heuristic way would be to choose a counterpart close in rank so that long loops
are avoided. Secondly, the new counterpart need to have sufficient funding for
the new contract. In other words, one would like to avoid that re-distributing
the links, one entity moves from a short to a long position when netting all the
outstanding contracts. Note that, choosing a counterpart that is positioned in
a higher rank when rewiring (i.e. trying to have a forward link) partially avoids
this issue, because nodes in high rank in the hierarchy are already characterised
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by an excess of incoming links with respect to outgoing links1.
At this point it is clear that this procedure will eventually result into an

unstable system as in the uncontrolled evolution, but this will occur after a
higher number of contracts (links) are issued. In other words for the same level
of density, the controlled network has a lower level of instability measured by
the leading eigenvalue. 2

One by-product of this scheme is the possibility to monitor the instability by
keeping track of only a scalar quantity, which is relatively fast to compute. The
reasons to choose the hierarchy to implement the monitoring are several. First,
the algorithm we employ is linear in the size of the network, this allows real time
feedback for new contract, even if the network is large. This is an advantage
with respect to other method proposed such as (Poledna and Thurner, 2016).
Secondly, even if the eigenvalue is more precise in quantifying the instability,
the computation is more intense then the hierarchy because its has complexity
quadratic in the size of the network. Furthermore, algorithms for eigenvalue
computation can present numerical issues, even for a small number of nodes,
when the network is particularly sparse, which is the case for many real financial
networks. Also, with the eigenvalue alone, one could perform the tracking of
instability but it is less clear how to suggest alternative counterparts without
generating several networks and selecting the one with lower leading eigenvalue
(which would imply further computational burden). The other reason is the
small amount of data needed to compute the ranking. Here we employ the un-
weighted version so there is no need for the counterparts to disclose the amount
of their transactions and it works also with partial information on the network
of interactions. This last point highlights that this method is complementary
not alternative to capital requirements tailored to contribution to global risk as
proposed in (Acharya et al., 2009).

To clarify the applicability of this approach we propose an empirical exer-
cise using real data of interaction between banks. The data are from E-MID
platform for interbank lending. This platform started in 1999 and it is mostly
employed for overnight deposit especially by Italian banks (Iori et al., 2008) and
less intensively from other EU banks. The dataset contains daily transaction,
each with anonymised lender and borrower, amount and expiration. We choose
to restrict the analysis to the year 2011 following (Barucca and Lillo, 2018) for

1This feature of the optimal rank has already been discussed in Chapter2
2Following Achlioptas et al. (2009) one may argue that even if the building up of instability

is delayed, once it reached the structure is prone to larger propagation, but the delay would
allow in case more time to intervene with other measures.

72



3.2 Controlled dynamics

two reasons. First, authors found that after 2011 volume traded on E-MID de-
clined due to the sovereign debt crisis and ECB extraordinary monetary poli-
cies; secondly, in that year authors are able to clearly detect two communities
that act as borrowers and lenders respectively. This is particularly interesting
for our application because it means that there is a dominant direction for the
money in the system, which is an indication of the presence of a hierarchical
structure.

To perform the simulation of the controlled dynamic we update the network
at each new transactions and we eliminate the link corresponding to expired
loans at the end of each day (or we adjust the weights if multiple transactions
with different expiration result in the same link). This is different from (Bar-
doscia et al., 2017), where authors assume to be far from expiration and hence
never remove links. We consider two controlled dynamics: in one case we infer
the rank at the end of each day and use the rank in the next day accordingly. In
the second case we update the hierarchy after each transaction. As authors note
in (Barucca and Lillo, 2018), there is high persistence in the preferred side for
banks (at least up to 2011), so we use the first days of data to build the network
and obtain the optimal hierarchy. This will help avoiding that, while rewiring,
entities change significantly the their role in the market.

In (Bardoscia et al., 2017), the leverage matrix defined as exposure (from the
single contract) over equity is employed. We do not have the information on
the balance sheet, as the dataset is anonymised, so we employ the median sum
of the daily incoming and outgoing volume over the entire year as a proxy for
the size of the liabilities of each bank, as it has been observed in (Bargigli et al.,
2015) that large banks are also more active in the short term lending. Then,
following (Wolski and van de Leur, 2016) we compute the normalised weights
using the fact that interbank lending represents less than 1% of the liabilities
and that the leverage ratio is bounded to be > 3% (Bucalossi and Scalia, 2016)3.

In the following figures 3.1,3.2, we show the leading eigenvalues and the
value of h for each network snapshot, for both the real dataset (blue) and the
controlled one (orange). We do not put any budgetary constraint on the choice
of the counterpart, to avoid that an entity pass from net borrower to net lender,
nonetheless, this occurs very rarely, only to less than 3% of nodes. The first
observation is that the value of h is very close to 1 for all the networks built

3It is worth noticing that, even though the leverage has crucial role in the propagation of
shocks, especially with respect to amplification, for the strict purpose of the control it has
limited effect as in the proposed strategy the direction of the contract drives the acceptance of
the link, not its weight.
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Figure 3.1: Evolution of the leading eigenvalue λmax (top) and hierarchy h, for
real data (blue) and controlled (orange) with update of the optimal ranking once
a day.

from the original dataset. This is consistent with the aforementioned bipartite
structure highlighted in (Barucca and Lillo, 2018). Secondly, we note that the
value of λmax is quite low in general, but there is a large interval (from day 80
to day 180 approximately) where the trend is decisively increasing, signalling a
build up of instability coming from the complexity of the topology.

The second observation is that as requested we are able to effectively control
the eigenvalue, so that for a large part of the year the controlled graph results
into a DAG (λmax = 0) in the case of one daily update and always for the case of
immediate update after each transaction. The difference is explained by the fact
the in the first case the optimal hierarchical partition is inferred after removing
the links corresponding to expired loans, hence in a less dense, and possibly
less representative, network. An alternative would be to compute a the partition
on a network, which keep track of previous interactions, but this is beyond the
scope of this exercise.

3.3 Conclusions

In this conclusive Chapter of Part I we showed a way to leverage the knowledge
of the hierarchical organisation of a interbank network in order to control its
evolution and avoid the build up of instability. The effort is consistent with
the arising awareness that the control of systemic risk in finance cannot disre-
gard the importance of the complex collections of interactions among financial
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Figure 3.2: Evolution of the leading eigenvalue λmax (top) and hierarchy h, for
real data (blue) and controlled (orange) with update of the optimal ranking after
each transaction.

institutions.
Instead of relying on a specific model for distress contagion, following ex-

isting literature we used the leading eigenvalue as a measure of instability. We
consider a dynamic scenario, where new contracts between banks induce new
links in the interbank network. The eigenvalue increases as the complexity of
the network increases, likewise the presence of cycles disrupt the hierarchy and
the metric h, introduced in previous chapters, decreases. Hence, controlling the
choice of counterparts of contracts allow to limit the presence of cycles. This is
done by favouring connection that follow the hierarchy, and forcing participants,
if possible, to change the counterparts otherwise. By applying the protocol to
a real dataset of interaction among banks, we show that the proposed strategy
effectively succeed in limiting the growth of the eigenvalue, without decreasing
the overall liquidity of the system.

A possible extensions would be to improve the choice of the replacing coun-
terparty in order to consider budgetary or liquidity constraint and make the
dynamic more realistic. Future developments could consist in embedding this
strategy in a more general model for a Systemic Risk Tax, where transactions
that increases the overall instability, i.e those corresponding to backward link
in the hierarchy, are taxed accordingly to the increased riskiness of the system.
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Corporate payments networks and
credit risk rating

We study a system of firms from a network perspective, and more specifically,
we investigate the interplay between the risk of firms and the interlinkages
connecting them. The network is built from a large proprietary dataset provided
by a major European bank. The dataset contains the payments collected at
daily granularity between more than two million Italian firms together with the
information on internal risk rating for a large fraction of them.

First, we investigate the topological properties of payment networks by con-
sidering standard network metrics, such as degree and strength distribution and
components decomposition. We find that the large payment networks investi-
gated here share the properties observed in other complex networks, namely
they are sparse but almost entirely made of a single component, they are scale
free and small world. Then, we look into the distribution of risk of firms in the
network of payments in order to quantify the dependence between the network
property of a node or a group of nodes and the risk of the firm represented
by the node(s). We find an homophily of risk, i.e. the tendency of a firm to
interact with firms with similar risk. This is a two nodes properties, but a sim-
ilar behaviour is observed, even more clearly, also at larger aggregation scales.
Communities of firms, detected by using different methods, often display a sta-
tistically significant abundance of firms of a specific risk class, indicating the
tendency of firms with similar rating to be linked together through payments.
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Risk is therefore not spread uniformly on the network, but rather it is con-
centrated in specific areas. The last contribution, is to exploit this correlation
between risk of a firm and network characteristics of the corresponding node to
predict the risk rating of the firm using network properties alone. To this end,
we employ machine learning techniques to build classifiers for risk rating whose
inputs are only network properties (e.g. degree, community, etc.). We show that
our classification method has a good performance both in terms of accuracy
and of recall and that outperforms significantly the random assignment (which
is the natural benchmark as the data usually employed for risk assessment are
not available to us).

The Chapter is organised as follows. In Section 4.1 we present the relevant
literature. In Section 4.2 we describe the data, how to construct the network
of payments, and its main topological characteristics. In Section 4.3 we study
how the risk of firms is spread in the nodes of the networks (i.e. the firms), with
a specific attention to the similarity or complementarity of risk profile of firms
which are close in the network of payments. In Section 4.4 we use methods from
machine learning to predict missing ratings from the network metrics studied
before. In Section 4.5 we draw conclusions.

4.1 Literature review

Being credit risk rating a central task of banks and rating agencies, the literature
regarding this topic is very broad and is deeply influenced by the regulators’
demands over the past decades (on Banking Supervision, 2000; Estrella and
on Banking Supervision, 2000; Santos, 2001; on Banking Supervision, 2003).
For a review of the literature on credit risk modelling see for example (Altman
and Saunders, 1997). On range of models actually employed we refer to the
seminal paper (Treacy and Carey, 2000), where authors provide a comparative
review of models for rating in use at major US Banks. (Crouhy et al., 2000,
2001) also provide the prototypical features of most used models in the field,
while (Lopez and Saidenberg, 2000) presents a strategy to evaluate the ability of
those model to predict bankruptcy, which is of particular interest for the regula-
tors. In (Lehmann and Neuberger, 2001) authors highlight that for SME, credit
rating may be affected by variable that are not necessarily measurable such
as social interaction between the management of the firm and loans officers.
More recently there has been an effort to improve the standard models under
several aspects: in (Zhang et al., 2016) authors include dynamic incentives for
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the growth of firm to be evaluated, while (Lohmann and Ohliger, 2017) includes
more economic ratios in the evaluation of the rating. Finally, (Berg and Koziol,
2017) highlighted that there is an issue of consistency between model adopted
in different banks, with predicted probabilities of default that may differ signif-
icantly.

What is clear from this brief overview is that the role of the interactions
among firms has been so far largely disregarded. This despite the fact that
financial networks found recently a widespread use. A fundamental work in
this perspective is (Acemoglu et al., 2012), where the presence of inter-sectoral
linkages is related to the propagation of shocks. Interestingly, even if the the-
oretical framework applies also to single firms, the empirical part focuses on
the aggregate, sector network, due to lack of more granular data. Other works
on networks of firms focussed mainly on ownership. (Kogut and Walker, 2001)
highlights small-world property for the ownership network of German firms. A
similar analysis in (Souma et al., 2006) for the ownership network of Japanese
firms highlight a power law distribution for the number of connection, a feature
common to real networks from other domains. In (Vitali et al., 2011) authors
enlarge the perspective to global ownership, and highlight the so called bow-
tie structure, with a dense core of firms which controls most of the network.
Also related to the bow-tie structure in an ownership network, this time of Ital-
ian firms, is the already mentioned (Romei et al., 2015), which also provide an
algorithm to isolate the core.

To our knowledge, much less is known about the payment network be-
tween firms, mostly because of lack of data. Exception are the empirical stud-
ies (Ohnishi et al., 2009; Watanabe et al., 2012), where links represent buyer-
supplier relationship between Japanese firms, but without the information on
the amount of money exchanged. In the first case, once again a scale free
behaviour is found, and the role of firms is characterised by their PageRank
(Page et al., 1999) centrality, while the second one deals with the problem of
diffusion (in particular of money) within the network. Finally, in (Huremovic
and Vega-Redondo, 2016) authors present a theoretical model of equilibrium
between competitive firms, based on the knowledge of the payment network.

Nevertheless the use of payments as a proxy of interactions between eco-
nomic entities is not new and has been employed extensively, mainly for the
investigation of the interactions among banks. One of the first work the high-
lighted, before the crisis, how the US interbank network of payments is a non
trivial nexus is (Soramäki et al., 2007). (Rørdam et al., 2009) has a similar
purpose but is restricted to Danish market. More recently, in (Bargigli et al.,
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2015) authors improve the insight on the interbank network by treating it as a
multiplex, i.e. by taking into account separately the different type of relations.

Finally, one of the objective of this chapter is to use information from the
network to predict missing ratings which will be addressed using methods from
machine learning. In particular we refer to the now broad literature regarding
classification problems (Friedman et al., 2001). Here, we would like to recall in
particular similar efforts to employ machine learning techniques in credit rat-
ing scoring. The seminal paper (Altman et al., 1994) propose a neural network
classifier, where however the predictors for the rating are all derived from bal-
ance sheets, so the results are not comparable with ours. Similarly, (Wilson and
Sharda, 1994; Lee, 2007) use financial ratio as predictors in a neural network
and a Support Vector Machine respectively, and their performance is signifi-
cantly better that a more traditional discriminant analysis. In other works more
heterogeneous information have been employed to predict the rating: (Grunert
et al., 2005) includes measure for the market position and management quality
besides standard financial ratios and are able to improve prediction; (Parnes,
2012) includes again management quality measures and subjective opinion on
the firm in the analysis.

4.2 The network of payments

4.2.1 The dataset

The investigated dataset contains information on payments between more than
two million Italian firms and is built from transactional data of the payment
platform of a major European bank. Transactions are registered with daily
granularity for the year 2014, for a total of 47M records, each of which includes
the two counterparts involved, date, type, amount and number of transactions
in the same day. Transactions are originally identified by account, but in case of
customers and former customers, multiple accounts associated to the same firm
are aggregated into a single entity1. This results in a total of 2.4M entities (which
will be referred to as firms, for brevity) operating through the platform during
the whole investigated period. The counterparts can be of different types. In
principle, any firm or public body can make use of the platform, but in practice
in most cases at least one is a customer of the bank. Similar considerations hold

1In order to comply with privacy regulation any payment from or to physical persons is
excluded, moreover the filter is implemented to exclude any ambiguous record.
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for the total amount exchanged: in each month more than 50% of the volume
is transferred between customers, and it rises to above 95% when considering
transaction with at least one customer involved. More details on the dataset
and some descriptive statistics is presented in 4.A. For customers, the dataset
contains information on the economic sector and on the internal rating of the
firm on a three value scale: Low (L), Medium (M), and High (H) risk.

4.2.2 Networks definition and basic metrics

Starting from transaction data, payment networks are constructed as follows:
given a time window, each node represents a firm active in that period, if there is
payment between two firms a link from the source to the recipient is added, with
weight equal to the payment amount. If multiple transactions occur between the
same (ordered) pair of nodes, the weight of the link is the sum of the amounts
of the payments. Therefore for each time period we construct a directed and
weighted network. The time window of analysis may vary depending on the
type of information one wants to extract from the dataset. In the following the
focus will be on monthly networks, for which results are quite stable, at the cost
of dealing with fewer and larger graphs. For the period covered by the dataset,
each monthly network consists on average of n = 1M nodes and m = 3.2M links
with the lowest activity in August and the highest in July (see 4.A.1). The density
ρ = m

n(n−1) is thus small, resulting in a so called sparse network. Nevertheless
this low density does not imply a disaggregated system. Indeed for all the
networks the diameter is very small compared to the size: on average starting
from a node, one has to pass at most 19 links to reach any other node in the
weakly connected component (see Table 4.1). Thus the networks have the so
called small-world property.

4.2.3 Networks topology

When considering a small number of firms, one would expect simple topologies:
one firms is the supplier of intermediate products for another firm, resulting in
a line (the simplest supply chain), or one firm is a supplier or a buyer for many
others firms, resulting in a star network. Instead what is observed is a much
more complex organisation, with a non negligible presence of cycles.

At a very coarse level, it is possible to identify two large classes of firms.
The first constitute the core of the network, which includes approximately 20%
of the nodes and more than half of the links. This core has a density an order of
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Table 4.1: Basic metrics of the network of payments
nodes links in-degree out-degree density diameter

month n m E[k(in)] E[k(out)] ρ d
Jan 1,000,555 3,271,861 6.61 4.20 3.27 · 10−6 20
Feb 997,006 3,067,029 6.11 3.98 3.09 · 10−6 18
Mar 1,018,164 3,146,559 6.19 3.98 3.04 · 10−6 18
Apr 1,047,706 3,346,763 6.52 4.09 3.05 · 10−6 19
May 1,048,803 3,359,315 6.58 4.08 3.05 · 10−6 20
Jun 1,039,876 3,239,886 6.30 4.02 3.00 · 10−6 19
Jul 1,091,393 3,510,435 6.44 4.14 2.95 · 10−6 20
Aug 891,587 2,319,697 5.21 3.44 2.92 · 10−6 19
Sep 1,041,124 3,465,233 6.80 4.25 3.20 · 10−6 20
Oct 1,066,044 3,289,946 6.11 4.00 2.89 · 10−6 18
Nov 1,023,692 3,103,365 6.15 3.90 2.96 · 10−6 18
Dec 1,052,975 3,000,284 5.60 3.74 2.71 · 10−6 19

magnitude larger than that of the whole network and it is characterised by the
fact that any pair of firms is connected, directly or via intermediaries. Around
60% of the total volume circulates among the nodes of the core. The other class
is made of payers-only, i.e nodes that have no incoming links. These represent
each month about one half of the active firms and their activity is sporadic.
To better understand the role of this significant subset of firms we check their
customer status and we find that the majority of them are unclassified, and that
their number is larger than one expects from the unconditional distribution
among all the firms. This means that likely they are not customers and, more
importantly, almost no information, for example about risk, is available on
them. For further details on this refer to 4.A.3.

We now turn our attention to the distribution of degree and strength. In
our case the in- (out-) degree is the number of payers (payees) of a given firm
and the corresponding amount of Euro. For the monthly aggregation case the
average in- and out-degree of a firm is 6 and 4, respectively (see Table 4.1).
These low values are a direct consequence of the low density of the network.
However the degrees and the strengths are extremely heterogeneous as testified
by the degree and strength distribution.

Figure 4.1 shows the empirical cumulative distribution for these two quan-
tities in a double logarithmic scale. The approximately straight line indicates
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the presence of a fat tail with a power law behaviour. The fit of the exponent
supports the observation that in- and out- degree distribution data are consis-
tent with a power-law tail and the estimated exponents are around 2.6 and 2.8,
respectively. Similarly, in-strength and out-strength are well fitted by power-
law distributions of exponents around 2.1 and 2, respectively. Despite the fact
that a large fraction of nodes is different in each month, the tail exponents are
remarkably stable (see Table 4.7 of the 4.A.3).

This scale free behaviour is quite ubiquitous in complex networks has been
found in many other real economic and financial networks (Serrano and Bo-
guná, 2003; Garlaschelli and Loffredo, 2005; Boginski et al., 2005; Boss et al.,
2004; Kim et al., 2002; Huang et al., 2009; Ohnishi et al., 2009). The fat-tailed
distribution for the degree has two interesting consequences: first, there is no
characteristic scale for the average degree or strength; second, there are a few
nodes that act as hubs for the system, in the sense that, having a large amount
of connections, many pairs of nodes are connected through them. This partially
explains the low values for the diameter.

Figure 4.1: Empirical complementary cumulative degree (left) and strength
(right) distributions and their power law fit. The scale is logarithmic for both
axes. Data refers to January, but results are similar for the other months.

Finally, we measure the tendency of firms to be connected to firms which
are similar with respect to some attribute, namely the number and the total
volume of connections (i.e. degree and strength). Following (Newman, 2002),
we compute the assortativity coefficient for a categorical variable,

r =
∑
i eii − aibi

1−
∑
i aibi

(4.1)

where eij is the fraction of edges connecting vertices of type i and j, ai =
∑
j eij

and bj =
∑
i eij . It is rmax = 1 for perfect mixing, while when the network is
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perfectly disassortative (each node connects to a node of a different type) it is
rmin = −

∑
i aibi

1−
∑
i aibi

. Using the number of connections as categorical variable, an
high value for the assortativity coefficient indicates that highly connected firms
tend to interact significantly more than average with other highly connected
firms. Similar reasoning holds using the volume exchanged as categorical vari-
able.

Beside the entire graph, we also consider the subgraph of firms with rating
and the subgraph of customers. The assortativity coefficient is consistently
slightly negative for both attributes, for all months and graphs, namely around
−0.03 for the entire graph and the subgraph of firms with rating, and −0.04
for the subgraph of customers, with no strong differences among months and
attributes. Table 4.8 of 4.A reports the summary of values of the assortativity
coefficient for each month. A possible explanation can be that large, very
interconnected firms are connected to many subsidiaries which in turn do not
engage with many other firms, being their business almost exclusively focussed
on the relationship with the large and central firms.

To summarise, each month the payment network of firms is very sparse
but almost entirely connected. Half of the firms appear in the network as
payers only (no incoming links) and they are mainly unclassified with respect to
customer status, so no much information is available on them. Of the remaining
nodes, almost half constitutes the denser core of the network where more than
a half of the transactions occur and above 60% of the volume circulates. Finally
the network is small world, scale free, and slightly disassortative both for degree
and for strength.

4.3 Risk distribution and network topology

In this Section we investigate the distribution of risk of firms in the network of
payments. We are interested in measuring the dependence between the network
property of a node or a group of nodes and the risk of the firm represented by
the node(s). We proceed in a bottom-up fashion, zooming out from single nodes
to subsets. At first we consider a firm’s local property (the number of connec-
tions) and we check if it correlates with the risk. Then we consider pairs of
linked firms and measure the homophily in risk, i.e. whether firms with similar
risk profile tend to do business together and thus to be linked. Finally, we divide
firms into subsets induced by the network structure and we check whether the
inferred subsets are informative with respect to the riskiness of the composing
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firms. Specifically, we partition the network in groups (or communities) of firms
by using only network information, and we test if the distribution of risk within
each group is statistically different from the global one. Thus the goal is to
understand if the inferred communities are homogeneous with respect to the
risk profile of the composing firms: a community with many firms with high
risk rating is a clear indication of financial fragility and a possible source of
instability, since the distress of one or few firms of the community is likely to
propagate to the other firms.

For the sake of brevity, in the following the analysis is carried on for one
month, but results are consistent for all the months.

4.3.1 Degree and risk

The first investigation is on the relation between the degree of a firm and its risk.
The probability for each risk level r ∈ L,M,H conditional to the out-degree is
computed2 and plotted against the degree. The results are shown in Figure
4.2. We notice an interesting correlation between degree and risk: small degree
nodes are more likely medium risk firms, whereas large degree nodes are more
likely low risk firms. The high risk firms are more evenly spread across degrees,
even if a larger fraction is observed for low degree nodes. To assess if the three
curves are statistically different we perform a multinomial logistic regression
on data (Greene, 2003) (the solid lines in the plot). This choice is justified
by the fact the quantities just described are the probabilities of outcomes in a
multi-class problem given an independent variable (the degree). The estimated
probabilities follow quite close the trend of the empirical distribution and the
coefficients are all significant. More detailed results of the fit are given in table
4.9 of 4.B.1 (first two columns).

The correlation just highlighted can be, at least in part, influenced by the
effect of the size of the firm (in term of assets value from the balance sheet):
a large firm is usually considered less risky than a small one, at the same
time, a larger size generally implies a higher number of connections, as seen
for example in the interbank network (Bargigli et al., 2015). As the size of
firms is not available to us, we use the sum of the incoming and outgoing
amounts as proxy. Defined in this way, the size has a Pearson correlation of
around 0.19 ,0.15 with in- and out- degree, but a Spearman rank correlation of
0.67 ,0.57 respectively. To control for the effect of the size, we repeat the same

2The results for the in-degree are qualitatively very similar.
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Figure 4.2: Probability of rating of a firm conditional to its out-degree. The
solid lines show the fitted multinomial logistic distribution, with its confidence
intervals (dashed lines) in matching colours.

procedure on subsets of firms, grouping according to their size into tertiles. The
results, not shown here but available upon request, hold true also on the sub-
samples, but slightly less sharply. We repeat the multinomial logistic regression
adding the size tertiles among the predictors, and we still obtain statistically
significant coefficients (last four column in 4.9 of 4.B.1).

Similarly, the three conditional degree distributions given the rating result
statistically different, as for every month all pairs reject the null hypothesis in
the 2-sample Kolmogorov-Smirnov test (Smirnov, 1939). Therefore topological
characteristics (the degree) of the node can be used to obtain information on
the riskiness of the corresponding firm. From a risk management perspective
this is an important results, since on average highly connected nodes are also
less risky.

4.3.2 Assortative mixing of risk

The next step is to check whether risk is correlated with direct connection
preferences. To clarify this point, two features are considered: the assortativity
mixing of the risk and the conditional distribution of rating given the distance.

In the first case we compute a weighted variant of the assortativity coeffi-
cient in Eq. (4.1) using as categorical variable the risk rating rather than the
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degree or the strength. In practice, the quantities eij are substituted by ẽij , the
fraction of volume from nodes of type i to nodes of type j . The reason for this
choice is to mitigate the impact of the aforementioned large number of uncat-
egorised payers. In most cases their links are associated with low volume and
few transactions. Also, customer firms, even if they represent only around 1/3
of the firms, exhibit a generally more intense activity, both in terms of number
of transactions and of volume, hence accounting for the stronger ties between
the firms.

The metric is positive for all the three graphs, 0.070, 0.157, 0.163 for the
whole set, the nodes with rating, and the customers, respectively, with signifi-
cant variability across the months but always positive sign 3. In Table 4.10 of
4.B.2, the summary of values of the assortativity coefficients for each month is
presented.

With the same quantities ẽij we define metrics to assess different preferences
in connection between incoming and outgoing payments. The intuition is that
a firm may be more concerned for the risk of payers because a default would
mean losing revenues. However, a total indifference toward the risk of suppliers
(i.e. the outgoing payments) is unlikely, as the lost/shortage of supplies can
induce distress if perfect substitute is not available (or it is available at a cost).
In practice, for each node i we compute the percentage excess of volume with
respect to the average toward nodes in certain risk class and we group according
the rating of the node. The distributions are compared using Mann-Whitney U
test (Mann and Whitney, 1947). This non-parametric test allow to assess if one
distribution is stochastically greater than the other. Details on the metrics and
the test performed are given in 4.B.2. We find that it is likely that firms are, at
least in part, aware of the riskiness of their counterparts and results suggest they
use this information in choosing their business partners. However the intuition
that incoming payments show a more marked preference for low risk is not
supported by data, moreover the overall positive assortativity is mainly lead by
low risk nodes.

The quantities considered so far in this section are a pairwise comparison
between the rating of nearest neighbours, and give an aggregate measure. A

3Results for the standard assortativity coefficient are quite different, and the choice of the
subgraph appears to be crucial. When considering the entire network, the assortativity coeffi-
cient is negative, around −0.07, hence indicating a slightly disassortative behaviour with respect
to risk. The subgraphs, instead, show an assortative tendency, with coefficients around 0.025
and 0.038 for the nodes with rating and for customers, respectively. This shift can be explained
again by the impact of the large number of uncategorised nodes.
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possible way to enrich this information is to consider the distribution of rating
for nodes at a given distance4. Here, we look at the conditional distribution
of ratings given the distance, and we compare it to the unconditional distri-
bution. In the case of no influence of the rating on the connection pattern,
the conditional distribution of risk given the distance should be statistically
undistinguishable from the null unconditional distribution. To test if this is the
case, we first compute the distance between all the nodes for which the rating is
available. The distance between nodes in a network is defined as the length of
the shortest directed path connecting two nodes, where a path is a sequence of
links. Clearly, in a directed network in general d(u,v) , d(u,v) and moreover
d(u,v) can be not defined (or ∞) if there is no path from u to v. Then for any
fixed k, the occurrences of ratings are computed by looking at the set of pairs
at distance k. Finally, the estimated distributions are tested against the null one
with an hyper-geometric test, as explained in details in 4.B.3.

Results for April are summarised in right panel of Figure 4.3. We show the
plot for a source node in class L, but results are similar when considering a
medium or high risk source. For each k a marker indicates the percentage of
nodes with low (green circles), medium (yellow squares) or high (red diamonds)
risk at distance k. A marker is full when the percentage is statistically different
from the null distribution (the dashed lines, with matching colours).

We note that from any starting class, up to distance 5 the class of low risk
firms is significantly over-represented in the distributions. At greater distances,
medium and high risk groups are over-represented. This means that more steps
are necessary to reach riskier firms. This fact is particularly interesting when
considering that each firm is in theory unaware of others firms’ ratings and in
some cases even its own.

When considering the same quantities for incoming paths, results (not shown)
are very similar, namely at short distances the low risk class is over-represented,
while medium and high risk nodes are over-represented for longer distances.

A possible explanation for these observations could be that among the hubs
of the systems (i.e the most connected nodes) firms with rating L (i.e the most
creditworthy) constitute the vast majority. This holds true when considering
both in-coming and out-going links, and including also the nodes with no rat-
ing. Moreover, they are in the denser core previously described, while many
high risk firms have a few or no out-going links and they are peripheral in

4An alternative strategy to go beyond first order neighbours in the computation of assorta-
tivity has been recently proposed by (Arcagni et al., 2017).
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Figure 4.3: Distribution of ratings for nodes at distance k from a node with
rating L. The dashed lines are the unconditional (null) distribution of ratings
among nodes in the entire sample. A full marker indicates that the over or under
representation with respect to the null distribution is statistically significant in
the hyper-geometric test at 1% significance level with Bonferroni correction.

network. This asymmetry in the position in the network is observed also when
considering the distribution of the closeness centrality(Newman, 2014) of the
nodes, i.e the harmonic mean of the distances to all other nodes, conditioning
on the risk class (not shown5).

4.3.3 Network organisation and risk

In this Section we study the relation between the organisation of the network
at a more aggregate level and the distribution of risk. We are interested in two
types of organisation of networks into groups. The first is the modular organ-
isation: each module is composed by nodes, which are much more connected
among themselves than with the rest of the network. In economic terms mod-
ules could represent, for example, firms operating in the same region or area,
and the high density of the module reflects the fact that payments are more
frequent with geographically close firms. We saw before that the network shows
an assortative tendency with respect to risk, so we want to test if the homophily
on risk can be observed beyond pairwise relationship.

5Results available upon requests

91



Corporate payments networks and credit risk rating

The second is a hierarchical organisation 1.2. This type of organisation
could represent, for example, a supply chain and the flow of payments between
the firms of a group and those in the group in the next rank class reflects the
(opposite) flow of goods or services. This classification is important because a
high risk concentration in low class nodes of a strongly hierarchical network
can trigger a cascade of distress in the higher rank classes.

Finally, since the classification in modular or hierarchical organization are
obtained by optimizing a specific objective function, namely maximizing mod-
ularity or minimizing agony (see below), we adopt a third method which instead
infers the block structure by fitting a generative random graph model. More
precisely, we employ the Stochastic Block Model (SBM) 1.3, which allows both
for modular and for hierarchical structures.

Modularity and hierarchy are conceptually opposite as the first penalises
connections towards other groups, which instead are encouraged in the latter
(provided that they go from low rank to high rank nodes). SBM is more neutral
in this sense, being in theory capable to capture both connection preferences,
however it has the downside of being a parametric method.

For each metric, we proceed in the following way:

i. find the optimal partition according to the criterion;
ii. compute the distribution of ratings within each subset of the partition;
iii. test whether such local distribution is statistically different from the over-

all distribution of ratings by employing the hypergeometric test used in
the previous Section and described in 4.B.3. In order to have a sample
large enough to perform the test, we only consider subsets with at least
500 known ratings.

We showed so far that the structure of the payments network is very com-
plex. Since our goal is to obtain information on the risk of the firms, it can
be helpful to filter the network before performing communities detection, in
order to keep the most relevant connections. Thus we focus on the subgraph
of customers. The reasons for this choice are many. First, the percentage of
nodes with rating active every month is quite low, around 20%, but it raises
to 70% when considering only the customers (see Table 4.5 in 4.A.1 for a sum-
mary). This will help having a more informative local distribution of risk when
considering subsets of nodes. Secondly, more than a half of the volume is trans-
ferred between customers (see Table 4.4 in 4.A.1), so even if a large fraction of
transactions is dropped, we are mostly pruning weak connections, while keep-
ing the strongest ones. Finally, as it has been shown in the previous Subsection
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about assortativity, considering the entire network can be misleading, especially
when looking at the connections without considering the weights, as it will be
necessary for some metrics.

Modular structure

One of the standard methods for inferring a modular structure in a network is
via modularity maximisation. This method divides nodes into subsets, called
modules, such that nodes are well connected with other nodes in the same
module and there is a smaller number of links with nodes in other modules.
Given a partition P in modules C the modularity is

Q =
1
2m

∑
C∈P

∑
i,j∈C

Aij − kini koutj

2m

 (4.2)

where Aij is the (i, j) element of the adjacency matrix and kini (kouti ) is the
in- (out-) degree of node i. The optimal partition is the one which maximizes
modularity. Despite the associated optimisation problem is NP-Hard, fast and
reliable heuristics for an approximate solution exist, and here the well known
Louvain method (Blondel et al., 2008) is employed.

In each month we find that the optimal partition has around 2,000 modules.
These are really heterogeneous in size: for example, the 13 largest ones cover
more than 95% of the nodes of the network. We perform the hypergeometric
test of the null hypothesis of an homogeneous distribution of risk in each mod-
ule with at least 500 known ratings. These are less than 1%, around 19 every
month. (see Table 4.11 in 4.B.3 for more details). These are clearly very large
modules but a significant number of them shows an over or under-expression
of one or two risk classes.

For some specific module it is possible to draw statistical robust conclu-
sions on its risk profile. The top panel of Fig. 4.4 shows the over- or under-
representation for the largest modules for January. The seventh module, for
example, has an over-representation of firms with low risk and an under-
representation of the other two risk profiles, thus it represents a group of firms
with small risk. On the contrary the eighth module has an over-representation
of highly risky firms and under-representation of low risk firms, representing a
possible warning for the bank.
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Figure 4.4: Distribution of ratings in the three partitions, modularity (top),
hierarchy (middle), dcSBM (bottom). The dashed lines are the unconditional
(null) distribution of ratings among nodes in the entire sample. A full marker
indicates that the over (above the dashed line) or under (below the dashed line)
representation with respect to the null distribution is statistically significant in
the hypergeometric test at 1% significance level with Bonferroni correction.
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Hierarchical organisation

We now consider explicitly the directed nature of the payment graph and the
hierarchical organisation of the network. For more details on the method see
Section 1.2 in Chapter 1.

We apply the hierarchy detection to the monthly networks of payments and
the results are summarised in Table 4.12 of 4.B.3. First of all we notice that the
number of inferred classes, roughly 18, is much lower than in the modular case.
Moreover the size of the classes is much more homogeneous. The value of h
is also quite stable, around 0.75, indicating a strong hierarchical structure, a
remarkable result considering that we are studying only the customers network.

We now consider the distribution of risk in each class and we study the over
or under-expression of certain levels of risk as a function of the rank of the
class in the inferred hierarchy. The test rejects the null hypothesis of uniform
risk distribution a considerable number of times (also compared with the total
number of subsets in the partitions). As displayed in the bottom panel of Figure
4.4, low rank classes have an over-expression of high and medium risk firms,
while middle and low rank classes (i.e. r ∈ [8,12]) have an over expression of
low risk firms and an under-expression of medium and high risk firms. More
details on the test results are given in This empirical evidence may signal the
presence of paths of risk propagation, since low rank firms, typically more risky,
are payers of high rank firms, which are instead less risky.

Stochastic Block Model

Both methods considered above start from a cost function (modularity or agony)
and look for the optimal partition minimizing or maximizing it. As we mention
in section 1.3 of Chapter 1, Stochastic Block Model (SBM) inference is based on
the parametrisation of the affinity matrix, whose element cij gives the proba-
bility that a node in block i is linked with a node in block j . It is interesting
to note that depending on the structure of the affinity matrix one can obtain
modular, hierarchical, or more complex structures.

Graphs from SBM have a Poisson distributed degree distribution, while we
have shown that the payment networks have a power law degree distribution.
For this reason, we use here a generalised model, the degree corrected SBM
(dcSBM). In this model the link probabilities are adjusted for each node to take
into account the degree distribution Karrer and Newman (2011).

When estimating a dcSBM on the payment networks we find on average

95



Corporate payments networks and credit risk rating

280 blocks, none of which comparable in size with the entire network. Indeed,
around 200 blocks are necessary to cover at least 95% of nodes and around
115 are large enough to be tested. The inferred affinity matrix shows generally
the dominance of modular structure, with most connection within the blocks,
with the exception of some of the largest blocks (see Figure 4.5 for an heatmap
of the affinity map, and a zoom of the largest 30 classes).

Figure 4.5: Heatmaps of the affinity matrix of January for tested classes (left)
and zoom of the largest 30 (right). A darker colour indicates highest number of
connections. Overall a modular structure seems to dominate, being the diagonal
almost always darker than the rest, with few exception, especially among the
largest classes.

From the test of the null hypothesis of homogeneous distribution of risk in
each block (see Table 4.13 in Appendix 4.B.3) we observe a large number of
rejections, indicating that many blocks have over and/or under expressions in
the rating of the composing firms. The bottom panel of Fig. 4.4 shows the over
and under expression for the largest blocks in a specific month. These might
correspond to communities which are also homogeneous in the geographical
location and or in the sector. Certainly a more in depth investigation is needed
to understand better this important feature, which might signal closely related
firms with similar rating.

4.3.4 Discussion

All the three investigated partitions give interesting insights on the relationship
between risk and network structure. On one side, the percentage of rejected
tests in the case of modularity partition is consistent with the observed assor-
tativity of risk. It may be noticed that the preference for low risk business
partners is not always a realistic option, because in some sectors business part-
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ners are not replaceable for geographical reasons. To better assess this point,
one possibility could be to include the comparison between modules and ge-
ographical location of firms, which is not available to us. On the other side,
the hierarchical partition appears to follow the risk distribution slightly better
and this is probably related to the peculiar conditional distribution of risk with
respect to the distance described in Subsection 4.3.2. Indeed, given the fact
the high risk nodes are over represented for longer distances, they should be
located in extreme positions in the ranking, either at the top or at the bottom,
and this is what is observed. It must be stressed that the first two methods
presented, one does not exclude the other, as they give different and comple-
mentary standpoints for interpretation. In this sense, including the SBM fit is a
way to check if one of the mechanisms behind the construction of the previous
two partitions, predominates over the other. This check is necessary, because
most methods to partition nodes of a network always give an output partition.
The results here shows that a modular structure seems to dominate as the di-
agonal entry in most case is at least one order of magnitude greater than the
others. Interestingly, there are exception among the biggest blocks meaning
that modularity alone is not able to capture the complexity of the interactions
among firms. In this sense a multi-dimensional perspective is needed, where the
dimensions are the mechanisms that either favour or discourage the creation of
business relationships.

4.4 Missing ratings prediction using payments net-
work data

In the previous Sections we showed that network metrics can be informative
of the risk of a firm. It is therefore natural to ask whether it is possible to
predict the missing risk rating of a firm by using only information on network
characteristics of the corresponding node, as well as risk rating of the neighbour
firms. This problem is particularly relevant since we noticed that around 30%
of the customers in the dataset do not have a rating and this percentage is even
higher when the entire dataset is considered (see table 4.5 in 4.A.1).

Here we use network characteristics as predictors for the missing ratings
into well known methods of machine learning for classification problem. The
predictors we employ are the following:

i. in- and out-degree;
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ii. weighted fraction of (in- and out-) neighbours with a given rating (H,M,L
or NA)

iii. rank of the class in the hierarchy inferred by agony minimisation;
iv. membership in community inferred by modularity maximisation;
v. sum of in- and out-strength.

The fractions in (ii.) are computed considering the amount (weight) of each
payment and are together a measure for rating assortativity, while (v.) is a
proxy for the size. Data are preprocessed following (Friedman et al., 2001) so
that variables are comparable in order of magnitude, as detailed in Appendix
4.C.1. These transformations result into a total of 25 predictors. The dataset
is the one which includes only the customers, and we consider the monthly
network for January. In order to assess the performance of the prediction, we
train each model using 75% of the data, and the remaining 25% is used for
testing.

4.4.1 1-step classification

We consider three methods for classification:

i. multinomial logistic;
ii. classification trees;
iii. neural networks.

See (Friedman et al., 2001) for a review of these methods. Table 4.2 shows the
results of the test of each model, and the same metrics are also computed for the
random classification (i.e the class is assigned sampling from the unconditional
null distribution of risk in the train dataset) as a reference. The simple 1-
step classifiers sizeably outperform the random assignment, both in terms of
accuracy and of recall.

Table 4.2: Accuracy and recall for 1-step classifiers.
method accuracy recall

L M H
random 0.413 0.438 0.625 0.108
multinomial logistic 0.530 0.582 0.600 0.000
classification tree 0.530 0.539 0.635 0.023
neural network 0.535 0.510 0.67 0.019
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However, as noticed in Section 4.3, the class H is under-represented in the
sample, as it includes only around 10% of the firms with rating. This affects
the ability of the classifiers to recover this class, as it can be seen by the value
of recall for all the methods. This is undesirable, since the class H the most
critical for the riskiness.

4.4.2 2-steps classification

To address this issue we proceed with a 2-step classification strategy for all
the three methods. The intuition behind this strategy is to train a classifier
more specialised in the recovery of one specific class at the first step, and then
separate the remaining classes in the second step. In the first step we fix a risk
class, say L, and we merge the other two classes into a fictitious class X. We fit
a first instance of the chosen model on the modified database. In the second
step, we train another instance of the model only on the two previously merged
classes. This is repeated for all the three risk classes. In the case of class H
being the one selected for step one, we apply SMOTE (Chawla et al., 2002)
before training, a well-known algorithm for data rebalancing6.

Once the models are trained, the prediction are obtained by iterating the
following two steps for each risk class (see the schematic representation in Fig-
ure 4.6)

i. apply the first step classifier;
ii. if the entry is classified as X, apply the second step classifier.

The final prediction is the median of the predictions. In case of draw, more
weight is given when the class is obtained from the first instance (as the classifier
is more specialised).

Table 4.3 shows the results for each classifier, together with the value for the
same metrics computed for the random classification7. In the case of classifica-
tion trees and neural networks, different combinations for the hyper-parameters

6Using SMOTE in the 1-step classification would also be an option if the objective were to use
the classifier as a first filter to detect possibly critical nodes. However, we found that the overall
performance of the classifier is quite poor, especially when considering the cost of classifying
as highly risky (H) a firm which is creditworthy (L).

7Also for the 2-steps method, the random classifier can be defined, and it gives results
different from the previous case. The implementation is straightforward: the null distribution
for the first step is obtained for each classifier, by taking into account the fictitious class, and
at the second step by considering only the two classes previously merged.
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Figure 4.6: Schematic representation of the 2-steps classifier

have been tested (such as depth for the trees, and number and size of hidden
layers for neural networks), here we present the results for the best choice for
each model, and in 4.C.2 we explain the selecting procedure.

Table 4.3: Accuracy and recall for 2-steps classifiers.
method accuracy recall

L M H
random 0.366 0.368 0.391 0.249
multinomial logistic 0.477 0.553 0.452 0.253
classification tree 0.496 0.502 0.567 0.151
neural network 0.505 0.526 0.559 0.166

The three models behave quite similarly, with slightly better overall per-
formance of neural networks, and the training times are comparable. It must
be noted that, among the predictors only network deduced metrics have been
included, while any data from the balance sheet, which is likely to represent
the main source for the risk rating model, as well as the sector or geographic
location, are excluded. When adding the economic sector, which is the only
metadata available to us, as further predictor the prediction power only slightly
improves to from 49% − 50% to around 52% of accuracy for both classifica-
tion trees and neural networks. The natural benchmark models are the random
classifiers, both 1-step and 2-steps, due to the total lack of data employed in the
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proprietary rating model. We are able to outperform the first by 30% to 38%,
and the latter by 15% to 22% in term of accuracy, and especially in the case of
neural network, we are able to find a good compromise with recall for H .

4.5 Conclusions

In this Chapter we studied a unique dataset of payments between Italian firms
via network methods.

We started with the study of the structure of the network of firms which
highlights a complex structure: a small core of firms is responsible for most
transactions. Moreover, the number of connections and the total volume ex-
changed by the firms display a power-law tail distribution. Both features are
particularly interesting if one has in mind propagation phenomena on the net-
work, as they can enhance the spread of distress, or positive feedbacks. Also
relevant is the observed tendency of large, well-connected firms to be connected
to small (in terms of exchanged volume), poorly connected firms. This can be
the result of almost exclusive relationships between a big producer and its sub-
sidiaries.

Secondly we considered the relation between the network structure and the
distribution of risk. For single firms, we observed that low risk firms are more
likely to have a high number of connections, and some of them acts as hubs for
the entire network, being connected to thousands of other firms. When pairs
of linked firms are considered, we observed the tendency to favour connections
towards firms with the same risk level. This tendency can be observed also on
a more aggregate level. Indeed, we found that also groups of firms which are
more connected among them that with the rest of the network, have a local
distribution of risk which is statistically different from the global one, meaning
that some risk classes are over- or under- represented. Finally, we divided firms
into a hierarchical organisation, in such a way to highlight the main direction
along which money circulates and also in this case we found that many groups
have a local distribution of risk statistically different from the global one. As
high risk firms are over-represented at the beginning of the flow of money, this
can be a source of distress for the entire system.

Finally, to show the potential of information that can mined from network
metrics and communities, we presented a machine learning prediction of rating
based only on these data. We propose a 2-steps strategy to which deals with
under-representation in the dataset of the smallest but most risky class. We
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test our strategy with three methods, namely multinomial logistic, classification
trees and neural networks. Since predictors are all network-derived quantities,
and no information from balance sheets or other meta-data are used, the ran-
dom rating assignment is the natural benchmark. We find that all the three
methods are able to outperform sizeably the benchmark, with slightly better
results for neural networks.

Several extensions of the present work are possible. On one side, we em-
ployed a very simple, assumption-free, method to build the network from trans-
actional data, but other choices are feasible, for example using a rolling window
in order to give less importance to payments far in the past. This is related to
problem of modelling the dynamic of the network, instead of considering snap-
shot as we did. On the other side we decided not to deal with the modelling for
the mechanism for network formation, that can give a deeper economic insight
on the system. Finally, a crucial point would be to introduce a model for risk
assessment that includes network information. Our analysis clearly point out
the amount of information on the riskiness that can extracted from taking net-
work perspective, so embedding this in more general risk model, for example
in the form of an adjustment of a Basel-compliant risk measure, appears to be
a natural consequence.
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Appendix 4.A Dataset and network metrics

4.A.1 The dataset

The dataset is built from transactional data of the payment platform of a major
Italian bank for a total of 47M records. In table 4.4 the details of the exchanged
volume by customer status is presented. Table 4.5 shows the distribution of
rating across the firms, disaggregating them in terms of their customer status.

Table 4.4: Percentage of volume by customer status, the row indicates the status
of the payer, the column the recipient
month no yes ex NA no yes ex NA month
Jan 0.000 0.036 0.001 0.001 no 0.000 0.014 0.000 0.000 Feb

0.009 0.604 0.030 0.110 yes 0.027 0.543 0.037 0.154
0.000 0.046 0.002 0.003 ex 0.000 0.037 0.000 0.002
0.000 0.149 0.002 0.006 NA 0.000 0.184 0.001 0.000

Mar 0.000 0.015 0.000 0.000 no 0.000 0.018 0.000 0.000 Apr
0.023 0.541 0.037 0.151 yes 0.023 0.525 0.033 0.155
0.000 0.036 0.000 0.002 ex 0.000 0.040 0.000 0.002
0.000 0.193 0.001 0.000 NA 0.000 0.199 0.003 0.000

May 0.000 0.018 0.000 0.000 no 0.000 0.015 0.000 0.000 Jun
0.023 0.542 0.035 0.144 yes 0.018 0.534 0.037 0.172
0.000 0.040 0.000 0.001 ex 0.000 0.033 0.000 0.001
0.000 0.194 0.001 0.000 NA 0.000 0.189 0.001 0.000

Jul 0.000 0.014 0.000 0.000 no 0.000 0.014 0.000 0.000 Aug
0.019 0.538 0.031 0.181 yes 0.018 0.591 0.029 0.140
0.000 0.031 0.000 0.002 ex 0.000 0.029 0.000 0.001
0.000 0.183 0.001 0.000 NA 0.000 0.172 0.005 0.000

Sep 0.000 0.015 0.000 0.000 no 0.000 0.013 0.000 0.000 Oct
0.019 0.599 0.027 0.131 yes 0.022 0.581 0.029 0.141
0.000 0.032 0.000 0.001 ex 0.000 0.037 0.000 0.001
0.000 0.175 0.001 0.000 NA 0.000 0.175 0.000 0.000

Nov 0.000 0.015 0.000 0.000 no 0.000 0.014 0.000 0.000 Dec
0.013 0.578 0.037 0.165 yes 0.012 0.578 0.036 0.194
0.000 0.031 0.000 0.001 ex 0.000 0.028 0.001 0.001
0.000 0.158 0.000 0.000 NA 0.000 0.137 0.000 0.000
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Table 4.5: Average monthly distribution of nodes by customer status and rating.
status rating count % %with rating

L 2121 0.000
not customer M 4592 0.003 0.010
incl. NA H 305 0.000

ND 676762 0.990

customer

L 87801 0.305
M 95893 0.333 0.702
H 18811 0.065
ND 85841 0.298

former

L 3901 0.017
M 7850 0.179 0.340
H 926 0.017
ND 41775 0.767

total 1026577 0.217

4.A.2 Time aggregation

When defining a network from temporal data, choosing the time scale of anal-
ysis is crucial because it can affect deeply the topology. Shorter time scales
(daily or weekly) emphasise peculiar behaviours as, for example, which supplier
is paid first once liquidity is available. Longer time scales help giving a more
stable picture of the supply chain structure among firms.

In order to give an intuition of different behaviours, two quantities can be
considered. The first is the persistence of links and nodes, which is measured
by counting the number of times a node or an edge appears in the networks
for different time aggregations. From Figure 4.7 one can see that most of nodes
are active only for few days, while a small core of firms is intensely active
through the whole year. Secondly, the size of the networks, both in terms of
number of nodes and links, for different time aggregations is shown in Figure
4.8. Interestingly, for daily aggregation, see Left panel, both quantities show
a high periodicity, with a very high peak (a factor ∼ 5 with respect to the
other days) at the end of each month. This effect is evident also with weekly
aggregation, see (central panel), but not in the monthly time scale. This last
observation justifies the choice of monthly networks as focus of this analysis.
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Figure 4.7: Histogram for the number of days, weeks, months of activity for
nodes (blue) and existence for edges (green) for different time aggregations
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Figure 4.8: Number of nodes (blue) and links (green) for each day, week, and
month. Only with longer time aggregations one is able to eliminate periodicity.
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4.A.3 Network metrics

A network’s component is a subsets of nodes such that there is path between
any pair of nodes, either undirected (weakly connected components), or directed
(strongly connected components). From the definition of the networks it is clear
that there are no isolated nodes, since the smallest weak components include
at least two nodes, namely a payer and a payee. As it is common for many
other real networks, it is possible to identify a weak component, which is of the
order of magnitude of the entire network. In our case this giant component
(GC) includes on average 98% of the nodes. Considering instead the largest
strongly connected component (SCC), it includes approximately 20% of the
nodes but more than half of the links. As a consequence the density of the
strongly connected component is an order of magnitude larger than the density
of the whole network or of the weakly connected component. See Table 4.6 in
for more details of these quantities.

In the standard definition of the bow-tie structure of a network, the nodes
in the GC but outside the strongly connected component are divided between
the in-component, the nodes from which links arrive in the strongly connected
component, and the out-component, the nodes reachable from the SCC. Nodes
in the in-component that have no incoming links, represent each month about
one half of the active firms and their activity is sporadic.
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Table 4.6: Percentage size (%n) and density (ρ) of the largest weakly (GC) and
strongly (SCC) connected components. The last column (%w) contains the
relative volume transferred among nodes in the SCC with respect to the total
volume.

GC SCC
month %n ρ %n ρ %w
Jan 0.989 3.4 · 10−6 0.232 3.29 · 10−5 0.75
Feb 0.989 3.21 · 10−6 0.237 2.99 · 10−5 0.69
Mar 0.980 3.15 · 10−6 0.235 2.98 · 10−5 0.70
Apr 0.980 3.16 · 10−6 0.231 3.09 · 10−5 0.67
May 0.981 3.16 · 10−6 0.232 3.06 · 10−5 0.69
Jun 0.980 3.11 · 10−6 0.230 3.03 · 10−5 0.69
Jul 0.982 3.05 · 10−6 0.237 2.88 · 10−5 0.70
Aug 0.970 3.08 · 10−6 0.204 3.23 · 10−5 0.69
Sep 0.981 3.31 · 10−6 0.233 3.23 · 10−5 0.73
Oct 0.981 3.00 · 10−6 0.237 2.81 · 10−5 0.68
Nov 0.979 3.08 · 10−6 0.227 3.00 · 10−5 0.65
Dec 0.979 2.81 · 10−6 0.228 2.69 · 10−5 0.67

108



4.A Dataset and network metrics

Table 4.7: Results of power law fit of the degree and strength distribution for all
the months obtained by using the algorithm described in (Clauset et al., 2009).
The α parameter is the fitted exponent and the kmin and wmin parameter is
the estimated minimum value after which the behaviour of the distribution is
consistent with a power law tail. Since the volume of payments are scaled,
the values of wmins are not much informative, so for the strength F(wmin) =
1−EDCF(wmin) is reported instead.

degree strength
month αin kinmin αout koutmin αin F(win

min) αout F(wout
min)

Jan 2.55 159 2.85 24 1.89 0.03 1.89 0.01
Feb 2.56 148 2.80 19 2.10 0.03 1.99 0.01
Mar 2.53 125 2.70 44 2.11 0.03 1.97 0.01
Apr 2.67 257 2.82 22 2.14 0.03 2.01 0.01
May 2.66 227 2.83 23 2.12 0.03 2.07 0.01
Jun 2.58 135 2.83 23 2.07 0.03 1.96 0.01
Jul 2.52 124 2.80 21 2.07 0.03 2.02 0.01
Aug 2.62 236 2.74 14 2.07 0.03 1.94 0.01
Sep 2.64 187 2.83 32 2.09 0.04 2.03 0.01
Oct 2.53 129 2.75 25 2.05 0.03 1.95 0.01
Nov 2.59 134 2.83 19 2.06 0.03 2.04 0.01
Dec 2.55 180 2.62 41 2.06 0.03 1.98 0.01
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Table 4.8: Assortativity coefficient for degree and strength. The columns with
rating refers to the subgraph of nodes with known rating. The columns customers
refers to the subgraph of nodes with customer status yes.

attribute degree strength
nodes all with rating clients all with rating clients
Jan -0.035 -0.035 -0.046 -0.036 -0.031 -0.046
Feb -0.027 -0.029 -0.036 -0.030 -0.031 -0.039
Mar -0.025 -0.030 -0.038 -0.027 -0.027 -0.037
Apr -0.027 -0.027 -0.037 -0.030 -0.029 -0.041
May -0.026 -0.033 -0.039 -0.027 -0.026 -0.035
Jun -0.025 -0.027 -0.032 -0.028 -0.030 -0.037
Jul -0.025 -0.028 -0.036 -0.028 -0.028 -0.038
Aug -0.027 -0.035 -0.040 -0.032 -0.034 -0.041
Sep -0.024 -0.027 -0.030 -0.028 -0.030 -0.036
Oct -0.028 -0.028 -0.037 -0.032 -0.033 -0.043
Nov -0.023 -0.028 -0.031 -0.026 -0.028 -0.035
Dec -0.027 -0.030 -0.034 -0.031 -0.035 -0.041
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Appendix 4.B Risk distribution

4.B.1 Degree and risk

The multinomial logistic regression aims to model the probabilities for a clas-
sification problem with more than two outcomes. Here we treat the responses
(L, M, H ) as categorical and ordered. In practice this means to find parameters
that best fit the model

log
(
P (r ≤ L)
P (r > L)

)
= aL + b

1
LX1...+ b

p
LXp+

log
(
P (r ≤M)
P (r > M)

)
= aL + b

1
MX1...+ b

p
MXp+

. Xi are the predictors, a and bi· are the coefficients. We consider the cases
p = 1, where the predictor is the degree X1 = k, and the case p = 2 where also
the size is used as predictor X2 = s. In the following table 4.9, the b coefficients
are show, together with an indication for the statistical significance.
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Table 4.9: Coefficients for multinomial logistic regression. First two columns
refers to the regression with the degree as only predictor. The last four columns
refer to the regression with also the size as predictor. The superscript indicates
the predictors: k for the degree, s for the size. The subscript indicates the risk
rating. The stars indicate significance: one star if the p-value < 0.05, two stars
if the p-value < 0.01

bkL bkM bkL bsL bkM bsM
Jan 0.258 ** 0.352 ** 0.261 ** -0.007 0.312 ** 0.091 **
Feb 0.221 ** 0.305 ** 0.210 ** 0.024 ** 0.233 ** 0.159 **
Mar 0.226 ** 0.314 ** 0.220 ** 0.013 0.237 ** 0.173 **
Apr 0.243 ** 0.328 ** 0.240 ** 0.007 0.270 ** 0.131 **
May 0.229 ** 0.324 ** 0.206 ** 0.051 ** 0.237 ** 0.195 **
Jun 0.239 ** 0.325 ** 0.232 ** 0.017 * 0.237 ** 0.199 **
Jul 0.238 ** 0.344 ** 0.227 ** 0.026 ** 0.263 ** 0.187 **
Aug 0.183 ** 0.272 ** 0.175 ** 0.020 * 0.179 ** 0.211 **
Sep 0.238 ** 0.355 ** 0.218 ** 0.046 0.255 ** 0.228 **
Oct 0.220 ** 0.329 ** 0.207 ** 0.030 ** 0.232 ** 0.220 **
Nov 0.226 ** 0.338 ** 0.211 ** 0.034 ** 0.233 ** 0.234 **
Dec 0.219 ** 0.331 ** 0.220 ** -0.002 * 0.231 ** 0.227 **
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4.B.2 Assortativity of risk

Table 4.10: Assortativity coefficient for risk rating. The columns with rating
refers to the subgraph of nodes with known rating. The columns customers refers
to the subgraph of nodes with customer status yes. In the last two columns,
the metric for assortativity is modified in order to take into account weights,
specifically eij is computed as the fraction of volume, not the number of edges
(see main text for more details).

metric standard weighted
nodes all with rating clients all with rating clients
Jan -0.063 0.025 0.035 0.073 0.115 0.109
Feb -0.066 0.026 0.038 0.106 0.181 0.188
Mar -0.067 0.025 0.039 0.073 0.150 0.150
Apr -0.067 0.026 0.036 0.069 0.154 0.156
May -0.067 0.025 0.038 0.065 0.146 0.139
Jun -0.068 0.026 0.039 0.060 0.150 0.128
Jul -0.072 0.025 0.037 0.046 0.142 0.137
Aug -0.078 0.025 0.040 0.078 0.149 0.224
Sep -0.067 0.025 0.040 0.087 0.168 0.216
Oct -0.076 0.024 0.037 0.080 0.151 0.213
Nov -0.072 0.024 0.039 0.070 0.175 0.149
Dec -0.082 0.024 0.040 0.037 0.199 0.151

To test if nodes show different preferences in connection between incoming
and outgoing payments we define the quantities

∆
(in)
i (X) =

w
(in)
i (X)− ãX b̃r(i)
1− ãX b̃r(i)

, X ∈ {L, M, H}

∆
(out)
i (X) =

w
(out)
i (X)− ãr(i)b̃X
1− ãr(i)b̃X

, X ∈ {L, M, H} .

The notation is consistent with the definition in (4.1): r(i) is the risk of node i;
ãX , b̃X are the percentage volume from or to nodes with rating X for the whole

network, w
(out)
i (X) (w(in)

i (X)) is the percentage of the volume from (to) node i
to (from) nodes of rating X. Samples are obtained by grouping nodes by rating,
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for a total of 18(= (3 ratings)2 · 2 directions) distributions. For example, the
distribution of excess percentage volume from L towards M is given by

{∆i(M)(out) | i ∈ L} ∼ F(out)L (M) .

Similarly, the excess percentage volume entering M from H is given by

{∆i(H)(in) | i ∈M} ∼ F(in)M (H) .

Note that in general, F
(in)
X (Y ) , F(in)Y (X).

We perform two set of test. In the first case we fix one rating and we
compare out- and in- excess percentage volume with respect to a certain rating.
In all the cases the null hypothesis is rejected with very low p-values, however it
is not straightforward to give an economic interpretation of the overall results:
for all the rating, the excess percentage toward L is greater that the analogous
for incoming volume, while the opposite holds for payments to and from H .
In the second set of test we fix a rating and a direction (in or out), and we
compare the excess percentage volume from (or to) all the ratings. Also in this
case all the tests reject the null with very low p-values, so we are able to order
the distributions and evaluate the preference in connection. For the outgoing
volume, rating L is preferred to the more risky ones in all the case. Payments to
nodes rated M follows in preference from nodes having risk M and H , but are
last in order for nodes having rating L. For incoming payments, the situation
is slightly different. Rating M is preferred by nodes rated M and H , and it is
followed by L. While the preference is reversed for payments from nodes rated
L.

4.B.3 Test for risk distribution within a community

The statistical test employed in the main text has the purpose to assess whether
a given rating is under- or over- represented in a certain subset, obtained by
one of the partitioning methods described in the paper. In general, this means
to test if the distribution of ratings in a single subset is statistically different
from the unconditional distribution obtained considering the entire sample.
To do so, one computes the p-value representing the probability to observe a
given number of ratings in each community under the null hypothesis of that
ratings are distributed in the community as in the whole sample. As shown in
(Tumminello et al., 2011) the probability under the null is the hyper-geometric
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distribution. Moreover, since for each community multiple tests (one for each
rating and community) are performed, a correction for the p-value for multiple
hypothesis testing is used. In particular, the Bonferroni correction is chosen,
i.e. fixed a threshold ps for the p-value, the corrected threshold is given by ps

Nr
,

where Nr is the number of tests. The threshold of is fixes at ps = 1% before
correction.

Specifically, given a partition {Ci}i the following quantities are computed

kx,i = #{nodes in Ci with rating x}
ni = #{nodes in Ci}
Kx = #{nodes with rating x}
N ′ = #{nodes}

and the p-value is given by

p =

P(y > kx,i
kx,i
ni
> Kx
N ′ )

P(y < kx,i
kx,i
ni
< Kx
N ′ )

, y ∼ hypergeom
(KL
N ′
,
KM
N ′

,
KH
N ′

;N ′
)
.

Note that {Kx} and N ′ are computed in the specific monthly network under
consideration.

In the case of the distribution conditioned on the distance, the subsets are
obtained by considering pairs of nodes. For example, the fraction of nodes with
rating L at distance k from H is computed as

p
(k)
HL =

|{(i, j) : d(i, j) = k, i ∈ H, j ∈ L}|
|{(i, j) : d(i, j) = k, i ∈ H}|

.

The partitions resulting from the other methods are very different in terms
of number and size of subsets, so to make tests comparable, only communities
including at least 500 nodes with known rating. In the cases of modularity,
subsets are ordered by descending size. Note that, since each month the set of
active nodes and the labelling of subsets changes, one cannot easily compare
the behaviour of a subsets across months.

Tables 4.11, 4.12, present a summary of the tests, recording for each month
and risk class the number of times the null hypothesis has been rejected, sepa-
rated in over- (+) and under- (−) representation. The last two columns contain
the number classes respectively tested, and in total (nC).
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Table 4.11: Summary for test results: modularity
L M H

+ - + - + - tested nC95% nC
Jan 4 9 8 4 6 5 17 13 1971
Feb 5 11 9 2 9 7 20 15 1900
Mar 5 13 7 2 8 4 20 14 2070
Apr 4 9 7 3 7 6 19 14 1902
May 3 9 8 2 7 5 18 13 1856
Jun 5 12 11 3 6 6 21 15 2148
Jul 6 8 10 5 5 3 17 12 1862
Aug 5 12 8 3 8 5 21 16 2608
Sep 3 9 9 2 4 4 16 12 1879
Oct 5 11 9 2 6 4 18 13 1922
Nov 5 9 7 4 5 4 17 11 2083
Dec 3 11 10 3 7 3 19 15 2323

Table 4.12: Summary for test results: hierarchy
L M H

+ - + - + - tested nC95% nC h
Jan 5 5 5 4 3 5 12 11 18 0.75
Feb 5 5 4 4 4 5 12 11 17 0.74
Mar 4 4 4 4 4 4 12 11 18 0.74
Apr 4 4 3 4 3 6 12 10 15 0.75
May 6 4 4 4 3 6 12 13 18 0.74
Jun 5 3 3 4 4 6 12 11 17 0.75
Jul 4 3 3 4 3 5 12 11 16 0.74
Aug 6 4 3 5 3 5 14 11 20 0.78
Sep 5 4 3 4 4 6 12 10 17 0.74
Oct 5 4 3 4 3 5 12 11 17 0.73
Nov 5 3 4 4 3 5 12 10 18 0.75
Dec 4 3 3 4 3 7 12 12 19 0.75
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Table 4.13: Summary for test results: dcSBM
L M H

+ - + - + - tested nC95% nC h
Jan 5 5 5 4 3 5 12 11 18 0.75
Feb 5 5 4 4 4 5 12 11 17 0.74
Mar 4 4 4 4 4 4 12 11 18 0.74
Apr 4 4 3 4 3 6 12 10 15 0.75
May 6 4 4 4 3 6 12 13 18 0.74
Jun 5 3 3 4 4 6 12 11 17 0.75
Jul 4 3 3 4 3 5 12 11 16 0.74
Aug 6 4 3 5 3 5 14 11 20 0.78
Sep 5 4 3 4 4 6 12 10 17 0.74
Oct 5 4 3 4 3 5 12 11 17 0.73
Nov 5 3 4 4 3 5 12 10 18 0.75
Dec 4 3 3 4 3 7 12 12 19 0.75
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Appendix 4.C Classification

4.C.1 Data pre-processing

It is well established (Friedman et al., 2001) that rescaling/ transforming data
in order them to be ∈ [0,1] or ∈ [−1,1] or standardised, generally improves
the performance of classification, especially when different predictors have very
different scale. So, before training the models we perform data preprocessing,
in particular:

i. for in- and out- degree we use quantile transformation of the logarithm
of the degree. This choice is explained by the aforementioned power-law
tail distribution of these quantities, and aim to avoid too scattered data;

ii. the predictors for assortativity are already ∈ [0,1] so they do not need
preprocessing;

iii. the distribution of nodes into hierarchy classes is standardised, i.e each
rank is shifted and rescaled to have mean 0 ad variance 1;

iv. the module is the only categorical variable. The usual binary transfor-
mation would result into a new binary variable for each possible value.
As we discussed before, the number of modules is very high but a small
fraction of them contains almost all the nodes, so we only keep those that
have more than 500 nodes and merge all the remaining into a residual
class;

v. quantile transformation is applied also to the log-distribution of the size.

4.C.2 Models training and hyper-parameter optimisation

Models training is performed using already implemented packages: for multi-
nomial logistic and classification trees Scikit-learn Python package (Pedregosa
et al., 2011) has been employed, while for neural networks Keras Python pack-
age (Chollet et al., 2015) and Tensorflow (Abadi et al., 2015) have been used.
However, during optimisation, the parameters that define the architecture of the
model, the so called hyper-parameters, remain fixed. For this reason, a com-
mon practice is to train many models using different values for these hyper-
parameters and compare performance according to the chosen metric(s). A
thorough discussion on this topic is beyond the scope of this paper, we refer to
(Bergstra and Bengio, 2012) and related literature for detailed information.

Here we apply a simple grid search for the hyper-parameters of interest.
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This has been done for both 1-step and 2-steps classifiers. The metrics we
employ take into account the domain specific interpretation of the risk classes.
In particular we want to penalise more misclassification towards lower risk
classes, i.e M → L̄, H → M̄, H → L̄8, and towards distant classes, i.e L →
H̄, H → L̄. For this reason, beside the standard accuracy and recall, we also
consider weighted scores for accuracy wsacc, recall wsrec, precision wspr, which
are function of the confusion matrix C. With the notation

Cx,y = |{x→ ȳ}| , C·,y =
∑
x

Cx,y , ∀x,y ∈ {L, M, H}

wsacc =
1
C·,·

∑
x,y∈{L,M,H}

Cx,yP
acc
x,y , P acc =

 1 −0.25 −0.5
−0.75 1 −0.25
−1 −0.75 1



wsrec =
∑

x,y∈{L,M,H}

Cx,y
Cx,·

P rec
x,y , P rec =

 1 −0.25 −0.75
−0.75 1 −0.25
−1 −0.75 1.75



wspr =
∑

x,y∈{L,M,H}

Cx,y
C·,y

P
pr
x,y , P pr =

 1 −0.25 −0.75
−0.75 1 −0.25
−1 −0.75 1.75


For classification trees, the hyper-parameter of interest is the depth, i.e the

maximum number of condition to be satisfied for classification (or the length of
the longest path from root to leaves). A higher value for depth results in lower
training error but may lead to over-fitting. We considered value of depth from 3
to 10. For the 1-step model, the tree with depth 6 resulted the best choice, while
for the 2-steps, the best results have been attained with a depth of 9 for the
first step tree and 5 for the second. For neural networks, the hyper-parameters
of interest are the number and size of hidden layers. As before, increasing too
much these values may lead to over-fitting. In order to avoid extremely high
number of parameters when adding layers, we consistently reduce their size as
their number increases (intuitively, the number of parameter grows as

∏
i |li |,

where |li | is the size of the ith layer). For example, in the case of 1 (hidden) layer

8X indicates the real class, while X̄ indicates the predicted class.
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the number of nodes is between 10 and 100, while for two layers, it goes from 5
each to 10 each. For the 1-step model the best results are obtained with 1 layer
of 50 nodes, while for the 2-steps the best choice is 2 layers of 5 nodes each for
the first step and 1 layer of 10 nodes for the second.
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Conclusions

This thesis contributes to network literature in several directions.
In the first part we addressed the issues related to the detection of hierar-

chical structure in directed networks.
First, we introduced an ensemble of random graphs, termed the Ranked

Stochastic Block Model, and we study how the metric agony, penalising links
contrary to the hierarchy, is able to identify the planted ranking. Using sym-
metry arguments we have explored ranking alternative to the planted one and
obtained from it by merging, splitting or inverting its classes. We have shown
that when the hierarchy is not strong enough some of these alternative rank-
ings of nodes have a value of the hierarchy larger than the planted one. This
demonstrates that the metric has a resolution limit, being unable to detect small
classes in large networks. In some cases we have strong numerical indications
that the proposed alternative rankings, are actually close to the global opti-
mal one. We showed that in these cases the iterated application of agony can
lead to significant improvement of the hierarchy detection. We also proposed a
bootstrap strategy to asses the statistical significance of the inferred partition.

Secondly, employing similar arguments of the previous case, we proved that
by acting on one parameter of the metric agony, it is possible to loosen the
resolution limit of hierarchy detection. Since the change of the parameter results
in a problem which has non polynomial computational complexity and no exact
algorithm exist in the literature, we propose an heuristic algorithm. The tests
on synthetic networks give encouraging results on its performance.

To conclude the first part we showed that by exploiting the knowledge of the
hierarchical structure of financial networks, it is possible to effectively monitor
and control the build up of instability of the interbank network. This is achieved
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by first choosing to employ the leading eigenvalue of the adjacency matrix as a
model-free proxy for the level of instability of a system. The size

Finally in the second part we studied the interactions and the risk distribu-
tion of 2 million Italian firms, via the investigation of payments networks built
from transactional data. Our contribution is threefold. On one side, the study
of the structure of the network highlighted a complex interdependence between
firms: the presence of a small denser core of well connected firms and the
power-law tail distribution of the number of connections signal an architecture
which may favour the spread of distress. The second and main contribution is
the assessment of the correlation between the network structure and the dis-
tribution of risk. From our analysis, we can conclude that the risk level of a
firm is related to its features and role in the network at different levels: from
single firms to pairs, to modules. Also, the hierarchical organisation showed
once more that many levels of the hierarchy have a local distribution of risk sta-
tistically different from the global one. As high risk firms are over-represented
at the beginning of the flow of money, this can be a source of distress for the
entire system. Finally, we showed that network metrics and communities can be
successfully used to predict the missing ratings with machine learning models.
We proposed a simple 2-steps strategy to compromise between overall accuracy
and recall on the smallest but most risky class.
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