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Abstract

Recent works on Content Based Image Retrieval relypamn of visual words to index visual content.
Analogically to the bag of words approach in text retrieval, this modetsifription represents an image

as a vector of weights, where each weight corresptmttse importance of a visual word in the image,

and is computed according to the chosen weighting scheme. Instead of using the known weighting
schemes directly migrated from text retrieval domain, we propose a new approach specifically for images.
The proposed weighting scheme is based on a fupdehto take into accoutite fundamental difference

that exists between textual words and visual words. For experiments, two datasets with very different
properties are used. The tests clearly demonstrate that retrieval based on the proposed technique produces
better results than standard term weighting schemes.

1. Introduction

Content Based Image Retrieval (CBIR) is a technology that aims to organize images in response to a
query, based on visual content. This technolodgierdi from traditional retrieval systems, based on
keywords to describe images.

One of the basic problems in CBIR is how to transfatisual contents into distinctive descriptors for
dissimilar images, and into similar descriptors fiorages that look alike. In other words, the main
problem is tdranslate the semantic similarity tesual similarity when indexing images.

A number of indexing methods for CBIR have bgenposed. Most of works use global statistics of
images [1]. Swain and Ballard [2] were the firsuge color histograms and their intersections to compute
a distance between images. Since then, many d#atures were applied for image indexation, for
example the colorimetric momenii3] and the color sets [4].

Recently, the notion of keypoints was introduced. THesal descriptors are used to describe interest
points that form an object, and SIFT (Scale Invarianufeat Transform) [5, 6] iproven to be one of the

best local descriptors [7], being reasonably invartanchanges in illumination, noise, rotation, scaling
and viewpoint. Therefore, SIFT descriptors have lveidely used as an effective image representation for
several computer vision tasks like in object detegtimage stitching and 3D scene modeling. Generally,
this kind of applications exploits the SIFT descriptors in a local context, comparing and matching similar
keypoints.

Local descriptors have also beadapted for image retrieval, topresent an image in a global context
using a single vector, and Bag-of-Visual-Words is ohthese techniques. Based on local descriptors, this
approach is analogous to the bag-of-words represemtafitext document in autmatic text retrieval in
terms of form and semantics. The construction of ge@aVisual-Words vector requires three main steps:
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local description of the image, visual vocabulagnstruction and image indexation. Therefore, each
image is represented by a Bag-of-Visual-Words signature which is traditionally a histogram of its patches,
i.e. a bin of the histogram represents a visual wamd,contains the associated information which depends
on the chosen weighting scheme. We have seensthe®fupresence or absence information, its count in
the image (the number of keypoints in the correspondigaliword), or the weighted count [8]. In effect,
these are the most used term weighting techniquesgtinetgieval [9]. In Bag-of-Visual-Words approach,
an image is described by its viswabrds just like a document is dese@ibby the terms in automatic text
retrieval. However the visual words aren’t quae meaningful. For example, when describing a text
document by a bag-of-words signature, each woecdusited in the corresponding entry of the vocabulary,
e.g. “walks”, “walking” and “walked” would be counted in the entry of “walk”. But when mapping an
image’s keypoints to visual words, each word is cedrih the nearest entry of the visual vocabulary,
based on a distance measure. Thiey introduce a loss of fidelity tonage signature: two keypoints
associated with the same vocabulary entry contributiedrsame way to the construction of the signature,
whether they are identical or appreciably differ&nirthermore, two similar keypoints may be considered
in two different entrees. Certainly, increasing thacabulary size attenuates this disadvantage, but
involves a longer processing time when responding tuexry. The aim of this work is to propose a
method keeping simplicity of the Bag-of-Visual-Worasproach while minimizing the effects due to the
vocabulary size choice and similarity between visuaids. The proposed weighting scheme is based on a
fuzzy modeling of the distribution of the keypointis paper is organized as follows: section 2 describes
the development of the indexation system bagedBag-of-Visual-Words approach and reviews the
existent weighting schemes. In Section 3, the propapptbach for visual-words weighting is presented.
Section 4 provides detailed experimental lssirinally, section 5 concludes the paper.

2. Bag-of-Visual-Words approach

The visual words denote local faets extracted from a large samplofgmages and then quantized to
form a visual vocabulary (codeboolginally, an image is described by a histogram where each bin
represents a visual word, and the associated wedghtsents its frequency in the image. Thus,
constructing a BoVW signature requires three stepsacting local descriptors, building a visual
vocabulary and indexing images.

a. Local descriptors extraction

We use SIFT [5, 6] as the interest point deteator descriptor. The first step detects salient locations
known as keypoints that are identifiable from differgptvpoints and are usually around the corners and
edges in images objects. Second, the keypoints piresented by a 128 elements vector summarising the
edge information in the image patch centered at the kelyfdie output of this step is a set of SIFT local
descriptors extracted from a large sampling of imagd® used to build the visual vocabulary.

b. Building a visual vocabulary

The construction of the visual vocabulary is an imporséep of the BovVW model. In fact, each image in
the dataset will be represented using the visual wafrttss vocabulary. To this end, the generated
vocabulary must be the most representative possibfgractice, building the visual vocabulary means
guantifying all the already extraet local descriptors. Since their space is not dense and uniform and
certain vectors may not appear again whereas appear frequently, a clustering algorithm is used to
guantize SIFT vectors. The clustering is performsitig the standard k-means algorithm, where the
number of clusters is the vocabulary’s size ancchhgter's centers are the visual words.

c. Visual indexing

Once the visual vocabulary is built, we index ith@ges in the collection constructing their BovW
signatures. An image’s BoVW signature requireslifig the weight of each visual word from the
vocabulary. Thereby, each image is representeahigtogram where the bins are the vocabulary’s
entrees and the weights are the appearance frequentiesmage. Analogously to the term weighting
techniques in text retrieval, a visual word’s weigHbisned by three factorgirst the visual word is



frequently mentioned in an image which suggesesra frequency (tffactor as a part of the weight. The
second is théverse document frequen@gif).this is a collection-dependent factor used to favour visual
words found in a few images of the collection. The intuition istthaeights visual words occurring often
in a particular image, whilstif down-weights those that appear ofte the collection. The third term-
weighting factor is @ormalizationcomponent introduced to treat all the images equally, even if their
number of keypoints differs. Table 1 summarizes the popular term weighting schemes in text retrieval
where they are named and described after the convention in [9].

name value description

Term frequency factor
b 1,0 Binary i.e. 1 for visual words present, O if not
t tf Number of occurrence of the visual word.

Collection frequency factor
X 1,0 No change in weight
log= Multiply by idf (N is the number of images in
the collection, and n the number of images
containing the visual word.

—
= 4

Normalization factor
X 1,0 Nonormalization
c 2 Each visual word weight vis divided by
Wi the sum of the of the image’s weights.

Table 1: term weighting factors

For image search, we have seen the userof frequency-inverse document frequeftixy in [10, 11] and
the count of visual worddxx) in [12]. We have also seen the use the normalized term freq(t®orji 3]
and binary weightgoxx)]14] for image classification. Instead w$ing a text retrieval weighting schema,
we propose a more realistic approach to weiggual words using a fuzzy assignment.

3. The proposed Visual-Words weighting approach

a. Drawbacks of existing approaches:

An empirical study of the impact of weighting sche choice on classification performance [8] concluded
that the best weighting scheme varies accordinggedlcabulary size and image properties. Since there is
a fundamental difference between text words and imieggsoints, we believe #t using term weighting
schemes directly migrated from automatic text retrieeahain is not an optimal choice. In fact, the text
words vocabulary is generated from the text corpus according to a natural language. Hence, the
document’s term vector is constructed finding eaond’s vocabulary ernyrnaturally according the
language’s grammar and semantic. By contrastvidwal words vocabulary is the output of vector
guantization using the clustering algorithm. Thusnaage’s BoVW signature is generally obtained
mapping keypoints to the most similar visualrd based on a distance measure.

This may reduce the signature’s discriminative positece two keypoints may be assigned to the same
visual word (cluster) even if they are not equally similar to the visual word (i.e. they don't have the same
distance to the cluster’s center). Consequenté/iwlo keypoints contribute in the same way in the
signature’s construction and the obtained value doedtéttehe real weight of the visual word in the



image. Certainly, the more the vocabulary’ size is increased, the more this effect is opposed. But in this
case the vocabulary would be less generalizable, sersstive and incurs longprocessing time for the
retrieval.

b. The proposed fuzzy representation
Suppose that V={yVa,..., V,,...\k} is the visual vocabulary formed lifie k centers of clusters (visual
words) obtained after vector quantization with k-means algorithm.;Ljef §1, 2, ..., M} be a SIFT local
descriptor among M keypoints detected from an image. We associageftzpy description considering
all the vocabulary’s visual words. iBlrepresents the contribution of the keypoint in the weight of each
visual word. To this end, a membership degratefmed using the fuzzy membership function of Fuzzy-
C-Means algorithm [15].

U:'.' = =

|[py — villym-1
El{ ] )
1[Illf* = Vall

Ui;: The contribution of the kgoint w hose the descriptor is the weight of the visual word whose the
center is v

m: the degree of fuzziness,&n1,oo].

Thus, a fuzzy histogram is obtained and each biresgmts the fuzzy weight of the corresponding visual
word. Such a representation takes into account thigasity between the keypoint and each visual word

and resolves a major problem with existent weighting schemes.

To illustrate this effect, let's suppose tIBET descriptors are 2 dimensions vectors.

descriptor’s second element
A Vs
v;: ith visual word
(i.e. center of a cluster)
p;: jth keypoint

(i.e. patch from image)

Ii

P
Y

descriptor’s first element

»
»

Figure 1: similarity measurment beforeassigning keypoints to visual words
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Figure 2- Crisp assignment
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Figure 3- Fuzzy assignment

Figures 1,2 and 3 represent the contribution of the keypairtsdop in the weights of visual words,
supposing that local descriptors are two dimamsivectors. In figure 2, the two keypointapd p

contribute in the same way to the weight of theianest cluster’'s center even if they are not equally
similar to this visual word (figure 1). Using the fuzzy assignment (figure 3), the two keypoints contribute
in the weights of the visual wordg &nd v and thus the distribution of weights is more equitable.

m € ]1,00[ controls the degree of fuzziness in the distribution of weights. Empirically, we found that
m~=1,1 is the best setting (ou bien; Empirically, we found trelt,1 maximizes the retrieval performance

4. Experiments

a. Images collections

To evaluate the proposed approach and compdhetother weighting schemes, two databases with
different properties are used: COREL-1000 and COIL-100.

COREL is a collection of about 60000 images created by the professor Wang'’s group at Penn State
University. COREL-100bis a well known sub-collection thatrtains 1000 natural images divided into

ten categories with 100 images per category. Figuteows ten scenes randomly selected for experiments
(one image per category).

L available ahttp://wang.ist.psu.edu/docs/related.shtml
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COREL2 " ""COREL3 COREL4 COREL5
(Beach) (Buildings) (Buses) (Dinosaurs)

CORELL
(Africa)

CORELG6 COREL? Bl COREL9 COREL10
(Elephants) (Flowers) (Mountains) (Food)

CORELS
(Horses)

Figure 4- Sample images from COREL-1000 database
(The images have the samsige: 384x256 or the inverse)

B
COIL7 COIL8 COIL9 COIL10

Figure 5- Sample images from COIL-1000 datzase
(The images have the same size 128x128)

The Columbia University COIL-100 datab&sentains 7200 images of 100 different objects, whare 7
images where taken at 72 different viewpointsasated by 5°. Figure 5 represents the ten different
objects selected also randomly for experiments.

The keypoints in two samples of databases arewetand described by SIFT. We used 300 and 3000
randomly sampled images from COREL-1000 and COIL-100 to extract and describe SIFT keypoints. For
each sample, we use the k-means clustering algorittugter keypoints descriptors into a visual word
vocabulary of 100 entrees. To compare the propapptbach with existing weighting schemes, the

images are finally indexed in 6 different ways udimg, txx, txc, tfx, tfand the proposeuzzy weight

and severalugries are performed using the Euiddistance to compute the similarity between

signatures.

2 available ahttp://www1.cs.columbia.edu/CAVEoftware/softlib/coil-100.php




b. Experimental results

In this section, we evaluate the proposed fuzzigieng scheme and compare it with existing methods:
bxx, txx, txc, tfx, ticTo this end, we use statistiecall andprecision Whereprecisionis defined as the
number of correctly retrieved images by a search divided by the total number of images retrieved, and
recall denotes the number of images retrieved by a search divided by the number of images of the class
that the target image belongs to. Hrecision/recallcurve is obtained making vary the number of images
returned by a query. For each query, the recall aacigion are computed for the 10, 20, 40, 60, 100 and
200 most similar images retrieved.

1
—&— bxx
—— - ixx
0.8 | —#— Fuzzy weight
—*—{Xc
c 06 - tfx
% —o—tfc
(5]
Q 04t
o
0.2 +
0 1 L
0 0.2 0.4  recall 0.6 0.8
Figure 6 — Recall versus Precision: image COREL9
1
0.8
506
1)
©
Q
o 04 +
0.2 +
0 L 1 1

0 0.2 0.4 recall 0.6 0.8

Figure 6 — Recall versudlrecision: image COIL10



Figures 5 and 6 present the resultpratisionversugrecall for two images COREL9 and COIL10
showing that the precision rate decreases as recall increases. In tguieas the worst performance and
the Fuzzy weight outperforms the others in niesall/precisionpoints. For the image COIL10, it's clear
that the proposed Fuzzy weighttperforms significantly the others.

To further compare the performance of varimgsghting schemes, we performed on each database 10
gueries returning the 20 most similar imagesygishe images in figure 4 and 5 as targets. Table 2

presents the average precision of retrieval results by using the different weighting schemes and shows that
theFuzzy weighhas the best average precision far tivo databases. We also completed the

measurements for the 10, 40, 60, 100 and 200 nmagasimages retrieved to plot the average precision
versus average recall in figure 7 and 8. The figeire shows that when indexing COREL-1000 images

using fuzzy weights, retrieval results aftightly better than those obtained wikx, txcandtfx while bxx

andtfc had the worst performance. For the COIL-100 database (figure 8), it's clear that indexation based
on the proposed fuzzy model gives considerably begtdeval results than all other methods.

database bxx tXX txc tfx tfc Fuzzy weight
COREL-1000] 0,145| 0,635 0,61 0,6 0,50 0,655
COIL-100 0,62 0,715 0,665 0,615 0,565 0,8

Table 2 — average precision of 10 queries for each database for different weighting schemes

—&— bxx
— — —txx
Fuzzy weight
—%—tXc
tfx
tfc

precision

0 1 1 1
0 0.2 0.4 recall 0.6 0.8

Figure 7 — average recall grsus average precision for ten queries on COREL-1000



08 ¢

0.6 r

04

precision

0.00 0.20 0.40 recall 0.60 0.80

Figure 8 — average recall grsus average precision for ten queries on COIL-100

5. Conclusion

This study confirms that Bag-of-visual-words ieefiable indexation method to represent visual content
for image retrieval. Although BoVW is known for ggnplicity and effectiveness, we have shown that
using representation techniques directly migrated fiatomatic text retrieval domain is not an optimal
choice. To remedy this drawback, we defined a fuzageh specifically for visual words instead of using
known term weighting schemes. The proposed appra&es into account the fundamental difference
between text and images and the cotetliexperiments proved its superiority.

BoVW approach can be improved by several otteys, such as using a more effective algorithm to

create the visual vocabulary, taking into account their large number and noisy keypoints that may be
considered . We believe also that the color provides valuable information in keypoints description. Since
SIFT descriptors use only gray scale information andaeegblor, a very important source of distinction
may be lost. Consequently, a further improventéi@oVW would be by introducing the color

information to describe keypoints.

One other interesting direction for future work igitEcompose the image’s signature into sub-histograms
each corresponding to a part of thescribed image. As a result, the BoVW signature is enriched by the
information on the spatial relation between visual words.
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