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Abbreviations: 

ADC: amplitude – distance curve 

AFM: atomic force microscope/microscopy 

ATR-IR: attenuated total reflectance infrared 

CITS: current imaging tunneling spectroscopy 

CNT: carbon nanotube 

CVD: chemical vapor deposition 

DMT: Derjaguin-Muller-Toporov (model) 

DOS density of states 

FET: field effect transistor 

FLG: few layer graphite 

GNR: graphene nanoribbon 

HOPG: highly ordered pyrolytic graphite 

LDOS: local density of states 

MWCNT: multiwall carbon nanotube 

SEM scanning electron microscope/microscopy 

STM: scanning tunneling microscope/microscopy 

STS: scanning tunneling spectroscopy 

SWCNT: single walled carbon nanotube 

TAFM: tapping mode AFM 

TEM: transmission electron microscopy 
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1. Introduction 

Throughout human history, technology and the gathering of scientific knowledge seems to 

have progressed in a more or less exponential, self enhancing manner. This has certainly 

been true after the enlightenment when in the western world, the gain in scientific 

knowledge and technological mastery that has been enabled by it has spurred on the 

development of the natural sciences, this itself helping to create new technologies to better 

exploit our resources and create new opportunities. From the early days of cross ocean ship 

travel, through the industrial revolution in the latter part of the XVIIIth century to the 

internet age, the frequency of technological revolutions has increased and will likely increase 

further through the XXIst century, global resources permitting. Today, we stand at the 

beginning of what looks like another scientific and technological revolution: the age of 

nanotechnology. This holds the promise of enabling us to manipulate materials at the 

nanometer scale, resulting in tools and technologies never dreamt of in earlier centuries, 

from nanoparticle based cancer therapy [1] to high performance composites [ 2, 3], 

nanotechnology opens up new frontiers for innovation in medicine, electronics, materials, 

etc. [4]. 

A leading thread in the unfolding story of nanotechnology are carbon nanostructures, the 

discovery and research of which has significantly contributed to shaping the route that 

science at the nanoscale has taken. These carbon nanostructures include: fullerenes, carbon 

nanotubes and recently prepared single layers of graphite: graphene [5]. All of these 

nanostructures are composed entirely of sp2 hybridized carbon atoms forming various 

structures, from the soccer ball like fullerene (C60) to the single atom thick plane of carbon 

called graphene, to the “rolled up”, tubular sheets of graphene: carbon nanotubes (see 

Figure 1). The physical properties of these materials, although all of them being composed of 

sp2 carbon, are as varied as their atomic structure. From the earliest theoretical investigation 

in the 40’s into the electronic properties of graphene and graphite, it became ever clearer 

that graphite has some unusual properties, for example a difference of around 100 in the in 

plane and out of plane electrical conductivity [6]. Later, more and more properties of 

graphite, graphene and CNT have come to light, for example the high charge carrier mobility 

of graphene and carbon nanotubes [7, 8, 9], exceptional mechanical properties, such as a 
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Young’s modulus higher than 1 TPa [10] for CNTs and similar values for graphene [11], the 

soccer ball-like cage structure of the C60 fullerene, etc. With the discovery of more and more 

of their exotic properties the incentive for further research and the promise of practical 

applications of these materials became ever greater. 

 

Figure 1. (from left to right) A C60 fullerene molecule, a carbon nanotube and graphite. Graphene, a single sheet 

of graphite, can be considered as a building block of all these carbon structures. Image reproduced from ref 12. 

The evolution of the research into carbon nanostructures has also shown a self enhancing 

character, in part due to the highly interconnected character of this field of research and the 

fact that experts and research groups in the field work on various carbon nanostructures 

simultaneously. This way the discovery of fullerenes in 1985 [13] paved the way and 

provided the context for the discovery of carbon nanotubes [14] and later the discovery of 

graphene [5, 15]. In the following chapters I will briefly describe the evolution of this field of 

research, the physical properties of these carbon nanostructures, in order to provide an 

overall picture of the research field and to place my own results into context. 

1.1. Motivation 

The challenges of nanotechnology and of carbon nanostructure research in particular can be 

addressed on two fronts, one of them being the preparation of nanostructures, the other 

the investigation of their physical properties. In order to explore and harness the rich physics 
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of graphene and carbon nanotubes, new methods are required to tailor their properties and 

current methods of sample investigation need to be adapted. This thesis is a contribution to 

the advancement of both of these goals, through the following studies: 

- Exploring a novel route of nanostructuring sheets of graphene in a 

crystallographically selective manner. 

- Introducing a sample preparation technique that solves the sample stability issues 

plaguing the scanning tunneling microscopy investigation of functionalized carbon 

nanotubes. 

- Investigating the anomalous and sometimes contradictory size measurements of 

graphene by the dynamic atomic force microscopy method. 

In the introductory chapters the physical properties of graphene, carbon nanotubes and 

functionalized carbon nanotubes will be presented, as well as relevant experimental 

investigation methods. I will delve into the challenges faced in the investigation of the above 

three topics and the answers I was able to give to them during my research. 

1.2. Discovery, physical properties and the importance of carbon 

nanostructures 

Carbon in the form of coal has been the driving force of the industrial revolution. Today, 

carbon nanostructures are a significant part of another technological and scientific 

revolution: nanotechnology. Fibrous carbon materials are already part of everyday life in the 

form of carbon fiber reinforced composites [16]. During the 1960s and 1970s carbon fibers 

have started out on the road to becoming an important industrial material [16, 17] and 

today they have found uses from sports equipment to vehicle parts, anywhere where low 

weight and high strength is required. Carbon nanotubes and graphene promise even greater 

benefits if their extraordinary properties could be harnessed. 

In the following sections an introduction to the physical properties of carbon nanotubes and 

graphene will be given. Since the electronic properties of carbon nanotubes can be derived 

from that of graphene I will discuss the  properties of graphene first. 
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1.2.1. The discovery of sp2 carbon nanostructures 

The successful isolation of graphene came in a time when research into other forms of 

carbon nanostructures, namely fullerenes and carbon nanotubes was already a well 

established field of research (see publication data in Figure 2). This fact helped spur on the 

rapid development of graphene research. 

 

Figure 2. Publication data from Web of Science (Thomson - Reuters) database. 

The discovery of fullerenes in 1985, was purely by chance, a typical case of a scientist setting 

out to explore a particular problem and in the process stumbling on something completely 

unexpected. Researchers at Rice University were investigating the formation of carbon 

chains in interstellar space, by using a laser beam to evaporate graphite targets [13]. In the 

beam formed by the vaporized carbon species, they have found a remarkably stable carbon 

cluster, consisting of 60 carbon atoms. They have proposed a truncated icosahedron 

structure (similar to a soccer ball) which later turned out to be the correct structure of this 

molecule. Curiously, later research has revealed that fullerenes actually exist in interstellar 

space [18]. 

Not a decade has passed after the discovery of fullerenes and carbon nanotubes have 

entered the scientific stage in 1991, when Sumio Iijima published transmission electron 

microscopy (TEM) images of cylindrical graphitic carbon structures. This publication has 

sparked the imagination of a scientific community already involved in the research of 
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fullerenes, eager to look into the properties of “buckytubes” [19]. It is worth mentioning at 

this point that even though the research into carbon nanotubes has been kicked off in the 

early 90s, following the paper of Iijima, TEM images of carbon nanostructures very similar to 

nanotubes have been reported as early as 1952 [20], though their importance was not 

recognized at that time. In the years following the discovery of Iijima, the properties of 

carbon nanotubes have come to light: extraordinary charge carrier mobility, with a band gap 

dependent on the specific ordering of carbon atoms in the nanotube, Young’s modulus and 

tensile strength in the 1 TPa and 200 GPa range respectively, the maximal supported 

electrical current density is >109 A/cm2 (~100 times greater than for copper wires) 

[21, 22, 23], etc. The fact that a lot of these properties are dependent on the chirality, 

seemed at first to be an exciting benefit of CNT, but it has later turned out to be an 

hindrance to their application. The task of producing samples containing CNT of a specific 

chirality has proven to be a difficult endeavor [24]. Furthermore, separating the different 

chiralities from one another has only recently shown some success, with the ability to enrich 

a sample in semiconducting or metallic nanotubes [24, 25]. This ability to synthesize or to 

produce CNT with a particular chirality is needed to obtain any useful application which is 

based on the electronic or optical properties of the nanotubes [24]. In this respect, graphene 

looks promising because various methods present themselves to tailor its electronic 

properties [26, 27, 28], with a novel procedure being one of the main subjects of the present 

thesis. In the case of carbon nanotubes, various forms of chemical doping and addition of 

functional groups offer a way to tailor their electronic properties to a certain degree. I will 

give a brief description of these methods in the following sections. 

Graphene as a thin film grown on metallic substrates has been obtained and studied since 

the 1970s when Blakely and colleagues reported single layer graphite growth on various 

transition-metal substrates [29, 30, 31]. Even before these experiments, the separation of 

the graphene layers in graphite in the form of graphite intercalation compounds, exfoliated 

graphite and so called graphene oxide has been studied [32, 33]. The term graphene was 

proposed by Boehm et al. in 1986 to describe a single atomic sheet of graphite [34]. 

However during this time it was thought that graphene cannot exist outside of a 3D 

crystalline matrix, much like monolayers of atomic species grown as thin films [35]. Later this 

thinking was proven wrong by Novoselov and Geim. In 2004 their research group has 
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prepared single atomic layers of graphene by mechanical exfoliation from bulk graphite [5]. 

This method produces samples of very high crystallinity and purity, which makes possible the 

exploration of the very specific transport properties of graphene. Following this discovery, 

Novoselov et al. [36, 37], Zhang et al. [38] and Berger et al. [39] have shown that graphene 

has very unique properties, not found in bulk graphite. 

1.2.2. Electronic properties of graphene 

Graphene consists of carbon atoms arranged in a honeycomb lattice having two atoms in the 

unit cell (see Figure 3). These two atoms make up two non-equivalent sublattices in 

graphene, the atoms forming the trigonal σ bonds with each other, with an interatomic 

nearest neighbor separation of acc = 1.42 Å. The σ bonding sp2 orbitals are formed by the 

superposition of the s, px and py orbitals of atomic carbon leaving the pz orbital unhybridized. 

The geometry of the hybridized orbital is trigonal planar. This is the reason why each carbon 

atom within graphite has three nearest neighbors in the graphite sheet. The pz-orbitals of 

neighboring carbon atoms overlap and form the distributed π-bonds that reside above and 

below each graphite sheet. This leads to the delocalized electron π bands, much like in the 

case of benzene, naphthalene, anthracene  and other aromatic molecules. In this regard 

graphene can be thought of as the extreme size limit of planar aromatic molecules. Covalent 

σ bonds are largely responsible for the mechanical strength of graphene and other sp2 

carbon allotropes. The σ electronic bands are completely filled and have a large separation 

in energy from the π bands and thus their effects on the electronic behavior of graphene can 

be neglected in a first approximation. It needs to be mentioned that in a real sample the 

graphene layer is not strictly a 2D crystal, as it becomes rippled when suspended [40] or 

adheres to the corrugation of its supporting substrate [41]. In such a situation a mixing of 

the σ and π orbitals occurs, which may have to be taken into consideration when calculating 

the electronic properties of graphene [42, 43]. 

One of the simplest evaluations of the band structure and therefore the electronic 

properties of graphene can be given by examining the π bands in a tight binding 

approximation. The first account of this band structure calculation was given by Wallace in 

1947 [6]. The lattice vectors forming the basis of the unit cell are: 1 / 2(3, 3)a a=
  and 
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2 / 2(3, 3)a a= −
 , while the reciprocal lattice vectors can be written as: 1 2 / 3 (1, 3)b aπ=



 

and 2 2 / 3 (1, 3)b aπ= −


. Here a  is the nearest neighbor interatomic distance: 1.42 Å. 

 

Figure 3. The honeycomb lattice of graphene showing the two sublattices marked A and B and the first Brillouin 

zone of graphene marking some of the high symmetry points Γ, M, K and K’. (Image reproduced from ref. 44) 

Each non equivalent carbon atom in the unit cell donates one pz electron to the lattice, thus 

when writing the wave function, this becomes a linear combination of the pz electron 

wavefunctions originating in sites A and B  within the unit cell ( Aϕ , Bϕ ): 

(I).  

1 2

1( ) [ ( ) ( ) ( ) ( )]

( ) / 3

ikR
A A B Bk

R

r k r R k r R d e
N

d a a

ψ φ ϕ φ ϕ= − + − −

= +

∑







  
 

  



 

, 

with Aφ  and Bφ  the coefficients needed to be determined and N the number of unit cells. 

Using this wave function in the Schrödinger equation ˆ ( ) ( ) ( )k kH r E k rψ ψ= 



 

 and writing it in 

matrix form, we obtain: 

(II).  ( )A A

B B

H E k S
φ φ
φ φ
   

=   
   



, where *
AA AB

AB AA

H H
H

H H
 

=  
 

 and *
AA AB

AB AA

S S
S

S S
 

=  
 

 

We can determine the eigenvalues of this equation from: 

(III).  

* *

0 1 1 0 2 3

3

( ) ( )
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2 ( 2 ) 4
( )

2
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AB AB AA AA

H S E k H S E k

H E k S H S E k
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 − −
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− −  

− ± − −
=
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where 0 AA AAE H S= , * *
1 AB AB AB ABE S H H S= + , 2 *

2 AA AB ABE H H H= −  and 2 *
3 AA AB ABE S S S= − . 

A fairly simple treatment and one that which gives a good approximation of the band 

structure calculated from first principles [45], is if we consider a first nearest neighbor 

interaction, not neglecting the overlap matrix elements S. The diagonal elements of the 

Hamiltonian are 0AAH ε= , while the off diagonal elements 

( )0 1 21 exp( ) exp( )ABH ika ikaγ= + − + −
 

  . Similarly, the elements of the overlap matrix 

elements, assuming the atomic wave functions to be normalized, are: 1AAS =  

( )0 1 11 exp( ) exp( )ABS s ika ika= + − + −
 

  . The values of the onsite energy 0
ˆ

A AHε ϕ ϕ= , the 

nearest neighbor hopping integral 0
ˆ

A BHγ ϕ ϕ=  and 0 |A Bs ϕ ϕ=  can be used as fitting 

parameters or can be calculated starting from first principles. Using these expressions the 

eigenvalues become: 

(IV).  0 0

0

( )
( )

1 ( )

f k
E k

s f k

ε γ± ±
=

±







 

where 1 2 1 2( ) 3 2cos 2cos 2cos ( )f k ka ka k a a= + + + −
   

  . 

The 2D nature of graphene allows us to plot the ( )E k


 relationship in the whole first Brillouin 

zone (Figure 4). Curiously in the case of graphene the bottom of the conduction band and 

the top of the valence band is not at the Γ point as is the case with a lot of metals and 

semiconductors, but at another high symmetry point at the boundary of the first Brillouin 

zone, at the so called K points (see Figure 4). Here the valence and conduction bands meet, 

but do not overlap, with zero number of states just at the K points themselves. Because of 

this, graphene is called a zero band gap semiconductor or semimetal. The first Brillouin zone 

contains two non equivalent K points called K and K’. In the vicinity of these points the ( )E k


 

relationship becomes linear (see Figure 4c), which has significant consequences for the 

electronic transport and optical properties of graphene. 
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Figure 4. (a) The E(k) relationship and (b) contour plot of the energy ( ( )E k−


) of graphene in the first Brillouin 

zone (red hexagon) setting ε0=0. The parameters used were: 0γ =-2.84 eV and 0s = 0.07 [45]; the Fermi energy 

is at 0. The valence and conduction bands touch at the six K points or valleys. (c) The energy around the K and 

K’ points has a linear dependence on k


. 

Taking the first order expansion of the off diagonal elements of the Hamiltonian around the 

K point, we find that ( )AB F x yH v k ik≅ + , while around the K’ point ( )AB F x yH v k ik′ ≅ − , Fv  

being the Fermi velocity. This way the energy eigenvalues for states around K can be 

obtained from: 

(V).  
0

0
x y A A

F
x y B B

k ik
v E

k ik
φ φ
φ φ

+     
=     −     

 , 

while around the K’ point we have: 

(VI). 
0

0
x y A A

F
x y B B

k ik
v E

k ik
φ φ
φ φ

− ′ ′     
=     + ′ ′    

 , 

where Aφ , Bφ  and Aφ′ , Aφ′  are the wave function amplitudes around K and K’ points 

respectively. The above two equations bear a striking resemblance to the Dirac equation in 

which the mass of the particle and the z component of the momentum is set to zero, this is 

why the K points are sometimes referred to as “Dirac points”. These equations can be 

written in a more concise form using the Pauli matrices ( ),x yσ σ σ=
  and the momentum 

operator ( / , / )p i x y= − ∂ ∂ ∂ ∂


  as: Fv p Eσ⋅ Φ = Φ
  . The operator Fv p σ⋅   acts on the two 
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component spinor ( ),A Bφ φΦ =  made up of the wave function amplitudes of the A and B 

sublattices. From a mathematical perspective the states A and B behave like spins, but have 

nothing to do with the spin state of the electrons, they are a kind of valley degree of 

freedom called pseudospin [46] or isospin [47]. Taking the states from both the K and K’ 

valleys we can construct the full four dimensional Dirac equation: 

(VII). 
0

0
F

F

v p
E

v p
σ

σ
⋅ Φ Φ     

=     ′ ′⋅ Φ Φ    

 

 

 

It has been suggested that this extra degree of freedom could be utilized much like the real 

spin of the charge carriers in spintronics, in a kind of valley-tronics, where one could confine 

the charge carriers to a specific valley [48]. This limit of the graphene bands was discussed 

and was well known before the discovery of graphene [49], and is the starting point for 

theoretical investigations into the low energy excitations of graphene. It is important to note 

here, that the above Dirac equation holds for massless ½ spin particles, which means that at 

low energies the electrons (and holes) in graphene have zero effective mass and travel at the 

“speed of light” the analogue of which is the Fermi velocity Fv . The energy around the K 

points can be written as FE v k=


 . This linear ( )E k


 dependence is a hallmark of graphene 

and is in stark contrast to the behavior of electrons near the band edges in most 

semiconductors, which if expressed in an effective mass approximation yields a quadratic 

relationship: 2 2( ) / 2 effE k k m≈  . 

This Dirac physics of the charge carriers is the root cause of a lot of interesting physics 

observed in graphene. Starting from the very first observation of an anomalous, so called 

half integer, quantum Hall effect in graphene [37, 38] where the sequence of steps in the 

Hall conductivity is shifted with ½, with respect to the classical quantum Hall effect. Another 

consequence of the gapless linear bands is the peculiar scattering properties of the charge 

carriers, which for certain incidence angles on electrostatic potential barriers can have a 

transmission probability of 1 [46]. This, so called Klein tunneling makes for the charge 

carriers in graphene to be unhindered by electrostatic potentials that vary smoothly on the 

atomic scale and that localization to be very weak in graphene [37]. The massless Dirac 

quasiparticles also affect the optical behavior of graphene, one interesting consequence 
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being, the almost constant absorption of light, in the visual frequency range, equal to πα, α 

being the fine structure constant, so roughly 3.14/137 [50]. Perhaps the most interesting 

aspect of graphene physics is that the band structure and physical properties of this material 

may be influenced by nanostructuring, functionalizing, mechanically straining, etc., yielding 

rich new physics to be studied and exploited [8, 12, 84]. 

1.2.3. Electronic properties of carbon nanotubes 

As their name implies, CNTs are tubular nanostructures and can be thought of as sheets of 

graphene rolled up along a specific crystallographic direction (Figure 1). We can define a 

chiral vector ( hC


), which characterizes this specific wrapping of the nanotube (see Figure 5). 

This vector can be expressed as a linear combination of the basis vectors 1 2hC na ma= +


  , 

where n and m are integers. The structure of CNTs can be described by these two indices. 

For example, the diameter of the nanotube is just the length of hC  divided by π. As a 

function of the wrapping direction of the nanotubes two special circumstances are 

sometimes considered. One is when both n and m are equal, the other when n or m is zero, 

these two special cases are called armchair and zigzag nanotubes. The names themselves 

result from the special arrangement of carbon atoms along the nanotube circumference  

(Figure 5). The zigzag and armchair type nanotubes are sometimes referred to as achiral, 

while the nanotubes with any other chirality are called chiral. 

  

Figure 5. Scheme depicting how the wrapping direction influences the structure of carbon nanotubes. 

Reproduced from ref. 51. Sometimes the wrapping of the nanotube is described by the angle Θ. Examples of 

nanotubes having different chiral vectors. 
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The values of n and m have significant consequences regarding the electronic properties of 

CNTs. This was first predicted by Saito et al. closely after the discovery of CNTs [52, 53] and 

later directly measured, using scanning tunneling microscopy (STM) by Wildöer et al. [54]. 

They have shown that the band structure of SWCNTs is determined entirely by the specific 

chiral vector ( hC


) of the nanotube in question. They have found that depending on the 

choice of this vector the 1/3rd of the nanotubes are metallic and 2/3rd of them are 

semiconducting. Armchair nanotubes are always metallic, while other chiralities can be 

metallic or semiconducting. The band structure of CNTs can be deduced from that of 

graphene and the dependence  on the chiral indexes can be explained by considering the 

boundary conditions imposed on the charge carriers in graphene. As a consequence of the 

tubular structure, only certain k


 states can exist along the circumference of the nanotube. 

Thus, by “rolling up” a graphene sheet, a periodic boundary condition is imposed on the 

charge carriers in the direction of hC


. This can be visualized by considering that only the 

states which have a phase of a multiple of 2π can exist along the tube circumference. This 

condition can be expressed as the quantization relation 2hC k qπ⋅ =


, where q  is an integer. 

It is interesting that in the case of CNTs the periodic boundary condition of solid state 

physics has a very exact physical meaning. Contrary to the circumferential direction there is 

no constraint on the states along the nanotube axis. 

 

Figure 6. Contour plot of the ( )E k


 relationship of graphene showing the cutting lines (red) imposed by the 

periodic boundary condition, turning the 2D graphene system into a 1D CNT. The examples shown here are for 

a (5,5) metallic and a (10,0) semiconducting nanotube. 
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Thus, the band structure of CNTs is derived from that of graphene, plus the boundary 

condition. This results in the quantization of the graphene states shown in Figure 6, with red 

lines showing the allowed states. For a (5,5) nanotube the K points fall on the red lines, 

meaning that it has states around the Fermi level. In the case of the (10,0) nanotube, none 

of the allowed K points cross the allowed states, resulting in a band gap. The nanotube 

bands can be calculated using this so called zone folding method [52] in the tight binding 

approximation [55]. These bands are plotted in Figure 7 for both nanotubes. 

 

Figure 7. Bands and density of states (DOS) for a (5,5) metallic (a, b) and a (10,0) semiconducting nanotube (c, 

d), calculated using the tight binding approximation for 0s  = 0 [55]. The bands are plotted along the k


 vector 

parallel to the tube axis. The (10,0) semiconducting nanotube has a band gap of roughly 1 eV. Van Hove 

singularities appear in the DOS, at the minimum and maximum points of the tube bands. The structural model 

of the (5,5) armchair (top) and (10,0) zigzag (bottom) nanotubes can be seen on the right. 

A general rule is that a nanotube is metallic if the chiral indexes n and m obey the following 

relation: 2 3n m p+ = , where p is an integer [52]. In the case of semiconducting nanotubes, 
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the band gap scales inversely with the tube diameter: 0(2 / 3) /gap tE a dγ= , where td  is the 

CNT diameter. The density of states of nanotubes shows a series of sharp peaks, so called 

Van Hove singularities [56]. These peaks determine the charge transport properties and the 

transitions between these states, the optical properties of CNTs [57]. 

The simple picture used above to describe the band structure can be further refined by 

taking into account the curvature of the nanotubes, where the mixing of the sp and π bonds 

modifies the above description. This effect is significant in the case of small diameter 

nanotubes [58, 59]. 

Another type of nanotube, are the so called multiwalled CNTs (MWCNT). In the case of a 

MWCNT individual, concentric graphene tubes are stacked one into the other (Figure 8). 

 

Figure 8. A multiwalled carbon nanotube composed of single walled tubes of different chiralities. The interlayer 

spacing of the nanotubes is roughly the same as the layer to layer spacing of graphite. (Image rendered using 

nanohub.org [55]) 

It was MWCNTs that were described in the landmark paper by Iijima [14], using TEM to 

reveal the structure of these tubes (Figure 9). The discovery of SWCNTs came later in 1993 

by two teams publishing in the same issue of the journal Nature [60, 61]. The interlayer 

spacing between the concentric nanotube shells is slightly larger than the interlayer spacing 

in graphite: 0.335 nm and its exact value depends on the chiral indices of the individual 

tubes forming the MWCNT, having an average value of 0.339 nm [62]. Another important 

feature of MWCNTs is that while SWCNTs can have diameters of only up to 2 nm, 
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multiwalled tubes can have diameters in the range of tens of nanometers and in some cases 

even more than 100 nm [63, 64]. Since graphite can be considered a MWCNT of infinite 

diameter, such very large diameter nanotubes behave much like graphite under certain 

circumstances. 

 

Figure 9. Transmission electron microscopy (TEM) image of MWCNTs published by S. Iijima. The  individual 

nanotube walls can be resolved by electron microscopy. Reproduced from ref. [14] 

1.3. Production of carbon nanotubes and graphene 

1.3.1. Carbon nanotubes 

The method used by Iijima [14] and adopted by other early investigators was that of arc 

discharge between two graphite electrodes in an inert atmosphere [14, 60, 65, 66, 68]. To 

prepare SWCNTs, the graphite electrodes are loaded with a metallic catalyst (Fe, Co, Ni, Y, 

Mo) and in the high temperature plasma that forms in the electric arc, the graphite 

electrodes are vaporized along with the catalyst and the carbon condenses in the form of 

nanotubes. In later years the laser ablation method used to produce fullerenes [13] was 

adapted for the production of CNTs, mostly SWCNT [65, 66]. Successful as these methods 

may be, none of them can be used to produce CNTs in the large scales required by the  

modern CNT industry. The breakthrough technique that enabled CNTs to become an 

industrial material was a route that involved chemical vapor deposition (CVD). 
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The catalytic decomposition of hydrocarbons was used well before the discovery of CNTs for 

the production of certain kinds of carbon fiber [67] and it was Yakaman et al. that 

successfully used this technique to obtain CNTs [68]. This synthesis route makes possible the 

production of CNTs in a continuous manner and enables a kind of control over the nanotube 

parameters that other techniques do not offer [23, 69, 70, 71], including: the patterned 

growth of nanotubes [72]; the growth of centimeter long nanotubes [73]; doped CNTs [74], 

etc. Since CVD was used to prepare the nanotubes investigated in this work, I will introduce 

this method in more detail. 

CVD growth involves the use of a transition metal nanoparticles as catalyst (usually Fe, Ni, 

Co, Mo) either in the pure form or as an alloy [75, 76]. This catalyst is introduced into a 

furnace as a metal-organic precursor or supported on a substrate in the form of metallic 

nanoparticles and heated to a temperature in the range of 500oC to 1200oC [77]. Carbon 

nanotube synthesis begins on the nanoparticles if a suitable source of carbon is introduced. 

The carbon source is usually a hydrocarbon (methane, ethane, ethanol, benzene, etc) or CO 

as in the case of the HiPCO method [78]. The hydrocarbon gas is catalytically decomposed at 

the metallic nanoparticles, it diffuses through the bulk or surface of the nanoparticle finally 

forming graphitic shells. The graphitic material precipitating on the catalyst nanoparticle 

follows the morphology of the particle, forming the graphitic cylinders of single- or 

multiwalled nanotubes (Figure 10). 

 

Figure 10. (a) Schematic of the CVD nanotube growth process. (b) The role of metallic nanoparticles during 

MWCNT growth. 
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The reaction mechanism briefly described above is much more complex and is still not 

completely understood [77]. The complete process involves the subtle interplay between 

nanoparticle dynamics, surface and bulk diffusion of carbon and the energetics of the metal 

surface – graphene – gas phase system. 

1.3.2. Graphene 

The method by which single layer graphene flakes were isolated from bulk graphite for the 

first time is still the most widely used technique to obtain graphene layers for research 

purposes. In 2004 Novoselov et al. used ordinary “scotch” tape to peel off layers of graphite 

from HOPG, a highly crystalline form of graphite produced synthetically [5]. This so called 

micromechanical cleaving technique consists of repeated pealing of the graphite crystallites 

stuck to the scotch tape, during which ever thinner crystals are produced on the tape 

surface. The graphite crystals separate very easily because the individual graphene planes in 

graphite are bound only by weak Van der Waals forces. After pealing, the tape is pressed 

against the surface of a silicon wafer having either a 90 or 300 nm of SiO2 capping layer. 

While the tape is removed from the surface of the wafer the crystallites sticking to the SiO2 

surface cleave one last time and the result is an assortment of graphite crystals with varying 

thicknesses on the SiO2 (Figure 11b). One of the most important factors that enabled the 

discovery of single layer graphite among these crystallites is that even graphene, not to 

mention bilayer graphene, can be seen with a conventional optical microscope on top of a 

wafer with carefully chosen SiO2 thickness. This effect arises because graphene has a certain 

opacity and it also adds to the optical path of the light traversing the SiO2 capping layer [79]. 

Together, these effects are enough to give graphene a well discernible contrast in an optical 

microscope. 

The graphene samples investigated in this work have all been prepared by the method 

described above. The reason this technique is preferred for many research purposes is 

because of the ease of preparation, the ability to prepare graphene flakes with large lateral 

size (even up to 1 mm) and that the graphene layers are nearly free of crystal defects. 

Nevertheless, micromechanical cleaving is not the only method available. 

Another important graphene preparation technique, also published in 2004 [39], involves 

the formation of graphene layers on either the silicon or carbon face of SiC single crystals. 
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The SiC wafer is heated to temperatures in the 1200-1400oC range allowing the removal of 

surface silicon, leaving a carbon rich phase which forms graphene layers at these high 

temperatures. This process is ideally suited for future electronics purposes, because the 

graphene covers the entire surface of the SiC wafer and the substrate. However, the 

graphene prepared this way has more crystal defects than cleaved graphene [80]. 

 

Figure 11. (a) Process of preparing graphene. In this “top-down” process, some highly crystalline graphite, like 

HOPG is repeatedly pealed using sticky tape. (b) Optical microscopy image of single layer graphene on 90 nm 

thick SiO2. Single, bi- and multi layered graphite is highlighted by the red arrows. 

Similarly to the case of CNTs, CVD methods have evolved to becoming one of the most 

important methods of graphene preparation, enabling the growth of graphene samples of 

macroscopic size [81]. Especially important is the growth of graphene layers on copper, 

pioneered by the group of Rodney S. Ruoff [82]. During this process a flow of hydrocarbons 

(usually methane) at low partial pressure is passed above a transition metal poly- or single 

crystal, heated to ~1000oC. Depending on the CVD parameters (pressure, temperature, 

cooling rate) single or multilayer graphene is deposited on the metal surface, which can be 

etched away and the graphene transferred to arbitrary substrates [81, 82]. Using this growth 

process, the size of the graphene is limited only by the size of the metal substrate, but it is 

important to mention that the graphene prepared this way is not a single crystal. During 
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growth multiple nucleation sites form on the metal surface, making the graphene a 

patchwork of grains a few 100 nm to a few microns in size [ 83]. Controlling this 

microstructure of CVD grown graphene remains a challenge. 

1.4. Tailoring the electronic properties of carbon nanotubes and graphene 

Since 2004 and the milestone papers describing some of the exciting properties of graphene 

[5, 36, 38, 39], the research into its basic properties has expanded in an almost exponential 

manner (Figure 2) [84]. The industrial use of graphene seems to be following suit, with some 

niche applications almost ready for market, most notably the use of graphene in displays, 

due to the fact that graphene has begun to match and in some sense to outperform indium-

tin-oxide as a transparent electrode material [81]. But one of the biggest potentials for 

applications lies in exploiting the superior electronic properties of graphene in electronics. 

For example: it has high carrier mobility, for a wide interval of the value of the chemical 

potential [7, 8]; large charge carrier saturation speed [85]; high thermal conductivity [86] 

and in transistors: the smallest possible (one atom thick) channel thickness [87]; flexibility 

[81], etc. These properties make graphene based field effect transistors (FET) a candidate for 

future electronics applications. From among these properties, large charge carrier mobility is 

required for high speed devices, while high thermal conductivity 30-50 W cm-1 K-1 (about 10x 

the value for copper) aides heat dissipation in devices [87]. In recent years, very promising 

radio frequency transistors have been prepared, which use graphene as a channel material. 

These devices have a cut-off frequency (the frequency at which the transistor is still usable in 

RF applications) of 100 GHz [88], exceeding the performance of Si based, and approaching 

that of GaAs based high electron mobility transistors of similar gate lengths [87]. 

On the other hand, despite the proposals made for graphene based logic FET devices [89], 

this kind of application still eludes us, due to the high on/off current ratios (104-107) required 

for such applications. The crux of the problems is the lack of a band gap in graphene. 

However this “deficiency” can be addressed by various means of “band gap tailoring“ [8]. 

In the case of CNTs the lack of a band gap is seemingly not a problem, as one of the 

interesting properties of nanotubes is that their electronic structure can be tuned by 

changing the chirality of the nanotubes. The band gap can vary from a metallic state to large 
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gap values in the 1 eV range. However, “tuning” is a misnomer. To be able to tune the 

properties, one would need to be able to synthesize CNTs with a specific chirality, or be able 

to separate a single chirality from among many in a sample. Research effort in this direction 

has begun to bear fruit [24, 25] but there are other, depending on application, more 

convenient routes to tailor the properties of CNTs through the attachment of chemical 

groups to the nanotube sidewall. 

1.4.1. Carbon nanotube functionalization 

The chemical modification of the nanotube sidewalls enables the tuning of the interaction of 

the tubes with their environment and tailoring of the nanotube properties [90, 91], while 

allowing researchers to employ the vast possibilities offered by chemical methods in tackling 

these problems. The attachment of chemical groups to the nanotube sidewalls 

(functionalization) can be used to alter the nanotube electronic properties 

[90, 92, 93, 94, 95, 96] and may be used to tune the interaction of the nanotubes with their 

surrounding [3, 97] and each other, for example to achieve their self assembly into device 

architectures [98]. 

Various forms of functionalization exist, depending on the nature of the chemical bond 

between nanotube and chemical group [90], for example physisorption of molecules can 

have influence on the CNT properties [99]. However, in the present work I explore the 

properties of CNTs, which have functional groups attached to their sidewalls by covalent 

bonds. As such, I introduce these systems in more detail. 

The addition of functional groups to the nanotubes usually takes place at defect sites in the 

CNTs or at the end caps. This is due to the lower activation energy for chemical reactions at 

defect sites (vacancy, non hexagonal arrangement of C atoms, etc.). The defect 

concentration on CNTs is in the order of 1-3% of the carbon atoms [100], so the functional 

group concentration will have a similar value. Only very harsh conditions, such as 

fluorination, allow the addition of chemical species directly to the sidewalls [101]. Thus, 

usually before the functionalization reactions are implemented, further defect sites are 

generated by oxidation [ 102]. After defect creation the nanotube sidewall can be 

functionalized by a variety of chemical groups [91], a very common option being carboxylic 

groups, which can be introduced by exposing the CNTs to nitric acid (Figure 12) [91, 100]. 
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Figure 12. A flow-chart of CNT functionalization. A usual route is the introduction of defects into the nanotube 

sidewall and ends (red circles). This is followed be the addition of chemical species to the as obtained defect 

sites, in this case carboxyl groups, using nitric acid treatment. 

After the addition of the functional groups (in our case carboxylic groups), a wide range of 

chemical modifications can be performed on them, allowing the coupling of other molecules 

by covalent bonds [76, 90, 91, 102, 103, 104]. 

The changes induced by functionalization in the nanotube electronic structure is a strong 

function of functional group concentration and type. At very high functionalization degrees 

and random distribution of functional groups, the translational symmetry of the nanotube 

will be broken and we can no longer talk about the CNT band structure, as such. If a high 

concentration of functional groups are arranged in an ordered and periodic fashion on the 

nanotube sidewall the band structure changes dramatically [105]. However, this kind of 

ordering has not yet been achieved experimentally and the distribution of functional groups 

in samples studied to date can be considered random [90]. At low functional group 

concentrations discussed in this work (a few % of the C atoms) the influence of the 

functional groups can be considered as a perturbation of the nanotube band structure. This 

perturbation manifests itself in many forms. The addition of functional groups can change in 

the Fermi level of the nanotube, often referred to as doping, for example in the case of the 

addition of dichlorocarbene [94] or the physisorption of nitric acid on the tube sidewall [99]. 

During functionalization, as in the specific case of carboxyl group addition, the sp2 carbon in 

the tube sidewall transforms into a sp3 type atom. This change in the hybridization has 

significant influence on the charge transport properties of the CNT [95]. These effects are a 

kind of global influence, effecting the whole of the nanotube sample. More localized types of 
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perturbation are changes induced by specific chemical groups in the local electronic 

structure of the nanotube. The addition of functional groups creates additional states in the 

CNT band structure. Such changes are specific to the kind of functional group producing 

them, and are localized around the chemical group [92] (Figure 13). 

 

Figure 13. (Left) States induced in a (10,0) nanotube by carboxyl and hydroxyl groups, calculated from first 

principles. (Right) Iso plot of the impurity wave function induced by a carboxyl group. Reproduced from ref. 92. 

Other changes in the CNT band structure as a result of functionalization are the observation 

of band gap opening in the case of metallic nanotubes and a suppression of the optical 

transitions between the nearest van Hove singularities [94]. Of course the ultimate goal of 

CNT functionalization is the exploitation of the nanotubes with tailor made properties in 

various applications. In Table 1 a list of such possible applications is given. 

Characterization of the functional groups and the changes in the CNT electronic structure are 

predominantly investigated by optical spectroscopic methods [90]. Part of my work has been 

focused on enabling the visualization and characterization of functional sites on CNTs by 

scanning probe methods, specifically scanning tunneling microscopy (STM), which yield 

significant new information and complement existing spectroscopic techniques. In the 

chapters to come I will describe advantages of STM and new insights gained. 
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Table 1. Potential applications of functionalized CNTs, adapted from ref. 91. 

(Potential) Application 
Function of the covalently bonded chemical 

group 

Nanostructured electronic devices 
Local modification of the electronic band 

structure 

Mechanically reinforced composites Chemical coupling with a matrix 

(Bio-) chemical sensors Selective recognition of analyte molecules 

Catalyst supports 
Anchoring of molecules or metal 

nanoparticles 

Chemically sensitive tips for scanning probe 

microscopy 
Selective chemical interaction with surfaces 

Field emission 
Reduction of the work function for electrons 

at the tube ends 

Artificial muscles 
Mechanical stabilization of nanotube films 

through covalent cross-linking 

Controlled drug release 
Biocompatibility; recognition of biological 

fingerprints 

Directed cell growth on surfaces Specific interactions with cell surfaces 

Pharmacology 
Enzyme inhibition or blocking of ionic 

channels in the cell 

 

1.4.2. Graphene nanoribbons and other graphene nanostructures 

One of the most interesting features of graphene is the rich physics encountered when 

various nanostructures of graphene are considered. One type of nanostructuring was 

considered even before the discovery of exfoliated graphene. In 1996 Nakada et al. have 

theoretically explored the properties of graphene strips of a few nanometers width [106] 

(Figure 14). This lateral confinement has a similar effect on the electrons as the periodic 
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boundary condition in the case of CNTs. In a first approximation, the bands of such a 

graphene nanoribbon (GNR) can be obtained by applying the same kind of zone folding on 

the graphene band structure as in the case of CNTs and using the tight binding 

approximation [55, 106, 107] (Figure 14). 

 

Figure 14. Band structure plotted along the wave vector parallel to the GNR axis (a, c) and density of states (b, 

d) for a armchair (top) and zigzag (bottom) type GNR. Structural models of the ribbons can be seen on the right. 

The bands are calculated using the tight binding approximation [55], neglecting the edge states of the ribbons. 

This particular armchair GNR has a band gap of almost 0.7 eV. A peculiar feature of the zigzag GNR bands is the 

flat bands at the Fermi level, which result in a sharp peak in the DOS. 

We can analyze the case of GNRs with one of the two most stable edge geometries, either 

zigzag or armchair type. Analogous to the case of CNTs the bands of GNRs depend very 

strongly on the crystallographic orientation of the GNRs, with zigzag edged GNRs being 

metallic in character and some armchair type GNRs having a band gap. The size of this band 

gap scales roughly as a power law with the width of the nanoribbon (roughly 1/width). 

Zigzag edged GNRs have states all the way through the Fermi energy, making them metallic. 
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They also have a very flat band right at the Fermi energy, which results in a sharp peak in the 

density of states (Figure 14). This state is localized on the zigzag edge [106] and can be 

observed in scanning tunneling microscopy (STM) images of graphite edges [108]. The 

nanoribbons studied here are considered to have hydrogen terminated edge atoms. 

Observing that atoms at the edges of the nanoribbons do not have three other neighbors as 

in an infinite graphene crystal, we realize that in the above description the periodic 

boundary condition imposed on the graphene has no real physical meaning. Thus, we need 

to take into account the perturbation introduced by the edges. Son et al. have calculated the 

bands of graphene nanoribbons using first principles [109], including these edge effects. 

These calculations also reproduce the particular edge state of zigzag nanoribbons, but as it 

turns out these ribbons also have a minute band gap (Figure 15b). The band gap arises if the 

spin degrees of freedom are taken into account, with a predicted ferromagnetic state at the 

zigzag edge and antiferromagnetic ordering between the opposing nanoribbon edges. 

 

Figure 15. (a) Band gap of armchair type GNRs calculated from first principles. (b) Taking into account edge 

effects, even zigzag GNRs display a small band gap. Images adapted from ref. 109 

Later theoretical investigation has shown that the magnetic states at the zigzag GNR edges 

can grant the nanoribbon a half metallic behavior if an electric field parallel to the GNR strip 

is applied [110]. Half metallic in the sense that the nanoribbon behaves like a metal for one 

spin state and as an insulator for the other. This prediction makes zigzag edged GNRs a 

possible candidate for use in spintronics devices, where usually d band metals are thought to 

be usable and not carbon, which has no intrinsic magnetism. 

Beyond the spin properties of GNRs other, more exotic behavior is predicted for example in 

a kind of graphene nanoribbon structure seen in Figure 16a. Such a device would only admit 

charges from one K valley of graphene to pass through the narrow ribbon region. This would 
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enable the use of the valley degree of freedom in graphene for information processing, a 

kind of valley-tronics analogous to spintronics [111]. Going a step further, if we combine 

armchair and zigzag GNR structures into more complex systems, equally interesting 

properties can result, for example a quantum dot-like system in a zigzag nanoribbon device 

with armchair GNR leads (Figure 16b) [112]. 

 

Figure 16. (a) A „valley-filter” realized in a graphene zigzag edged constriction, where the device only lets 

electrons from one K valley through (bands of the leads and constriction shown on the top). (b) A z shaped 

constriction consisting of a zigzag GNR section, with armchair GNR leads. The zigzag region shows quantum 

dot-like states. Image (a) reproduced from ref. 111 and (b) from ref. 112. 

The predicted behavior of all the above examples, not to mention the properties of GNRs in 

general, rest on the assumption that the GNRs have atomically smooth edges, as shown in 

Figure 14. As is the case with all nanosized systems, graphene is very susceptible to the 

effects and interactions occurring at the surface atoms. In the case of graphene, all atoms 

are at the nanostructure surface or edges, thus the properties of GNRs, or of other graphene 

nanostructures will depend strongly on the kind of environment (supporting substrate, 

ambient, etc.) it is subjected to and the specific configuration of edge atoms. Real samples of 

GNRs and graphene will have a certain concentration of defects (vacancies, pentagon-

heptagon pairs, disorder at the edges, etc.), which have a significant influence on the 

electronic structure and charge transport properties. It has been shown theoretically that 

the degree of edge functionalization [113, 114], not to mention the type of functionalizing 

radical [115] can have drastic effects on the charge transport mechanism [116,117] and 
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nanoribbon structure [118, 119]. This is one of the reasons, why the strong difference 

between zigzag and armchair nanoribbons, resulting from their different edge geometries, 

has not been detected in real systems yet [120, 121, 122]. Conventional routes of obtaining 

nanoribbons produce ribbons with highly disordered edges, the result of which is that the 

nanoribbon properties will not be dominated by the specific physics of armchair or zigzag 

edge terminations, but the degree of disorder [120, 122], although there have been some 

hints at edge specific behavior in zigzag edged graphene quantum dots [123] and the 

observation of possible quantum confinement effects [124]. 

It has been shown that in graphene nanoribbons obtained by traditional electron beam 

lithographic methods one finds a band gap, but this gap is not the result of the lateral 

confinement of the graphene [120]. It is a so called transport gap, being the result of various 

processes induced by disorder. Charge transport in this gap region is determined by 

thermally exited hopping between localized states [121]. The disorder responsible for this 

kind of behavior is either edge disorder in the GNR [121, 122] or charge inhomogeneity in 

the supporting SiO2 substrate [125, 126]; it is most likely an interplay of both these effects 

(Figure 17). 

 

Figure 17. (a) A GNR produced by electron beam lithography. Due to edge disorder, the ribbon can be 

considered as a series of quantum dots, transport can be considered as a hopping of charge carriers between 

these. (b) Such quantum dot-like states can form as a result of charged impurities present in the SiO2 substrate. 

Images reproduced from ref. 122 and 126. 
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Beyond charge transport experiments, optical means of differentiating between graphene’s 

zigzag and armchair edges has proven to be a difficult endeavor. Inelastic light scattering has 

been proposed as a means to differentiate between the zigzag and armchair edges of 

graphene flakes, with a particular peak in the Raman spectra of graphene predicted to be 

localized on armchair edges [127]. According to theoretical considerations, this so called D 

peak, at 1350 cm-1, should be absent on the zigzag edges. However, it has proven difficult to 

find such a marked difference in real graphene samples [127]. 

As mentioned before, the planar structure of graphene makes this material ideal for 

patterning it on the nanoscale. The breathtakingly fast evolution of research into graphene 

growth, mainly by the CVD method [81], has made possible the preparation of graphene 

samples of arbitrary size. Such sample production, combined with the right patterning tools 

could be used to tailor the graphene sheet into functional nanostructures, even whole 

electronic circuits [128]. However, based on the experimental results reviewed above, it is 

clear that observing the predicted edge specific physical phenomena in graphene 

nanostructures remains a challenge. The preparation of graphene nanostructures and the 

validation of theoretical predictions regarding specific effects arising from zigzag and 

armchair edges is one of the major goals of graphene research. In this thesis I describe a 

lithographic procedure, which allows the creation of zigzag edged graphene nanostructures 

and nanoribbons [T129*], opening up a new sample preparation route, bringing us one step 

closer the experimental validation of the predicted physical phenomena in zigzag type 

graphene nanostructures. 

1.4.3. Preparation of GNRs 

One method of graphene patterning has been used since the beginning of graphene 

research to pattern it into the “Hall-bar” geometries used to explore its peculiar magneto-

transport properties [36, 38]. This technique relies on the creation of a polymer mask on top 

of graphene, by spin coating PMMA (polymethyl methacrylate) and exposing certain regions 

of the mask with an electron beam, making the polymer in the exposed regions selectively 

dissolve in a solvent. Such a mask can be used to etch certain regions of the graphene flake 
                                                             
* For the purpose of clarity the letter “T” is added in front of citations to articles used as a basis for writing the 
thesis points of the dissertation. 
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and to deposit metal contacts to the graphene structures defined this way. This is by far the 

most widely used technique to prepare nanoribbons [120] (Figure 18a). On its own, this 

technique cannot produce graphene nanostructures with crystallographically well defined 

edges, because the scanning electron microscope used to expose the polymer film does not 

have the desired lateral resolution. Furthermore, due to the oxygen plasma etching used, 

the edges of the graphene are highly disordered [122]. 

One technique which looked promising is the etching of CNTs along the tube axis in such a 

way as to obtain GNRs [130, 131] (Figure 18b). This may be a promising way to prepare 

GNRs in large quantities, but on closer inspection, it becomes clear that the technique 

inherits the problems plaguing CNTs. Namely that the diameter of CNTs cannot be controlled 

precisely. This is because the width of the GNRs is determined by the diameter of the 

nanotube we’re “unzipping”. Furthermore, the crystallographic orientation of the GNR edges 

is not known, or cannot be controlled [131]. There are only some hints that the GNR edge 

obtained using certain techniques [130] is predominantly of the zigzag type [T132]. 

The etching of graphite and graphene layers by metallic nanoparticles is also a promising 

“nanomachining” process [133]. Metallic nanoparticles (Ni, Fe, Co) are deposited on 

graphene flakes and annealed at ~500oC, usually in a flow of Ar and H2. During this treatment 

the metallic nanoparticles cut trenches into the graphene, with well defined crystallographic 

orientation (Figure 18c). There is evidence that at least in certain cases the trench edges 

have zigzag orientation [134]. 

One method which was able to successfully pattern GNRs with a well defined 

crystallographic orientation and width is STM lithography [135]. The STM tip is scanned over 

the surface, with a tip – sample bias voltage higher than that used for imaging and as a result 

very narrow trenches can be carved into the surface of graphite. Crystallographic orientation 

control is achieved because the STM is able to resolve the atomic structure of the surface. 

Very narrow nanoribbons (2.5 nm in Figure 18e) can be prepared due to the high precision 

with which the STM tip can positioned over the surface. One drawback is that the GNRs 

cannot be prepared on an insulating surface. 
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Figure 18. Methods of GNR preparation. (a) electron beam lithography; (b) „unzipping” of CNTs; (c) etching by 

metallic nanoparticles; (d) self assembly of aromatic molecules. (e) An armchair edged GNR patterned by STM 

lithography. Images adapted from ref.: 120, 130, 133, 135 and 136. 

All the methods and processes of obtaining graphene nanostructures rely on some kind of 

nanostructuring of large area graphene layers. Alongside these top-down approaches, 

bottom-up processes, such as the self assembly of large aromatic molecules has been 

successfully applied to produce nanoribbons [136]. Chemically assembling GNRs from large 

organic molecules has the advantage of allowing the creation of very narrow nanoribbons 

(Figure 18d) , which have crystallographically well defined edges. However, the control over 

the width and length of the GNR and the controlled patterning or placement on a substrate 

has not been achieved yet. Furthermore, such self assembled graphene structures are 

usually grown on a metal substrate, which means that their electronic structure may be 

seriously perturbed by the vicinity of the metal. Table 2 compares the properties of the 

graphene patterning techniques discussed. These techniques are the ones most investigated 

and most relevant. However, over the years many different graphene patterning techniques 

have been developed, far too many for this work to give a completely accurate account of 

the field [137]. 
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Table 2. A comparison of graphene lithographic techniques, regarding the preparation of GNRs. Each technique 

is classified following these criteria: 1. Whether it can produce nanostructures with well defined zigzag or 

armchair edges; 2. Are the nanostructure dimensions controllable; 3. Can it be performed on an insulating 

substrate, which would preserve the unique GNR electronic structure. 

 
Crystallographic 

selectivity 

Size 

controllability 

Insulating 

substrate 

Electron beam lithography [120]  No Yes Yes 

CNT “unzipping” [130] No*** No Yes 

Etching by nanoparticles [133] Yes No Yes 

STM lithography [135] Yes Yes No 

Bottom-up / self assembly [136] Yes Yes* No** 

* possible (see text) 

** usually grown on a metal surface. 

*** this may depend on the kind of chemical process used in unzipping (see text) 

 

2. Methods 

Scanning probe microscopy, namely scanning tunneling microscopy (STM) and atomic force 

microscopy (AFM) have been vital to the results of this work. As such, a brief overview of 

these microscopy techniques needs to be given. 

2.1. Scanning tunneling microscopy 

STM has contributed greatly to approaching the ultimate goal of nanotechnology, i.e. to 

grant us the ability to manipulate and design matter at the atomic scale. It was the first tool 

with which surfaces could be investigated and manipulated at the atomic scale [138]. 

Furthermore, it allows the local measurement of the electronic structure of surfaces and 

molecules. STM is very different from traditional microscopy tools, in the sense that it 

doesn’t use a photon or electron beam to image sample properties, but uses an atomically 

sharp tip to probe the sample. This probe, usually a metal wire with an atomically sharp tip is 

scanned in a raster in the vicinity of the surface and the interaction of the probe with the 
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sample is used to generate an image. In the case of STM the probe is usually an atomically 

sharp Pt or W wire. Because the tip and sample are separated only by a few angstroms, the 

probe-surface interaction used to map the sample is a small electrical current, due to 

quantum mechanical tunneling between the tip and a conductive surface. By applying a bias 

voltage of a few hundred milivolts between the tip and sample, the magnitude of the 

tunneling current is in the nA range and decays roughly exponentially with increasing the tip-

sample distance, making the tunneling current highly susceptible to variations in the tip-

sample distance. Using this property of the tunnel junction, we can map the sample surface 

very precisely, by scanning the tip across the sample and using a feedback to keep the tip 

sample current constant at all times. Such a (atomically) precise scanning in both the sample 

plane and the z direction can be achieved with piezoelectric actuators (Figure 19). 

 

Figure 19. (a) Operating principle of STM. (b) The tunneling process. As a convention throughout this thesis, a 

positive bias displaces the tip states to higher energy. 

To understand STM measurements, we must examine the physical processes that influence 

the tunneling current. The quantum mechanical tunneling process can be understood in an 

approximation, where we treat the tip and the sample as a metal, with all the electronic 

states filled up to the Fermi level. In a one dimensional model, where the two metals are 

separated by a vacuum gap of size tsz , the voltage V  between them separates the Fermi 

levels of the two metals by eV , so that the electrons tunneling from the tip into the sample 

must overcome the potential barrier formed by the work functions (Figure 19). The origin of 
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the exponential decay of the tunneling current is the decay of the localization probability of 

a tip electron in the sample, represented by state ( )zψ : 

(VIII).  2 2 2 2
0( ) (0) , ( ) /z

s tz e m eVκψ ψ κ−= = Φ +Φ −  , 

where sΦ  and tΦ  are the sample and tip work functions and 0m  is the free electron mass. 

To express the tunneling current, we have to introduce the concept of a local density of 

states (LDOS). This quantity measures the number of electronic states in an energy interval 

at a specific position in the sample: 

(IX). 2( , ) ( ) ( )n n
n

r E r E Eρ ψ δ= −∑   

Taking into account tunneling from tip to sample and from sample to tip, the current can be 

written as [139]: 

(X). ( ) 214 ( ) ( ) ( ) ( )t s t tI e E eV E f E eV f E M dEπ ρ ρ
∞

−

−∞

= − − −∫ , 

where 1( ) (1 exp( / ))Bf E E k T −= +  is the Fermi-Dirac distribution function for the electrons. 

At bias voltages 0V >  electrons flowing from the tip into the sample are responsible for the 

current, while at 0V <  the direction of the current is reversed. Furthermore, the current is a 

function of the tip and sample LDOS. The above expression also depends on the tunneling 

matrix element M , which describes the overlap of the tip and sample wavefunctions. 

Beyond the simple one dimensional model, this term is hard to calculate because it is 

dependent on the specific tip and sample geometry (positions of the atoms) and the 

wavefunction of the system at the energies involved. However, using an approximation of 

the tunneling matrix element developed by Tersoff and Hamann [140], a picture emerges 

which makes the interpretation of STM images easier. They have described the STM 

tunneling process by treating the tip as a single atom, and use a wave function with a 

spherical symmetry and a constant DOS for the tip in the energy interval of interest. 

Furthermore, this description does not take into account inelastic tunneling, where an 

electron can gain or lose energy during tunneling by scattering with phonons [141]. Using 
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this approximation, the matrix element depends only on the sample wave functions and the 

tunneling current can be written as: 

(XI). 
0

( )
eV

t sI C E dEρ ρ= ∫ , 

where C  is a constant. The above expression assumes small tip – sample bias voltage and a 

temperature of zero Kelvin. The tip DOS being constant, drops out of the integral and the 

current depends only on the sample LDOS. Thus, an STM image can be considered a map of 

the LDOS. In spite of all the approximations, the Tersoff – Hamann approach can be used to 

quantitatively describe STM images [140]. In most cases the STM tip can be considered a 

single atom due to the exponential decay of the current with tip sample distance, meaning 

that the largest contribution to the tunneling current will be coming from the apex atom in 

the tip. Furthermore, the width of the tunneling channel is comparable to atomic distances 

and this channel is essentially the probe with which the sample is measured. Combine this 

property with picometer precision positioning of the tip above the sample and atomic 

resolution can be achieved. 

 

Figure 20. Atomic resolution STM images recorded under ambient conditions at room temperature. (a) Atomic 

resolution STM image of a single layer of graphene on SiO2, each atom appears with equal intensity. (b) STM 

image of graphite (HOPG). The corrugation of atoms on one sublattice is larger than on the other sublattice, 

owing to the difference in the LDOS. Positions of the carbon atoms are shown by red hexagons (Color bars span 

190 pm). (c) The crystal structure of graphite, showing ABAB stacking.  

The fact that the sample LDOS modulates the STM images is apparent if we compare the 

STM images I have recorded with the same instrument on graphene and graphite (HOPG) 
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(Figure 20). In the case of imaging graphene layers on an insulator (SiO2) the honeycomb 

atomic lattice is clearly resolved (Figure 20a). However if we measure graphite, the atomic 

lattice changes considerably. The ABAB stacking of graphite is such that under one sublattice 

of carbon atoms (Figure 3) there is another carbon atom in the second graphene layer 

(Figure 20c). The overlap of the wavefunctions in these neighboring atoms slightly alters the 

LDOS under one sublattice, changing the apparent height in STM. Based on these two 

examples it becomes clear that the STM images are determined not only by the sample 

topography, but also the LDOS. This should be remembered when interpreting STM images. 

Based on the approximation put forward by Tersoff and Hamann [140] the tunneling current 

is a function of the sample LDOS integrated over the energy interval, which spans the bias 

voltage (V ) applied between the STM tip and the sample. In this picture the tunneling 

conductance, i.e. the derivative of the current – bias voltage ( /dI dV ), is directly 

proportional to the sample LDOS at the energy given by eV : 

(XII). ~ ( )s
V

dI eV
dV

ρ . 

This result assumes elastic tunneling and that the metallic LDOS of the tip and the tunneling 

matrix element are constant in the energy interval studied. Using this property of the STM, 

we can position the STM tip above a region of interest and can acquire information on the 

LDOS in that region by ramping the tip – sample bias voltage and recording the current. This 

measurement mode of STM is called scanning tunneling spectroscopy (STS). By taking the 

first order derivative of an ( )I V  curve we obtain a plot of the LDOS in the selected region of 

the sample. An STS spectrum of graphene and its derivative can be seen in Figure 21a and b, 

while a plot of the graphene density of states around the Fermi level can be seen in Figure 

21c. The minimum of the tunneling conductance is due to the vanishing electron states at 

the K points of graphene. This minimum coincides with the Fermi level in an undoped 

sample. The Fermi level can shift up or down in energy in the case of n or p doping 

respectively, shifting the position in bias voltage of the LDOS minimum. In addition to local 

LDOS measurements, the STS spectra can be recorded simultaneously with the STM 

topography. In this so called current imaging tunneling spectroscopy (CITS) measurement 

mode, the STM tip is scanned over the surface, mapping its topography, but in each pixel of 
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the CITS image the tip is stopped, feedback is switched off and an STS curve is recorded and 

stored together with the topography data. Using CITS data we can obtain local tunneling 

conductance maps of the sample by plotting the derivative of the current ( /dI dV ) as a 

function of the tip – sample bias voltage. This makes STM a powerful tool, which can give 

both spatial and energy resolution at the same time. 

 

Figure 21. (a) A typical STS spectrum of graphene; (b) Plot of the tunneling conductance (dI/dV), which is 

proportional to the LDOS of the sample at the measurement location; (c) Plot of the DOS of graphene, 

calculated in the tight binding approximation. The energy scale is in units of the nearest neighbor hopping 

integral, the Fermi level is at 0 energy. Image (c) is reproduced from ref. 44. 

2.2. Atomic force microscopy 

After the invention of the STM it quickly became apparent that other physical processes 

could be used to map surfaces, not just a tunneling current [142]. The operation of AFM is 

similar to that of STM. The difference being that the physical interaction used for imaging is 

different. In so called contact mode AFM the scanning probe is a very sharp tip mounted on 

a cantilever, which is brought into contact with the sample and scanned using piezoelectric 

actuators. The feedback signal is the deflection of the cantilever, accurately measured using 

a laser spot reflected off the cantilever end (Figure 22). By keeping the tip sample force 

constant, which is equivalent to keeping the cantilever deflection at a constant value, the 

surface topography can be mapped by recording the voltages applied to the x, y, and z piezo 

actuators. 

Developed after the invention of contact mode AFM, are the so called dynamic AFM 

methods [143]. These methods still use a cantilever – tip system, but the cantilever is driven 

to vibrate near one of its eigenfrequencies. Usually the lowest frequency eigenmode is 
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chosen and this vibrating tip is brought close to the sample. During an oscillation cycle, the 

tip experiences rapidly changing forces, which act between the tip and the sample. As a 

function of the magnitude of these forces the vibrational characteristics of the tip change: 

amplitude, frequency, magnitude of the interaction force, etc. These signals can be used as 

feedback parameters, which allow the mapping of the sample surface. 

 

Figure 22. Operating principle of AFM. The deflection of the cantilever can be measured by a laser spot and 

split photodiode. The deflection (tip – sample force) is kept constant during scanning. Inset: scanning electron 

microscope image of a silicon TAFM tip at the end of a silicon cantilever. 

One particular type of dynamic AFM technique is the so called intermittent contact, or 

tapping mode (TAFM) [143]. In using this method, the cantilever is vibrated at its base, with 

a frequency near resonance. This results in a ~5-30 nm amplitude of the tip which is reduced 

by tip – sample forces, if brought close to the surface. The tip amplitude can be measured by 

the same laser reflection method as in the case of contact AFM (Figure 22b). There are 

several advantages of TAFM over contact mode AFM, one of them being that the lateral 

forces acting on the cantilever are negligible. This results in less tip wear during imaging and 

allows for a much sharper tip to be used, which improves the lateral resolution of AFM 

images. Two of the most important parameters used for TAFM imaging are the free 

amplitude of the tip and the setpoint amplitude. The free amplitude is the amplitude of the 

tip without any interaction with the sample surface, while the setpoint is the amplitude at 

which the measurements are performed, usually it has a value of ~80% of the free 

amplitude. 
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As is the case with STM (Figure 20), AFM images are not a true representation of sample 

topography. The response of the tip amplitude is determined by the forces acting between 

the tip and sample and the complex dynamics of the vibrating tip – surface system. This is 

why a good understanding of the imaging mechanics is needed to be able to determine the 

true topography of a sample. I discuss this problem in detail in relation to the measurement 

of graphene flakes supported on a SiO2 substrate. 

3. Results and Discussion 

Appropriate preparation and measurement techniques go hand in hand in the process of 

exploring the physical properties of carbon nanostructures, towards the ultimate goal of 

designing nanostructures with well defined features. The sub nanometer resolution of STM 

and AFM provides information that is vital to the understanding of the processes involved in 

the preparation of carbon nanosystems and their physical properties. Furthermore, to be 

able to extract any meaningful information from measurements, a good understanding of 

the physical interactions that occur during STM and AFM imaging is required. Herein I 

explore the following problems in the scanning probe imaging of carbon nanosystems: I 

describe a novel method that enables the mapping of the electronic structure of 

functionalized CNTs [T132]; provide a tip-surface interaction based explanation for the 

anomalous measurement results in AFM imaging of graphene [T144]; and finally, I give 

evidence of a graphene nanolithography process, which enables the preparation of 

graphene nanostructures with zigzag edges and the scanning probe exploration thereof 

[T129, 145].  

3.1. Mapping of functionalized sites on carbon nanotubes 

As discussed in earlier sections, the functionalization of CNTs modifies the nanotube surface 

topography and electronic structure. Changes to the nanotube electronic structure are 

usually investigated by optical spectroscopy, which is a global probe of CNT properties [94], 

meaning that we get averaged information about the sample as a whole and the nanoscale 

structure of the nanotubes remains unknown. On the other hand STM is uniquely suited to 

study both the topography and the electronic structure of CNTs with a sub nanometer 
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precision. As we shall see, this results in new insights into the nature of nanotube 

functionalization. 

3.1.1. Challenges in STM measurement of functionalized CNTs 

Given the advantages of STM, namely its ability to provide LDOS maps of the studied surface, 

it may seem strange that to date STM studies of functionalized CNTs are few and far 

between†. One reason for this may be that in the case of STM, as with any high resolution 

microscopy tool, good mechanical stability of the sample is of paramount importance to 

obtain reliable measurements. Functionalized CNTs have a problem in this regard, which 

obstructs their investigation by STM. Because of the presence of functional groups on the 

tube surface, the contact area with the substrate decreases and this leads to a weakening of 

the overall force (mostly van der Waals) which anchors the tubes to the support. During 

scanning, the metal tip of the STM can exert considerable force, mainly electrostatic in 

nature, on the tubes [146, 147] the result being that it can move the CNT in the fast scan 

direction and can effectively “clean out” the nanotubes from the scan area we want to 

investigate. This is illustrated in Figure 23b, where we show an AFM image of a 20x20 µm2 

area previously scanned by STM. TAFM does not perturb the CNTs on the surface, since the 

lateral forces exerted on the sample by the tapping AFM tip are much less than the ones 

during STM scanning. The STM scans the surface in a raster, moving the tip from right to left 

(and vice versa), this is the so called fast scan direction, and after completion of such a scan 

line, moving to the next line (slow scan direction). The AFM image was acquired by visually 

marking the area scanned by the STM, putting the sample into the AFM and placing the AFM 

tip, using an optical microscope, next to the marked region. From this AFM image it is clear 

that after only 3 passes over the same area by the STM, practically all of the CNTs have been 

brushed to the sides. The inset in Figure 23 shows how, during scanning of the STM tip, a 

nanotube can move to the side, returning to its original position after a few scan lines (fast 

scan direction is horizontal). Extensive movement of the CNT can be observed on the top 

image. Evidence of such tube movement is also present in the literature [76, 148, 149, 150]. 

While this problem seems to be less critical in the case of lightly functionalized tubes [151] 

and/or if the measurement is performed in ultra high vacuum [152, 153, 154, 155], it makes 

                                                             
† Based on the Web of Science database of publications at the time of writing. 
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imaging such CNTs a considerable challenge. One way around this problem is to immobilize 

the nanotubes, for example by binding the tubes to the substrate via strong chemical bonds. 

A good example for such an approach is the work of Zhang et al. [149], where they have 

used Au – S chemistry to anchor sulfur containing functional groups on the nanotubes to the 

Au substrate, effectively immobilizing them. However, this method is not applicable in all 

cases because of the need to have chemical binding between the nanotubes and substrate. 

Furthermore, the chemical bond may perturb the tube electronic structure [149]. Hence, a 

method is needed to immobilize CNTs on a graphitic support, which provides a sample that 

is stable enough to allow reproducible CITS measurements, is a well studied CNT – support 

system and does not perturb the functionalized nanotube structure. The solution to all of 

these problems can be given by incorporating the functionalized nanotubes sample into a 

few layer graphite (FLG) – nanotube composite. 

 

Figure 23. (a) Successive STM images (top and bottom) of a region on HOPG containing functionalized CNTs, 

show that nanotubes can be swept away by the STM tip. (b) Tapping mode AFM image on the HOPG surface, 

measured in a region where the STM tip was previously scanned (a). The AFM image is taken after the 3rd STM 

scan and it can be seen clearly that the CNTs have been swept to the sides and out of the STM scan area. STM 

scanning was performed using 300 pA current setpoint and 100 mV bias voltage. 

3.1.2. Methods, sample preparation and initial characterization 

The concept behind nanotube immobilization by a FLG – CNT composite is a very simple one 

(see Figure 24a). In a mixture of FLG and functionalized nanotubes, some of the tubes on the 
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composite surface will be clamped by the graphene or FLG layers in a kind of “sandwich” 

structure. The nanotube movement due to tip sample forces will be restricted near the 

region where the tube sticks out from beneath the sandwiching FLG layers. This clamping 

results in a degree of mechanical stability of the tube, which allows reproducible and 

repeated STM and CITS measurements. The measurement scheme is presented in Figure 

24a, while an STM image of the such a sandwich structure can be seen in Figure 24b. One of 

the advantages of this sample preparation technique is that the van der Waals interaction 

between the nanotubes and FLG does not alter the nanotube electronic structure in a 

significant way, like a metal would. Furthermore, graphite and MWCNTs have nearly the 

same work function [156], which means that no significant charge transfer is expected 

between the two components. 

 

Figure 24. (a) Illustration of the CNT – FLG composite and the STM measurement. (b) STM image of a 

functionalized CNT sticking out from beneath a FLG layer. (c) and (d) TEM images of the functionalized CNTs. 

The surface of the tubes is irregular and some tubes are interconnected as seen in (c) [T132]. 

The growth and functionalization of the MWCNTs studied here was carried out by the group 

of Kiricsi and Kónya [102, 157]. A brief description of the nanotube growth, functionalization 
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conditions and spectroscopic evaluation of the sample will be given to provide the necessary 

context. 

The study was conducted using MWCNTs, which have been prepared by chemical vapor 

deposition over alumina supported Co/Fe catalyst, using acetylene as a precursor [157]. The 

as obtained nanotubes were subjected to a purification treatment, which was carried out in 

two steps. First, the support and metal catalyst were dissolved in concentrated HF (38 wt%) 

resulting in nanotubes contaminated by amorphous carbon. In the second step, the 

amorphous carbon was eliminated by oxidation, using KMnO4/H2SO4 aqueous solution 

[102, 158]. The nanotubes obtained this way are considered to be the “pristine” sample in 

our study, the functionalization of which was done in a three step process [102]. Briefly, in 

the first step the pristine CNT were treated in H2SO4/HNO3 (3:1) mixture for 24 h at room 

temperature, then stirred overnight in SOCl2, followed by stirring in diaminopropane for 24h. 

This is a typical sequence of defect functionalization: the strong oxidation in the first step 

(due to HNO3/H2SO4 and KMnO4 during purification), eliminates some impurity carbon 

phases, induces defects on the nanotube walls [159] and attaches –OH and –COOH groups 

to these defects on the CNT outer wall and the tube ends, in addition it causes an overall p-

doping of the nanotube π-electron system [99, 160] analogous to intercalated graphite 

nitrate [161]. In this case, the p doping means that electrons are removed from the 

nanotube, due to charge transfer between the tube and adsorbents, functional groups. The 

defect formation also affects the π-electrons: it converts carbon atoms from sp2 into sp3 

hybridization state and in this way disrupts the conjugated electron system of the nanotube. 

The following two steps do not involve the tube wall and thus the π-electron system 

anymore; instead, the second step converts the –COOH side groups into –COCl and the third 

produces a peptide link on the two ends of the diaminopropane, thereby connecting two 

carboxylic groups. The two carboxylic groups can be either on the same nanotube or on 

adjacent ones, in the latter case forming covalently interconnected MWCNT as illustrated in 

Figure 25a. 

The increase in defect concentration by the oxidation step can be detected by inelastic light 

scattering. Just like in the case of graphene and graphite, a double resonant scattering 

mechanism, made possible by the presence of defects, gives rise to a peak in the Raman 

spectra of CNTs at 1350 cm-1 wave number [162]. This so called “D peak” appears whenever 
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there is scattering of electrons between two non equivalent K valleys. This can happen near 

defect sites, such as an sp3 type carbon formed due to the attachment of functional groups. 

The intensity ratio of the D peak to the G peak, at 1580 cm-1, is considered to be a measure 

of the defect concentration in a sample [163]. A hallmark of all aromatic carbon systems, the 

G peak is an in plane bond stretching vibration mode in the honeycomb lattice [162]. The 

increase of the ID/IG ratio in the functionalized MWCNT sample can be seen in Figure 25b, 

indicating an increase in the defect concentration due to the oxidation treatment before 

functionalization. 

 

Figure 25. (a) Two MWCNTs interconnected by diaminopropane. (b) Raman spectra of the starting CNT 

material and of the functionalized sample. The spectra are normalized to the G peak intensity. (c) ATR-IR 

spectra shows peaks corresponding to –OH and –COOH groups (1720 cm-1) in both the pristine and 

functionalized samples and a signature of –NH (1630 cm-1) in the functionalized sample [T132]. 

A complementary spectroscopic technique to Raman scattering is infrared spectroscopy. 

Attenuated total reflectance infrared (ATR-IR) spectra of the pristine and functionalized 

samples show signs of OH groups, which are most probably of extrinsic origin (solvent or 
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atmospheric water residues). The spectra of the functionalized samples contain the N-H 

bending  vibration at ~1630 cm-1, indicating the presence of the amine group in 

diaminopropane. The carboxyl vibration around 1720 cm-1 is present in the functionalized 

sample, indicating that the conversion to –COCl groups in the second step was not complete. 

The carboxyl signal in the pristine sample is most probably due to the oxidation effect of the 

purification treatment of the nanotubes. 

The CNT – FLG composite presented here is obtained by mixing the functionalized CNT with 

commercially available exfoliated graphite in isopropyl alcohol by ultrasonic stirring. The as 

obtained suspension was filtered through a polycarbonate membrane filter (200 nm pore 

size) and left to dry. Pieces from this so called buckypaper were cut out and placed on the 

STM sample holder, electrical contact to the buckypaper was made by carbon colloid paste. 

The STM measurements were performed under ambient conditions and room temperature. 

The STS data were extracted from the raw CITS data files and processed separately using 

Scilab (www.scilab.org) for easy extraction of individual STS curves. All the STM images and 

STS curves presented here were obtained using the same Pt/Ir STM probe. Tips were 

mechanically cut from Pt/Ir (80:20) wire and were used for characterization only if they 

produced reproducible STS spectra and atomic resolution on graphite. Atomic resolution 

images on the nanotubes were acquired using 500 pA tunneling current and 100 mV tip – 

sample bias voltage. STM topography and CITS images were acquired using 300 pA tunneling 

current and 300 mV bias voltage. TEM measurements were done using a Philips CM20 

microscope operated at 200 keV. 

The cross-linked carbon nanotubes, which are partially formed in the reactions described 

above, are an interesting avenue in improving the mechanical and electrical transport 

properties of nanotube networks [164, 165]. Furthermore, functionalization schemes similar 

to our own have been studied before [94, 166]. However, this is the first account of STM 

measurement on such nanotubes, probably because of the difficulties in the STM imaging 

detailed above. 

3.1.3. Mapping of functionalized CNTs by CITS 

STM and CITS measurements were performed on “sandwich-like” structures seen in Figure 

24a. An STM image of a functionalized nanotube can be seen in Figure 26a, while in Figure 

http://www.scilab.org/
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26b a map of the simultaneously acquired local tunneling conductance on this nanotube 

[T132]. This map was derived from the CITS data by taking the first derivative of the STS 

curves and displaying the conductance value at -160 mV bias voltage. We can observe in the 

same image the different conductance of the graphite support and of the nanotubes. Such 

dI/dV tunneling conductance maps are qualitatively proportional to the nanotube local 

density of states (LDOS). 

 

Figure 26. (a) STM image and (b) tunneling conductance map of a functionalized nanotube extending from 

below a FLG clamping layer (conductance units are in nano Siemens). In (c) we have the dI/dV spectra acquired 

at the regions marked by arrows of the same color in (b). The spectra are selected from three regions: the FLG 

substrate (black), regions of low (green) and high conductance (red) on the nanotube. The spectra are 

displaced vertically for ease of comparison. The tunneling conductance map is displayed at -160 mV bias 

voltage. A height profile along the red line in (a) is shown in (d). [T132] 

At a first glance the dI/dV map on the nanotube surface shows regions of high and low 

conductance. Comparing the dI/dV curves from such selected regions we can see some 

similarities and some differences in the spectra. The curves from the high conductance 

regions (red arrow and curve) and the substrate (black arrow and curve) are similar and have 

a typical graphitic shape, with monotonically increasing conductance that is symmetrical 

with respect to the LDOS minimum (see Figure 21). Measuring a graphitic dI/dV signal on 

multiwalled CNT is a reasonable expectation, because at the large tube diameters in this 
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sample (~15 nm) the Van Hove singularities are very close together, due to the high density 

of allowed states along the tube circumference. They also get smoothed out, due to the 

spread of the Fermi function at 300K and due to disorder effects [167]. The minimum of the 

LDOS is shifted slightly to positive tip – sample bias voltages. This means that the chemical 

potential (Fermi level) is shifted away from its equilibrium position, i.e. that the sample is p-

doped. It has been shown that nitric and sulfuric acid can have a strong p doping effect on 

CNTs [99, 160]. It can be seen in Figure 26 that the CNT is more intensely p doped than the 

substrate. In this particular case, acid molecules adsorbed on the nanotube surface are a 

result of the purification treatment. Furthermore, as the FLG flakes and the CNTs are mixed 

ultrasonically, some doping species may be transferred from the CNTs to the FLG. These 

molecules donate a positive charge to the carbon lattice, which becomes delocalized over 

the π electron system.  This process leads to a “global” p doping of the nanotubes and has 

been measured previously by optical reflectivity and thermopower measurements [99, 160]. 

But the true power of CITS measurements comes from the local information it provides. 

Thus, examining the conductance maps further we can see regions with lower conductance 

(green arrow and curve) than the support or other regions on the tubes. dI/dV curves in 

these regions have a much less well defined minimum and are highly asymmetrical in places. 

We attributed these types of curves to defective and/or intensely functionalized regions of 

the CNT, where the low conductance values arise from defect functionalization which 

converts carbon atoms from sp2 into sp3 hybridization state and in this way disrupts the 

conjugated electron system of the nanotube [104, T132]. The STM topography of these 

tubes also shows a rough surface (Figure 26d), which is typical of highly defective and 

functionalized CNT, where the functional groups usually appear as protrusions on the 

nanotube surface [149, 151]. 
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Figure 27. (a), (b) STM images of two different regions of the functionalized CNT shown in Figure 26. Panels at 

the bottom of the topography images show zoomed in, lattice resolved images obtained in the regions marked 

by blue squares  and tunneling conductance maps obtained simultaneously with the topography, displayed at -

225 mV bias voltage. Functionalized regions show up as protrusions on the nanotube surface and as low 

conductance areas in the conductance maps. Black lines mark the zigzag direction on the atomic resolution 

image and one of the “bands”, where functionalization is more pronounced. The functionalized regions follow 

the zigzag direction. The superstructure patterns on the atomic lattice are a sign of defect scattering (marked 

by circle). Scale bars on atomic resolution images are 2 nm [T132]. 

Figure 27a and b show two distinct STM topography images of a functionalized CNT. 

Comparing the conductance maps with the topography, we observe a degree of correlation 

between the low conductance regions and the protrusions on the surface [T132]. Especially 

in Figure 27a, bands of protrusions coincide with bands of low conductance in the 

corresponding dI/dV map. Furthermore, it was not possible to obtain atomic resolution 

images on the low conductance regions, only on the regions with high conductance. In 

addition to the graphitic dI/dV curves, this suggests that the regions with high conductance 

are mostly free of defects and functional groups. Here, alongside the atomic lattice we can 

observe a typical superstructure pattern, a hallmark of electron scattering between two non 

equivalent K points in the Brillouin zone (red circle in Figure 27) [151, 155, 168]. Because 
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these superstructure patterns can extend to a few nanometers from the defect site 

producing them [168] it is fair to say that they are due to scattering taking place on the 

defects created  during oxidation and functionalization. If we compare the atomic resolution 

images with the functionalized bands, we find that these follow the zigzag direction along 

the nanotube circumference [T132]. To date, only a few such STM studies are available 

which show the correlation between crystallographic direction and functionalization, for 

example on fluorinated CNTs [155]. These measurements provide experimental evidence 

that oxidation of CNTs can prefer a specific crystallographic direction. This was presumed in 

recent experiments which involved the unzipping of carbon nanotubes to graphene 

nanoribbons [130, 169] and the chemical cutting of oxidized graphene sheets [170]. These 

results strengthen the evidence found in the literature that, when acidic oxidation is 

involved, etching takes place along the zigzag direction. 

In Figure 28 the dI/dV maps of one nanotube are shown in more detail: I display six plots of 

the tunneling conductance map of the tube shown in Figure 27b, at different tip – sample 

bias voltages. These voltages have been selected to be symmetrical relative to the dI/dV 

minimum. We can distinguish three regions based on these maps. One region is where 

atomic resolution could be achieved (marked by a red arrow). Maps of such regions have 

symmetrical conductance values with respect to the minimum of dI/dV or in other words to 

the LDOS minimum. Such behavior is graphitic in nature, due to the symmetry in energy of 

the nanotube bands around the K points. As we have seen before, another region is where 

the overall conductance is low and no atomic resolution can be achieved. These changes can 

be attributed to heavily functionalized regions (marked with a green arrow). Further 

inspection of the maps reveals a third region, where the dI/dV maps are asymmetrical, here 

the tunneling conductance is higher for positive tip – sample bias voltages (blue arrow). The 

origin of this asymmetry is not clear, but it may be due to impurity states at functionalized or 

defect sites [92]. The regions with this asymmetry are clearly identifiable as higher 

conductance values in the dI/dV map plotted at 606 mV. Furthermore, these regions are 

highly localized on the surface, further strengthening the assumption that they are due to 

the presence of functional groups. Another feature of this dI/dV curve is that its minimum is 

shifted towards a more negative sample voltage, making this region more n-doped. We can 

expect such behavior if there is charge  asymmetry between the nanotube and  the 
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functional group, which leads to a local Coulomb potential and therefore to a shift in energy 

of the nanotube bands. In Figure 28 (right upper inset) I plot a map of the LDOS minimum on 

the nanotube by displaying the bias voltage value for the dI/dV minimum on a color scale. 

From this map we can see that the mostly functional group free regions are heavily p-doped, 

with a Fermi level shift of around 0.25 eV. This is the global doping level of the sample and as 

we discussed earlier it arises due to acid molecule adsorption. The map of LDOS minima 

correlates nicely with the conductance map showing the places of asymmetric dI/dV curves 

attributed to functionalized sites (blue arrows in Figure 28). It needs to be mentioned that 

the interpretation of this map is not straightforward in the low conductance regions, where 

the sp2 carbon lattice is heavily damaged and the electronic structure of the surface is 

unknown, i.e. we do not have a model of the LDOS on which we can base our analysis. Thus, 

further work is needed to elucidate the significance of the features in these dI/dV curves 

(green curve). 

 

Figure 28. Tunneling conductance maps of the nanotube region seen in Figure 27b, with selected dI/dV curves. 

The bias voltages at which the maps were plotted are marked by dashed lines. Atomic resolution was achieved 

in the region marked by the red arrow. The low conductance regions show similar dI/dV curves as the ones 

seen in Figure 26 (green). (The dI/dV maps are 75x75 nm in size). Upper right: map of the dI/dV minimum of 

the same region as the conductance maps. The bias voltage value for the dI/dV minimum is displayed on a 

color scale. Colored arrows show the positions where the respective dI/dV curves were taken. 

The CNT immobilization technique presented here is widely applicable to any type of 

functionalized nanotube. Using energy resolved STM measurements, I have shown for the 
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first time that oxidation and subsequent functionalization has a preference of advancing 

along the zigzag crystallographic direction on large diameter multiwalled CNTs. These 

measurements illustrate clearly the kind of advantage energy resolved maps can give, 

namely to spot sample features that are not apparent from STM topography maps and to 

provide information on local functionalization and doping [T132]. Furthermore, this 

measurement technique allows certain ‘in situ’ studies that could not be performed 

otherwise, for example to examine the topography and energy resolved behavior of 

functionalized CNTs, while being exposed to different gas or vapor environments. This may 

lead to a better understanding of the adsorption processes and the electronic structure 

variations involved in gas sensing with functionalized nanotube networks. 

3.2. Measurement artefacts in AFM imaging of graphene 

As we have seen in section 3.1, the scanning probe measurement of carbon nanostructures 

is a valuable tool in exploring these systems on the nanoscale. However, to have a full 

understanding of the measurement results we need a good grasp of the specific interaction 

and physical processes we use to map the sample. This holds true in the case of STM as well 

as with AFM. 

Under ambient conditions the so called intermittent contact or tapping mode is most 

commonly used, during which the AFM tip (vibrated using a piezo actuator) is scanned over 

the sample surface, while the amplitude of the AFM tip is kept constant by a feedback loop 

and a 3D map of the sample surface is constructed by recording the feedback voltages 

applied to the piezo scanner regulating the tip – sample distance. While scanning, the sharp 

tip makes physical contact with the surface at every oscillation period and it experiences a 

range of repulsive and attractive forces. The variations in the tip sample forces are sudden 

and can range from “gentle tapping” to “hammering”[171] of the surface, which indicates 

that the tip behavior is a very nonlinear process [172]. In addition to the “normal” amplitude 

response of the cantilever due to changes in sample topography, the specific behavior of this 

nonlinear, coupled system of vibrating tip – surface can be rather unintuitive and can 

introduce deviations from the true sample topography in the final AFM image. This effect is 

especially important in the case of very small sample features which are comparable in size 

to such deviations, for example the thickness of a single atomic layer. These deviations can 
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occur for example due to changes in the material and/or mechanical properties of the 

surface on an inhomogeneous sample. Therefore, correctly measuring the size of nanoscale 

objects for example graphene, in tapping mode, is not as straight forward as one might first 

think [T144, 173]. Good control over the image acquisition parameters and understanding 

the imaging mechanism can go a long way to acquiring reliable data. 

3.2.1. Anomalous graphene thickness measurements 

Graphene layers are usually prepared on top of silicon wafers having a SiO2 capping layer. 

The thickness of a single atomic layer of graphite is not easy to define, but on the SiO2 

substrate it is expected to be something very close to the Van der Waals distance of 

graphene layers in graphite, 0.335 nm. However, since the beginning of graphene research 

[5], various groups reported different thickness values for graphene layers measured by 

AFM, ranging from 0.35 nm to more than 1 nm, relative to the SiO2 substrate. Novoselov et 

al. measured platelet thicknesses of 1-1.6 nm [5]. Gupta et al. have measured an 

instrumental offset induced by the AFM, of 0.33 nm, ie. 0.7 nm height for a single layer 

[174]. Other authors have also reported varying step heights for FLG supported on silicon 

oxide [175, 176, 177]. Furthermore, observations of distortions in the thickness of 

nanoparticles, measured with TAFM, are well known: anomalous nanoparticle height 

measurements, dependent on the free amplitude of the cantilever and material properties 

of the sample, were reported earlier [173, 178, 179]. 

AFM is used frequently to determine, or confirm the thickness of FLG layers measured by 

other techniques [180, 181]. Furthermore, a reliable way to measure the topography of 

graphene and other similar nanosized materials by TAFM would be welcome. The fact that 

the thickness of graphene films measured by different groups has a certain deviation 

suggests, that the data obtained are dependent on either the measurement parameters, 

sample preparations procedures or other laboratory conditions. The investigation into the 

dependence on scanning parameters of the measured thickness should be one of the first 

avenues of investigation. 
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3.2.2. Experimental methods 

Graphene samples have been prepared by mechanical exfoliation. Graphene was deposited 

from HOPG (SPI-1 grade, purchased from SPI Supplies) onto a silicon wafer covered by a 300 

nm thick layer of SiO2. Graphene and few layer graphite crystals were identified using optical 

microscopy and measured by TAFM. 

A Multimode Nanoscope SPM, from Veeco with a IIIa controller, was used in tapping mode 

to characterize the FLG samples, under ambient conditions. Silicon scanning tips used in 

tapping mode were purchased from Nanosensors (model: PPP-NCHR), with tip radiuses 

smaller than 10 nm (force constant ~42 N/m, resonance frequency in the range of 300 kHz). 

The cantilever drive frequency was chosen in such a way as to be 5% smaller then the 

resonance frequency. The free amplitudes of the AFM tips used were determined from 

amplitude – distance curves. Raman spectra were recorded on selected graphene films, 

using a Renishaw 1000 MB Raman microscope. The excitation source was the 488 nm line of 

an Ar+ laser with incident power in the mW range in order to avoid excessive heating of the 

sample, using a laser spot with a diameter of  2 µm. 

3.2.3. Experimental investigation of the source of the artefacts 

As detailed before, TAFM images are not a pure representation of topography, but depend 

on the material properties of the sample through the specific interaction forces between the 

tip and the surface. TAFM measurements of morphology, namely sample height, at constant 

amplitude show a surface of constant damping of the cantilever oscillation. This is why, the 

TAFM topography may be influenced by the specific vibrational characteristics of the AFM 

tip – sample surface coupled system. The amplitude of the cantilever is the main signal 

based on which the topography is mapped and it has been shown before that the value of 

the free amplitude and the setpoint amplitude have a strong influence on the imaging 

process [172, 173, 178], these measurement parameters were systematically varied in an 

attempt to experimentally reproduce the thickness values measured in the literature for 

graphene and FLG flakes. I have recorded the thickness values of a set of FLG flakes, using a 

range of values for the free amplitude and keeping the setpoint constant (Figure 29). 
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Figure 29. (a) TAFM image of two overlapping FLG films on SiO2 (b) Zoomed in region from image (a), thickness 

measurements were done in the regions marked by rectangles, C1 and C2 representing each FLG film. In fig. (c), 

each point represents the measured thickness of the crystal C1 (black squares) and C2 (red circles) with respect 

to the oxide substrate, as a function of free amplitude. The thickness of crystal C2 measured where C2 is 

overlapping C1 is also plotted (green triangles). [T144] 

In the current example, two FLG crystals were measured simultaneously, one overlapping 

the other. The free amplitude was varied from 16 nm to 30 nm. For each free amplitude 

setting a complete AFM image was acquired and the step heights in three regions were 

measured (marked by red squares): FLG C1 – oxide; FLG C2 – oxide and C2 overlapping C1. 

Starting with the 16 nm free amplitude and keeping the setpoint constant (8 nm), we can 

observe that at 26 nm free amplitude, the thickness measured on top of the oxide surface 

decreases almost instantly, by about 0.8–1 nm. However, the thickness measured at the 

overlapping region of FLG C2 (green triangles) stays constant. Furthermore, at such high free 

amplitudes, the value for the thickness of C2 corresponds to the thickness measured in the 

overlapping region. This indicates that the thickness at high free amplitudes corresponds to 

the real thickness of the flake. Furthermore, it shows that, in accordance with reports from 

the literature, a more reliable measure of thickness is the step height relative to another 

graphene or FLG substrate. It is generally accepted, that regions where the graphene folds 

onto itself give the most reliable measurement of thickness [15]. However, such folded 

regions are not always available in every experiment and most samples do not contain such 

regions, leaving no option, but to check the thickness relative to the oxide surface. The effect 

described here was checked on various FLG crystals, using different scanning tips. In each 

case, the effect could be observed, to a greater or lesser degree, with deviations in the 

thickness measured at low free amplitudes. In addition, we can also observe, that at low free 

amplitudes, the thickness of the flake shows much greater spread than in the case of large 

amplitudes (Figure 29c). 
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The effect of the setpoint amplitude was also investigated, with similar results as above. I 

have acquired AFM images on the same FLG flake with differing setpoint amplitude, keeping 

the drive amplitude constant (Figure 30). Here we also observe changes in the measured FLG 

thickness, through the stochastic changes in the measured height of the SiO2 (see red and 

green line cuts in Figure 30b). 

 

Figure 30. AFM images of the same FLG flake on SiO2, acquired using differing setpoint amplitudes, keeping the 

drive amplitude constant. Figure (a) shows stable imaging while in (b) we observe stochastic changes in the 

measured height on the SiO2. Red and green lines show selected height profiles on the images. In (b) the 

change in measured height is apparent from these graphs. Measurement parameters are, free amplitude: 23.5 

nm, setpoints: (a) 17 nm, (b) 11.7 nm. 

The presence of two “stable” thickness values for the flakes hints at the existence of a 

bistability in the measurement system. Clues to the origin of the bistability can be found if 

we investigate the amplitude response of the tip while changing the tip – surface distance. 

Such amplitude – distance curves (ADC) were obtained by reducing the tip sample distance 

from a value larger than the free amplitude to a minimal separation, where the amplitude 
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was reduced to about 10% of the free amplitude. The amplitude was not reduced all the way 

to zero because in this manner the reproducibility of the ADCs was poor. 

 

Figure 31. (a) The damping of the cantilever oscillation as a function of piezo displacement, recorded by 

approaching the tip towards the sample. The curve was taken on the surface of the FLG flake presented in (b). 

(b) TAFM image of a FLG flake, imaged at a setpoint of 15 nm and a free amplitude of 21 nm, near the 

bistability point in the AD curve. Random switching from one thickness to the other occurs. (c) TAFM image 

taken at a free amplitude of 21 nm when the instability point passes through the setpoint amplitude on the 

oxide. In this case, unstable imaging occurs on the oxide surface [T144]. 

A typical ADC is plotted on Figure 31a, recorded on a FLG surface, at 25.8 nm free amplitude. 

The striking feature of the amplitude curve is that at the amplitude value of 15 nm a jump 

can be observed. In this region, two different piezo displacement values correspond to the 

same amplitude, the difference being about 1 nm. This is important because the feedback 

electronics of the AFM works correctly only for a linear signal. If the free amplitude and 

setpoint value are selected in such a way that the setpoint coincides with the jump in 

amplitude, the feedback electronics may produce random switching from one displacement 

value to the other [T144]. Since the height signal is derived from the piezo displacement 

signal, random switching in height occurs. This behavior is presented in Figure 31. In one 

case Figure 31b, the imaging is stable on silicon oxide, while in Figure 31c. stable imaging is 

achieved over the FLG. 

Changes in topography of such a magnitude (~1 nm) have been reported previously by Kühle 

et al. [173] on Cu clusters supported on a silicon oxide substrate. The origin of this change in 



60 

 

topography, as reported by the authors, is a jump in the amplitude response of the 

cantilever, with changing tip – sample separation, as seen in Figure 31a. Anczykowski et al, 

using time resolved numerical simulation of the tapping tip [182] pointed out, that the jump 

in amplitude marks a change in the sign of the tip sample interaction force. When the tip 

starts to approach the sample, the amplitude starts to decrease linearly. In this regime, long 

range attractive forces are responsible for the oscillation damping. Such forces are, the van 

der Waals interaction, electrostatic force, capillary force, etc. At a certain tip – sample 

separation a jump occurs in the amplitude (as seen in Figure 31a). This jump marks the onset 

of a region where, with further decreasing tip – sample distance, both long range attractive 

and short range repulsive forces act on the tip, i.e. the tip is in hard mechanical contact with 

the sample. After the jump, the damping of the oscillation increases further, but this time 

net repulsive forces characterize the tip sample interaction and the contact time of the tip 

also produces a jump [183]. 

Let us now investigate the onset of unstable imaging and the amplitude response of the tip 

simultaneously. In Figure 32 we can observe the ADC on a FLG flake seen in Figure 31b,c and 

the supporting oxide surface at three different free amplitude settings: 24 nm, 26 nm and 

28.5 nm. The setpoint value used during TAFM image acquisition is 15 nm. We can observe 

the presence of net attractive and net repulsive regimes of interaction on both surfaces. One 

important characteristic is worth pointing out: below 21 nm free amplitude the 

measurement setpoint is in the net attractive regime for both the oxide and FLG surfaces. 

Increasing the free amplitude the ADC shifts and at 21 nm the setpoint is at the instability 

point on the oxide. It is exactly at this free amplitude, that the TAFM image in Figure 31c was 

acquired. Because of the presence of two piezo displacement values for a certain amplitude, 

the feedback electronics cannot distinguish between these two, as it needs a linear signal to 

work with. Therefore random switching of the height on the oxide surface can be seen 

[T144], similar to the effect observed by Kühle et al. [173, 184]. Increasing the free 

amplitude further, the setpoint on the oxide will be in the net repulsive regime, and on the 

FLG surface in the net attractive region. At 26 nm free amplitude, the setpoint is at the jump 

in amplitude on the FLG, leading to unstable imaging (Figure 31b). Plotting the step height 

dependence on the FLG as a function of free amplitude we obtain the graph in Figure 32c. 
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The plot shows a jump in the measured height, at each free amplitude value, where the 

setpoint crosses the jump in amplitude (observe the regions separated by gray lines).  

 

Figure 32. Amplitude - distance curves on the FLG (a) and oxide (b) surface at different free amplitudes, 

measured in the region presented in Figure 31b. A horizontal black line at 15 nm amplitude shows the setpoint 

used during measurements. At ~26 nm free amplitude the setpoint crosses the jump in amplitude for the FLG. 

For the oxide surface such a crossing is experienced at free amplitudes around 21 nm. (c) FLG step height 

plotted as a function of free amplitude. Two jumps in height can be observed: the jump at ~26 nm and at ~21 

nm, the free amplitude values at which the instability crosses the setpoint amplitude. [T144] 

A steep decrease in the step height at around 26 nm free amplitude from 4.5 nm to 2.25 nm 

shows the onset of the repulsive regime for both the oxide and FLG flake. Considering the 
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information in Figure 29, that at high free amplitudes the step heights measured relative to 

the oxide and the flake surface itself correspond, we can say that a more precise measure of 

the step height can be obtained, if the measurement is performed in the repulsive regime on 

both oxide and FLG. 

I have shown that at certain setpoint or free amplitude settings of the vibrating AFM tip the 

measured thickness of FLG flakes changes. Furthermore, I have shown that generally the 

thickness of FLG flakes is correctly reproduced by the AFM at high free amplitude or at low 

setpoint settings. To support these claims and to get a better understanding of the reasons 

for the large difference in thickness, more than 1 nm in certain cases, a theoretical modeling 

of the tip – surface interaction can be very useful. 

3.2.4. A model for the tip – surface interaction and measurement regimes 

The complex behavior of the tip can be best modeled by taking into account the specific 

shape of the cantilever, which has multiple vibrational eigenmodes [185]. However, in this 

present case, such a treatment is not necessary. Taking a more simple approach of modeling 

the tip oscillation by a spring – point mass system has proven effective in giving a qualitative 

description of the kinds of behavior observed in the present experiments [143, 184, 

183, 186]. In this approach, the tip motion can be modeled by a driven harmonic oscillator. 

We can start from Newton’s equation of motion: 

(XIII).  ( )mz kz z F tγ+ + =   

Here, the mass m  is a kind of effective mass of the cantilever – tip ensemble [186]. In the 

case of TAFM, we are interested in ( )z t  solutions to the above differential equation for a 

periodic driving signal 0( ) sin( )F t F tω= , taking into account the forces acting between the 

tip and sample surface ( TSF ): 

(XIV).  0
0( ) sin( )TS

mmz kz z F z F t
Q
ω ω+ + = +  , 

Where m , 0ω , k , Q  and 0F  are the cantilever effective mass, angular resonance frequency, 

spring constant, quality factor and the amplitude of the driving force. The angular resonance 



63 

 

frequency is 0 0/ 2k mω πυ= =  and the quality factor is defined as: 0 / DQ mω γ= , it is 

essentially a dimensionless measure of the damping of the oscillation, where Dγ  is the 

damping coefficient. The quality factor is a usually in the 400 - 600 range in air, for the 

cantilevers used in the present experiments. 

The forces acting between the tip and the sample ( TSF ) can be separated into two 

categories: attractive forces and repulsive forces. Short range repulsive forces arise when 

the tip is in hard mechanical contact with the sample and their source is ionic and Pauli 

repulsion between the atoms and molecules of the tip and surface. Long range attractive 

forces are for example the van der Waals force and the capillary force, which arises due to 

the ever present water layer on the sample surface when measuring under ambient 

conditions [187, 188]. When not in mechanical contact with the sample surface, the 

contribution to TSF  comes from these long range attractive forces. Once in contact with the 

surface, the force is modeled by simple contact mechanics. The force acting on deformable 

bodies in mechanical contact was first described in a continuum model by Hertz in 1881 

[143]. The AFM tip studied here is made out of silicon and has a tip radius of curvature 

smaller than 10 nm. An approximation that is suitable to model this hard, but compressible 

tip with a similarly hard and compressible surface, i.e. the SiO2 or SiO2 supported graphene is 

the Derjaguin-Muller-Toporov (DMT) model [189]. This model is based on hertzian contact 

mechanics, but adds the effects of adhesion forces acting outside the contact area, between 

the tip and sample in contact. This model has proven very successful in describing the 

behavior of AFM under the present experimental circumstances [143, 172, 182, 183, 188] 

and has become one of the standard ways of calculating tip surface interaction forces in 

AFM [143, 186]. The repulsive force in the DMT model is given by: 

(XV).  
( ) ( )3/2

02

22

4( ), ( )
3 3
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where TE  and SE  are the tip and sample elastic modulus and Tη  and Sη  are the Poisson’s 

ratios. The relevant quantities, for the tip sample separation TSz  and the position of the tip 
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at a given time ( )z t  are shown in Figure 33. The constant 0a  is comparable to interatomic 

distances and is introduced to avoid divergence (see below). The adhesion force is given by 

4adhF Rπ ε= , where R  is the tip radius of curvature and ε  is the surface energy. The van 

der Waals force for a sphere – flat surface geometry is:  

(XVI).  ( )
( )2( ),

6 ( )vdW TS
TS

HRF z t z
z t z

= −
+

, 

where H  is the Hamaker constant. The van der Waals force diverges if the tip comes into 

contact with the sample. Therefore, for tip sample separations smaller than atomic distances 

( 0( ) TSz t z a+ ≤ ) vdWF  is made to be equivalent to the adhesion force from DMT theory. A 

plot of this force can be seen in Figure 33b. Using this force and evaluating the equation of 

motion numerically we get the amplitude response of the TAFM tip at a given tip sample 

separation ( TSz ). 

 

Figure 33. (a) Scheme of the AFM tapping, with relevant quantities noted. Arrow shows the coordinate system 

used during this study. (b) Plot of the force acting between the tip and surface, as a function of tip – sample 

separation. 

Based on the model described above, I have calculated ADCs for a tip sample configuration 

used for measurements, namely a single crystal silicon tip, with a 10 nm tip radius and a SiO2 

surface, using only contact and van der Waals forces (Figure 33b). In Figure 34a I have 

plotted the ADC for a tip vibrating with a 15.7 nm free amplitude. The parameters used for 

calculations are as follows: H = 6.4*10-20 J, ε = 31 mJ/m2, TE = 130 GPa, SE = 70 GPa, 

T Sη η≈ = 0.17; with the tip and cantilever properties being: R = 10 nm, k = 40 N/m, with the 
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tip driven at the resonance frequency of 0υ = 300 kHz. We can see from the ADC, that the 

numerical calculations reproduce the discontinuity in the amplitude response observed in 

experiments (see Figure 32a,b). By plotting the average force, that the tip experiences during 

an oscillation cycle it becomes apparent that, as discussed before, the net force changes 

from attractive to repulsive, at the point where the instability occurs in the ADC. In the net 

attractive region (negative average force) the amplitude reduction occurs mostly due to 

attractive forces (van der Waals, etc.). This is sometimes called “soft tapping”, since the tip 

sample forces are minimal. Further reducing the tip – sample distance, the tip comes into 

hard mechanical contact with the sample at each oscillation period, making the net force 

repulsive in nature (positive average force). At even smaller tip – sample distances, the 

damping of the amplitude is due to the strong repulsive forces acting between the atoms of 

the tip and surface. At the discontinuity, alongside the jump in the amplitude, the contact 

time of the tip with the sample increases in a step like fashion as well, as shown by Garcia et 

al. [183]. 

 

Figure 34. (a) Numerically calculated ADC for an AFM tip of 10 nm tip radius and a cantilever of 40 N/m spring 

constant. The forces acting between the tip and sample are the DMT contact force and van der Waals 

interaction. The free amplitude of the oscillation is 15.7 nm. Red arrows show the size of the difference in tip 

sample separation, at the jump in amplitude. (b) Plot of the mean force experienced by the tip during an 

oscillation period. There is a marked jump from attractive to repulsive net force, exactly where the jump in 

amplitude occurs. 

The model described above does not give an exact quantitative description of the tip 

amplitude response. Still, it can be used in elucidating some of the physical processes 

responsible for the very large difference in the thickness of graphene, when measuring in 

the net attractive and net repulsive regime, respectively. Plugging in the parameters for the 
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tip and sample material, tip radius of curvature, etc. the plots of the ADC look like the one in 

Figure 34a. The ADC curves reproduce the discontinuity in amplitude, but the size of the TSz  

difference separating the two amplitude solutions is only a fraction of a nanometer (see 

Figure 34a). This can in no way be responsible for the very large TSz  difference, sometimes 

more than 1 nm, observed during experiments (see Figure 31a), which leads to the large 

differences seen in the thickness. Parameters like the free amplitude have some influence 

over the position and magnitude of the calculated amplitude jump - TSz  difference, but do 

not significantly change the behavior. As also pointed out by Garcia et al [183] and shown in 

the present calculations, the size of the amplitude jump diminishes with increasing free 

amplitude (Figure 35b). I have also calculated the dependence on the tip radius of curvature, 

from a 5 nm tip radius to a 25 nm tip radius (Figure 35a). We can see that in this case the 

magnitude of the TSz  difference increases with increasing tip radius but the effect is still 

subtle and the largest tip radius, 25 nm, being about twice as large as the typical single 

crystal silicon AFM tip radius. We can get a better description of the tip amplitude response 

by making a refinement to the current model. 

 

Figure 35. Changes in the onset and magnitude of the jump in amplitude for different values of the tip radius of 

curvature (a) and for different values of the free amplitude (b). For easier comparison, the ADC curves in (b) 

have been normalized to the free amplitude (A0). The tip radius in the case of (b) is 10 nm. 

When examining the long range forces acting on the tip in the vicinity of the sample, we 

have neglected nearly all forces, except for the van der Waals. But there can be other forces 

at play, from electrostatic and magnetic interaction, to capillary forces [143, 186]. In our 

particular case, the capillary forces may play an important role in the damping, due to the 

ever present water layer on SiO2, under ambient conditions [190, 191]. Verdaguer et al. have 
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shown that on SiO2, 6 to 7 monolayers of water can form above 75% relative humidity [190]. 

There is evidence that even graphene or graphite, which is a hydrophobic material, can 

support a water layer [192, 193]. To get a more accurate picture of the physical processes 

leading to the measurement of anomalous thickness values, the presence of a water layer on 

the sample must be taken into account. 

Since the objective of this work is to reveal the kinds of physical processes responsible for 

the large thickness jumps observed experimentally and not a quantitative description of the 

AFM measurement process, the capillary force is taken into account using a simple model. I 

have implemented a model for the capillary force used by Zitzler et al. to successfully explain 

the relative humidity dependence of the onset of the jump in amplitude [188]. The source of 

the capillary force is the formation of a capillary neck if the AFM tip touches the sample 

surface which has a water layer of thickness h  (see Figure 36). The meniscus is considered to 

form upon approaching the tip to the surface at a distance of 1 2d h= . Since we are striving 

to a qualitative description, we neglect the presence of the water as a dielectric, which 

would influence the magnitude of the van der Waals force and capillary condensation due to 

the presence of the sharp AFM tip near the sample [186, 187]. However it needs to be 

mentioned that due to capillary condensation the amount of water present around the tip 

would certainly increase [187]. As the tip starts to retract from the surface, the meniscus 

breaks at a distance 2d , which is larger than 1d . The break distance 2d  is given by Willet et 

al. [194] for a sphere plane geometry as: 

(XVII).  
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In the above expressions V  is the volume of the displaced water, as the tip touches the 

sample surface and from the DMT model we have r , the radius of the contact area. 
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Figure 36. (a) Formation of a capillary neck around the AFM tip in contact with the sample surface, due to the 

water displaced by the tip. The thickness of the water layer is h, the tip radius of curvature is: R and r is the 

radius of the contact area. (b) Plot of the force acting between the tip and sample, for a water layer thickness 

of 3.7 Å. 

When the meniscus is present around the tip a capillary force is added, 

TS DMT vdW capF F F F= + +  [195]: 

(XIX).  4
( )1

water
cap

TS

g RF z z t
h

π
= −

+
+

 

Here, waterg  is the liquid – vapor interfacial energy of water, equal to 72 mJ/m2 [188]. A plot 

of the tip – surface force can be seen in Figure 36. An estimate of the water layer thickness 

can be obtained from the work of Xu et al. [191], who have directly measured the thickness 

of a single monolayer of water on a mica surface, which added up to 0.37 nm. Figure 37a 

shows the ADC plotted in Figure 34a and four other curves, calculated using three different 

values for h : 0.18 nm, 0.37 nm and 0.5 nm. It becomes immediately clear that if we take 

into account the capillary force, the difference in TSz  at the instability between the two 

amplitude solutions increases dramatically to about 1 nm, as observed in experiments. 
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Figure 37. (a) ADC plotted for different values of the water layer thickness. (b) Plot of the net force experienced 

by the tip over an oscillation cycle, for a range of tip sample separations. In the presence of the capillary force, 

the attractive forces are much larger than if we don’t have a water layer. (c) ADCs for free amplitude values 

similar to experiments (see Figure 32a). 

As expected, the net force experienced by the tip over an oscillation cycle (Figure 37b) is 

much larger than in the case of no capillary force. Furthermore, the tip oscillation state 

jumps to the net repulsive regime at much smaller tip sample distances. For large water 

layer thicknesses and small free amplitudes of the tip, the amplitude can be reduced to all 

the way to zero without a jump to the repulsive regime (data not shown). However, for a 

fixed water layer thickness and changing free amplitude, the instability occurs at roughly the 

same TSz /free amplitude ratio, displacing the instability in amplitude (Figure 37c and Figure 

35b). Therefore, at a given measurement setpoint the amplitude jump can be offset with 

changing the free amplitude of the tip, as we have seen in experiments (Figure 32). 

One more important insight is that the amplitude response of the tip in the attractive regime 

is strongly dependent on the nature and strength of the tip - surface forces (Figure 37a) and 

is influenced considerably by measurement parameters, such as the tip radius of curvature 

and free amplitude (Figure 35a, b). This becomes important if the measurement is done in 
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the attractive regime and certain parameters, such as the water layer thickness, may change 

during scanning. Such an instance occurs when the tip moves from graphene to the 

supporting SiO2, which has a differing hydrophobicity and as a result, most likely different 

adsorbed water thickness. Thus, we can say that it is more prudent to measure the thickness 

of nanosized objects, such as graphene, in the repulsive measurement regime, simply 

because the amplitude response is less prone to be perturbed by the particular experimental 

conditions during measurement. 

It needs to be stressed that the above calculations have been done only for the SiO2 surface 

– silicon tip ensemble and not for a SiO2 – graphene – tip system. To study the latter system 

theoretically, we would need to know the mechanical properties of the graphene – SiO2 

support. Since graphene is only a single atomic layer on top of the support, in a rough 

approximation we could handle this system as having the mechanical properties (Young’s 

modulus, Poisson ratio) of SiO2, with the Hamaker constant, surface energy and 

hydrophobicity of graphite. Since the mechanical properties are the ones that largely 

determine the repulsive force, we would not expect much difference in the amplitude 

response of graphene and SiO2 in the repulsive regime. However, the behavior of the tip in 

the attractive regime would be markedly different on graphene. The correct description of 

the mechanical properties of the graphene – support system is beyond the scope of this 

work, but two general conclusions related to graphene thickness measurements can be 

drawn. One is that the contribution of capillary forces determines the large jump in tip – 

sample separation, when the tip switches from the net attractive to the net repulsive 

regime. Second, the amplitude response of the tip is much more sensitively affected by 

specific measurement conditions in the attractive regime, making thickness measurements 

in this regime prone to unforeseen perturbances. This can be observed in Figure 29c, where 

the spread of thickness values for the FLG flakes, measured relative to the support shows a 

higher spread when measured in the net attractive regime, than when the measurement is 

performed in the net repulsive regime. 

3.2.5. Reproducible thickness measurements of FLG  

Calculations have shown that performing measurements in the net attractive regime can 

lead to unreliable thickness measurements. This is because the tip amplitude response is 
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strongly affected by the specific material characteristics of the sample, for example the 

hydrophobicity. We have two solutions to this conundrum. Either the thickness 

measurement is performed over a sample region which is homogeneous, like the case of a 

graphene flake folding onto itself. We have observed that in this case, the thickness value 

measured is unaffected by the free amplitude or the amplitude setpoint chosen (Figure 29 

and Figure 30). A second option is to choose the free amplitude and setpoint in such a way 

as to have the setpoint below the jump in amplitude on both the oxide support and the 

graphene – FLG , i.e. to measure in the net repulsive regime. Experiments show that in this 

case the thickness measured, relative to the SiO2 is the same as the one measured in a 

region where the thickness is measured relative to another FLG surface (Figure 29c and 

Figure 30). This means that the thickness measured in the repulsive regime is the true 

thickness of the graphene - FLG flake. As further evidence for the correctness of measuring 

thickness in the net repulsive regime, I have cross checked the thickness values measured by 

TAFM with measurements of thickness using Raman spectroscopy. 

Soon after the discovery of graphene it became apparent that the Raman spectra of FLG is 

very sensitive to the number of graphene layers [162, 196]. The three prominent peaks of 

graphene and FLG are the so called D (~1350 cm-1), G (1580 cm-1) and 2D (~2700 cm-1) bands. 

The 2D peak is especially sensitive to the number of graphene layers. It stems from a double 

resonant process, during which an excited electron suffers inter-valley scattering by two 

phonons, with opposite momentum [162]. This peak is a well defined single peak for a single 

layer of graphene and has four components for bilayer graphene. Above two layers, three to 

five layers can still be distinguished from the bulk signal of graphite. This method became 

the gold – standard of graphene thickness determination. For the sake of clarity it needs to 

be mentioned that in the literature the 2D peak is sometimes referred to as G’, for historical 

reasons [162], or D* [197]. However, the 2D notation is the most prevalent. 
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Figure 38. TAFM images of single layer (a, b); bilayer (c, d); three layer (e, f) flakes (each image is 2.5 µm x 2.5 

µm). The images were acquired using a constant setpoint amplitude and two different free amplitudes, one 

higher (a, c, e) and another one lower (b, d, f). In the first case (a, c, e) the setpoint is in the repulsive regime for 

both oxide and FLG, while in the latter case (b, d, f) imaging is in the attractive regime. Line cuts (colored 

markers) taken on each image show the thickness in each measurement region [T144]. 

Figure 38 shows TAFM images of FLG flakes, with different thicknesses. The thickness of the 

flakes was measured in both the net repulsive and net attractive regimes. In the repulsive 

regime, the thickness of the flakes turned out to be: 0.4 nm, 0.69 nm and 1.12 nm. These 

thickness values would correspond to single layer, bilayer and three layers of graphene. To 

cross check the thickness values, the Raman spectra on these flakes was measured, using a 

laser with a 488 nm wavelength and a Raman spot size of 2 µm [T144]. 2D peaks of the 

Raman spectra are plotted in Figure 39. The spectra for the flake having 0.4 nm thickness can 

be fitted with a single Lorentzian, which shows that it is indeed a single layer of graphene 

[196]. The next flake which has a thickness of 0.69, or roughly two times the van der Waals 
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spacing of graphite (0.335 nm), shows a 2D peak which has four components, indicating that 

it is indeed a bilayer [196]. In accordance with the measurements of Ferrari et al. [196] the 

flake having 1.12 nm thickness, or a three layer graphite has a 2D peak similar to bulk 

graphite. 

 

Figure 39. Raman spectra of FLG having 1, 2, 3 and >10 layers (scaled to have similar height of the 2D peak). 

The spectra are displaced for easy comparison. For each sample, I show the height measured by TAFM, in the 

net repulsive regime. The four components of the 2D peak in bilayer graphite are plotted. 

The systematic AFM measurements and calculations have shown us that the TAFM 

measurement of graphene is best performed in the net repulsive interaction regime. Usually 

the amplitude setpoint is chosen in such a way as to be as near as possible to the free 

amplitude in order to minimize the forces acting on the tip and sample in order to minimize 

tip – sample damage, but as we have seen this may not be the correct setting. The evidence 

presented here points to the fact that the variation of the reported thickness of graphene 

among different research groups is largely due to the unreliability of TAFM measurements in 

the attractive regime. It is worth noting here, that during our measurements at high free 



74 

 

amplitude and low setpoint settings, no damage to either the sample or tip were 

encountered. The results presented here may be extended to the measurement of other 

nanostructures where the deviation induced by the difference between the two stable states 

of vibration may be comparable to the size of the nanostructure. Furthermore, this study has 

shown us what kinds of factors one needs to take into account when measuring and 

interpreting topography and size measurements of nanostructures with TAFM: 

- one has to consider the influence of changing surface material properties, such as 

hydrophobicity and mechanical properties, 

- the measurement setpoint and free amplitude of the tip have to be chosen is such a 

way that the measurement is performed in the net repulsive tip – sample interaction 

region. 

3.3. Preparing graphene nanoarchitectures with zigzag edges 

The electronic properties of GNRs are predicted to depend on their size and the 

crystallographic structure of the ribbon edges (see chapter 1.4.2). Chemical routes of GNR 

preparation that are able to differentiate between the zigzag and armchair type edge 

terminations of graphene are highly sought after as an alternative to standard lithography 

methods like electron beam lithography [120], due to the scalability of such chemical 

processes. Several theoretical investigations show that the armchair and zigzag edges of 

graphene have differing reactivity [198, 199] and energetic stability [200], these studies all 

point to the possibility of anisotropic etching. Indeed, recently the crystallographic 

orientation dependent etching of graphite by metal nanoparticles [ 201 ] has been 

successfully implemented on graphene samples [133]. In the case of graphite etching, Ci et 

al. have shown evidence that zigzag edges are produced [134]. However, up to now control 

over the patterning has not been demonstrated, as the catalytic particle trajectories cannot 

be guided at will. Furthermore, any lithographic technique would need to be implemented 

on an insulating substrate, to facilitate the study and use of the as prepared graphene 

nanostructures in electronic devices. In this study, I present a controllable and anisotropic 

etching process which circumvents all these problems and I show that we can use it to 

obtain graphene ribbons with zigzag edges. 
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The etching of graphite surfaces in an anisotropic manner has been achieved more than a 

decade ago by simply heating the sample in air at 650oC [202]. After such a treatment the 

surface of graphite shows a range of hexagonal pits. These pits form through the etching of 

the graphite basal plane by the oxygen in the atmosphere. Such etch pits have a hexagonal 

structure and were shown to have armchair type edge terminations [202]. This type of 

oxidation technique shows promise to pattern the surface of graphene layers in a 

crystallographically selective way. Starting from this premise, I have studied the oxidation of 

graphene layers in an oxygen containing atmosphere. 

3.3.1. Sample preparation and experimental methods 

For all patterning experiments the graphene samples were prepared by micromechanical 

cleavage [5], and supported on single crystal silicon wafers having a 90 nm thick SiO2 capping 

layer. After preparing graphene samples in this way, they were exposed to an oxygen – 

nitrogen atmosphere at 500 °C. The treatment was carried out in quartz tube inside a 

resistively heated furnace. During the 40 minute oxidation, a mixture of high purity O2 

(99.9995%) and N2 (99.999%) was used, with a flow rate of 700 ml/min and 1300 ml/min, 

respectively. A TAFM image of such an etched graphene layer can be seen in Figure 40a. As 

also shown by Li et al [203], this treatment produces circular etch pits on the graphene 

surface [T129]. If compared with the results reported in ref. 202, this indicates that oxidation 

of graphene is different as compared to that of HOPG. A possible source of the differences 

can be the interaction with the substrate. 

It is well documented that when heating graphite in the presence of molecular oxygen, at 

temperatures below 875oC, oxidation only occurs at defect sites [204]. At these defect sites 

the carbon gasification reaction has lower activation energy, determined by the specific 

structure of the defect [205]: vacancy, pentagon-heptagon pair, grain boundary, etc. The 

temperature used in this study is far away from the gasification temperature of the basal 

plane of graphite (875oC) [204] but still, etch holes are generated in the basal plane of the 

graphene flake in a stochastic manner all throughout the oxidation process. This is apparent 

from the fact that the etch pits have different diameters (Figure 40a). A large spread in the 

diameter happens when, assuming a constant etch rate, new pits are generated throughout 

the oxidation time interval [204]. This stands in contrast to defect oxidation, where the size 
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of the etch pits remains the same and grows monotonously as a function of etch time [204]. 

The surprising fact that on graphene these etch pits are generated in a stochastic manner 

throughout the basal plane, at such low temperatures (500oC), may be due to interaction 

with the SiO2 support. The mechanism for increased pit nucleation may be a localized 

reduction in the energy barrier for carbon removal due to two factors, one of these being a 

high local curvature of the graphene layer conformed to a rough SiO2 support [206], or the 

presence of charged impurities in the oxide [125, 203]. The fact that the etch pits are circular 

and that the they get generated in a stochastic manner make this kind of oxidation 

unsuitable for crystallographically oriented, well controlled patterning. To overcome these 

drawbacks, a novel graphene patterning process was attempted [T129]. 

 

Figure 40. (a) AFM images of a graphene layer oxidized in a mixture of O2 and N2 gas, at 500oC for 40 min and 

(b) the subsequent growth of hexagonal holes in the graphene, after annealing at 700oC in an Ar atmosphere. 

Specific oxidation holes are marked by black circles, and the same etch pits are marked by hexagons after 

carbothermal etching. The long, branching etch marks are due to the etching out of grain boundaries. White 

spots on the AFM images are the remnants of the Scotch tape material and have no observable effect on the 

oxidation or annealing processes [T129]. 

The oxidation of carbon can occur even in the absence of molecular oxygen in the presence 

of SiO2. The reaction of SiO2 and C is used to form SiC at a temperature of 1754oC [207]. 

However, Byon et al. have shown that a partial reduction of SiO2 and oxidation of carbon can 

occur at much lower temperature of 830oC [208]. They have used CNTs to etch nanosized 
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trenches into a SiO2 surface. During this process the SiO2 is partially reduced to SiO and the 

carbon oxidized to CO: 

(XX). 2SiO C SiO CO+ → ↑ + ↑  

Both reaction products of this so called “carbothermal” etching, CO and SiO, are volatile at 

high temperatures and thus get swept away from the reaction site by applying a gas flow 

over the sample, enabling the very slow removal of carbon [208]. This procedure was 

adapted to etch graphene flakes supported on SiO2. In the initial experiment, the flakes 

etched by oxidation in a N2/O2 mixture (Figure 40a) were subjected to another annealing 

treatment, this time in inert, Ar gas (99.99%), with a flow rate of 1000 ml/min. The result of 

the carbothermal etching is shown in Figure 40b and the temperature profile of the 

annealing in Figure 41. 

 

Figure 41. (left) Graph showing the heating and cooling cycle of the annealing. The etching time referred to in 

the text is the region of 700oC of the treatment time. (right) Outline of the oxidation with molecular oxygen at 

500oC (top) and subsequent carbothermal etching process at 700oC (bottom). 

After this second treatment step, the existing circular etch pits continued to grow in size but 

we can observe that their shape changed from circular to hexagonal and—importantly—

after careful comparison of Figure 40a and b, we observe that no new etch pits were 

formed. A scheme of the etching processes can be seen in Figure 41. The fact that the etch 
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pits are hexagonal and that they all have the same orientation relative to one another means 

that carbon removal from either the zigzag or armchair type edges has a very different 

reaction rate [202]. A closer examination of the etch pits reveals evidence that indeed the 

carbothermal oxidation of graphene edges has taken place. AFM images of the etch pits 

reveal that, in depth, roughly 1 nm of the SiO2 substrate was consumed, where the graphene 

has receded during the 700oC annealing step. This appears as a depression of the substrate 

beside the edges of the hexagonal holes (see Figure 40b and the line cut in Figure 42). This 

AFM based evidence shows us that carbothermal etching does indeed take place, but we 

cannot rule out the role of trace amounts of oxygen in this graphene etching process. 

Indeed, when studying the etching of CNTs on SiO2, Byon et al. [208] have reported the 

necessity of having very small amounts of oxygen (a few parts per million) in the reaction 

chamber as a catalyst for carbothermal etching. The role of such minute amounts of oxygen 

in the reaction are the focus of further studies. 

 

Figure 42. AFM image of a hexagonal etch pit from the sample shown in Figure 40. In the height profile we can 

clearly identify that the SiO2 substrate has been etched away along with the graphene at the oxidation hole 

edges [T129]. 

The fact that the edges are so well formed shows that the above reaction has a high 

crystallographic selectivity under these annealing conditions, i.e., there is a much higher 

reaction rate for the removal of carbon from one type of graphene edge than from the 

other. Theoretical studies of armchair and zigzag edges have shown that they do indeed 

have different reactivity [198, 199], and different chemical processes favor etching of 

different edge orientations [134, 202]. 
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3.3.2. Controlled patterning of graphene 

One important characteristic of carbothermal graphene etching is that the carbon removal 

only occurs at the sample edges, or defect sites and in the places defined by the circular 

oxidation pits. This is a random network of defects, which gives little control over the 

resulting hexagonal hole distribution and architecture. A major advantage of the 

carbothermal etching process is that the distribution of the hexagonal holes is directly linked 

to the sample defect distribution, so by tailoring the defect positions one should be able to 

control the arrangement of the pattern composed of hexagonal holes. 

 

Figure 43. (a) The result of AFM indentation of a 3 × 3 matrix of holes in graphene. (b) AFM micrograph of the 

etch holes grown from the defects induced by indentation. Protrusions inside the hexagons are remnants of 

the AFM indentation process [T129]. 

The pre-patterning of defect sites may be achieved in many ways, through e-beam- or 

photolithography for example. Patterning was demonstrated by a very simple technique, 

that of using the tip of an AFM probe as an indentation tool [T129]. During AFM indentation 

one can puncture the graphene flake at predefined positions and thus create an ordered 

array of defects. The benefit of using AFM is its precision in the X–Y direction and the ability 

to quickly pattern periodic structures onto the graphene. An example of this can be seen in 

Figure 43a, where we have prepared a 3 × 3 matrix of indentation holes. By subsequent 

annealing, hexagonal pits can be grown by carbothermal etching starting from the puncture 

holes introduced by the AFM tip (Figure 43b). 
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Having demonstrated control over the position of the etch pits, controlling their size 

becomes the next issue at hand. Luckily, the size of these hexagonal pits can be adjusted by 

changing the annealing time. This is nicely illustrated in Figure 44, where three etch pits can 

be seen, after successive two hour carbothermal etch cycles. Starting out with etch pits of 

300 nm size, the pits can be grown in size by 50 nm after each two hour etching cycle. This 

gives a growth rate of about 12 nm/h, allowing for a good control of pit dimensions. 

 

Figure 44. AFM images showing the controllability of carbothermal etching. (a) Three hexagons produced by 

AFM indentation and subsequent etching, of about 300 nm size. Images (b) and (c) show the same etch pits 

after an additional 2 and 4 h of etching, respectively. Small holes in the centers of the hexagons are the 

remnants of AFM indentation [T129]. 

3.3.3. Revealing the orientation of the etch pits 

After showing that crystallographic orientation control and controllable positioning of the 

etch pits can be achieved, an important question still remains: what exact crystallographic 

orientation do the edges of these structures have? Some kind of information is needed on 

the atomic lattice directions in the sample, to reveal which of the two most stable edge 

orientations is etched in a preferential manner. This has been achieved by STM 

measurements on a graphene flake having pre-patterned hexagonal holes by carbothermal 

etching. To enable STM measurements, an electrical contact needs to be established with 

the graphene flake. This has been achieved by placing a metallic contact on the sample, in 

the form of an indium spike [209]. An atomic resolution STM image of the sample can be 
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seen in Figure 45b. The lattice directions deduced from the STM images have been matched 

to the AFM images of the etch pits. Thus, it was possible to show that the edge orientation 

of these pits is of zigzag type (Figure 45) [T129]. Matching the STM and AFM images was 

accomplished by using certain sample features as markers, for example the thicker graphene 

edge of the sample seen in Figure 45a. It needs to be emphasized at this point that the STM 

measurements were not obtained exactly at the hexagonal pit edges, but rather a few 

hundred nanometers further away, making possible the identification of the crystallographic 

axes of the sample and therefore the edge orientation, but without any information about 

the atomic structure of the edge itself. Measuring exactly at the edge of the hexagonal holes 

with STM is rather difficult, because of the transition from the graphene to the insulating 

SiO2 damages the STM tip and severely hinders imaging. 

 

Figure 45. (a) Optical micrograph of the patterned graphene sample contacted by an indium spike for STM 

measurements. (b) STM image and (c) AFM image side by side, showing the atomic lattice of the graphene 

sample and the orientation of the etch pit. The hexagons help to visualize the orientation relationship between 

the two images [T129]. 
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3.3.4. Crystallinity and edge roughness 

Having demonstrated precise patterning of the etch pits and size controllability of these 

nanostructures we need to address another crucial issue. Oxidative chemical processing can 

damage the basal plane of graphene. Albeit the solid – solid reaction described here is much 

milder than other solution based techniques [170] it needs to be clarified if the etching only 

takes place at the sample edges, as suggested by AFM measurements, or if the basal plane 

of graphene gets damaged as well. An estimate of the defect concentration and the edge 

roughness of the hexagonal etch pits are very important factors, since the physical 

properties of crystallographically oriented graphene nanostructures is strongly influenced by 

this kind of disorder (see chapter 1.4.2). 

Defect sites induce scattering between two non equivalent K valleys in graphene, which 

leads to 3 3 30ox R  type superstructures [210], also observed on CNTs with defect sites 

(Figure 27). A good indication that no additional defects were created during the 

carbothermal etching process is that atomic resolution STM measurements (Figure 45b) 

show no sign of the 3 3 30ox R  type superstructure, thus intervalley scattering is absent. 

However, STM can only give local information about the defect structure of the sample. This 

is why Raman spectroscopy was used to estimate the crystallinity of the graphene layers 

before and after carbothermal etching. Similarly to the case of carbon nanotubes (Figure 

25b), the intensity ratio of the D peak and G peak in the Raman spectra of graphene is 

proportional to the defect concentration [162, 163]. In Figure 46 Raman spectra of the 

pristine graphene sample, and etched samples are shown. On the sample oxidized in air and 

the one subjected to carbothermal etching, the laser spot was kept clear of the sample 

edges and etch holes as much as possible in order to record spectra from only the graphene 

basal plane. We can observe the absence of the D peak of graphene at around 1350 cm–1 for 

both the pristine and etched samples. This finding strengthens the conclusions drawn by 

AFM and STM measurements, that although the graphene layer gets etched out at the 

edges, it retains its nearly perfect crystal structure. This means that during carbothermal 

etching, the dissociation of carbon bonds only occurs at the sample edges where the carbon 
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atoms have less than three neighbors and the binding energy of the atoms is therefore lower 

than for lattice positions having three nearest neighbors. 

 

Figure 46. Raman spectra of the pristine sample, oxidized sample and the sample after carbothermal etching. 

Positions of the D, G and 2D peaks is shown. The spectra are displaced vertically for easier comparison [T129]. 

Further examination of the Raman spectra gives us more insight into the changes that have 

been induced during carbothermal etching. By following the evolution of the Raman spectra 

acquired for the pristine sample, the oxidized sample at 500oC and the sample annealed at 

700 °C we can observe a significant upshift of the frequency of the G and 2D peaks, normally 

found at 1580 cm–1 and 2700 cm–1, respectively (Figure 46). This shift of the Raman peaks 

has also been observed by Liu et al [203]. Such changes in the Raman frequencies are most 

likely due to a convolution of two effects. According to the work of Das et al. this upshift of 

about 20 cm–1 can be attributed to a strong hole doping of the graphene layer [211]. From 

the electrochemical top-gate doping experiments of Das et al. we can estimate the Fermi 

level shift to be around 0.48 eV with a hole density of 1.5 × 1013 cm–2. Graphene samples 

prepared under ambient conditions usually show p-type doping [212]. In our case the p 

doping originates from the adsorption of oxygen and water at the highly reactive graphene 

edges and basal plane during annealing [213]. Nevertheless, the very large doping level 

deduced this way is not usually seen in experiments and is very hard to obtain [211]. 

Therefore, another contribution to the observed G and 2D shifts needs to be considered. It 

has been shown that due to the very different thermal expansion coefficients of graphene 
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and its substrate, compressive stress can build up in supported graphene layers  

[213, 214, 215], giving rise to an upshift in the G and 2D frequencies. 

Finally, another important issue to explore is the roughness of the etch pit edges. STM 

measurements have not determined the exact structure of the edge carbon chains, but only 

the crystallographic direction of the edges. Since disorder at the edges of graphene 

nanostructures can strongly perturb the specific physical properties of the zigzag (or 

armchair) edge [116, 117, 121] it is important to try to characterize the disorder at the edges 

of the hexagonal pits. Here, disorder is defined as the percentage of pure zigzag edges to 

other edge structures. 

Once more we turn to the analysis of the D peak in graphene, and this time we’re interested 

in the scattering processes that occur at the graphene edges. Cançado et al. have suggested 

that the D peak should vanish for atomically perfect zigzag edges, while it should be present 

in armchair graphene edges [216]. The scheme of the scattering mechanism which results in 

the graphene D peak can be seen in Figure 47. 

 

Figure 47. Scheme of the scattering process in reciprocal space, which leads to the D peak in the Raman spectra 

of graphene and at the zigzag and armchair edges. Figure adapted from ref. 145 
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An electron hole pair is created by an incident photon of the laser source, with the energy of 

inω . This electron (or hole) gets scattered in an inelastic manner by a phonon of 

momentum q  from one K valley to another non equivalent K’ valley at the Brillouin zone 

boundary. The electron (or hole) gets backscattered elastically to the original K valley by 

scattering on a defect, say in this case the graphene edge, and recombines to emit a photon 

of energy outω . This double scattering process only occurs if the backscattering is such that 

the momentum gets conserved, thus with a momentum q−  . The momentum gets conserved 

along the crystallographic direction and backscattering can only occur in a perpendicular 

direction relative to the edge. On the zigzag edge backscattering cannot proceed in the 

proper direction, therefore a perfect zigzag edge does not contribute to the D peak 

formation, whereas the momentum transfer in the armchair case makes the appearance of 

the D peak possible (Figure 47) [216]. 

Various research groups have attempted to measure this proposed disappearance of the D 

peak for zigzag edges, with mixed success [127, 217]. These authors have measured the D 

peak of exfoliated graphene flakes having edge corners with relative angles of odd multiples 

of 30 degrees. In an ideal case such a configuration should contain edges with a zigzag and 

an armchair direction (see Figure 5). In these studies the intensity of the D peaks for these 

two edge types was very similar and their ratio was less than a factor of 2 [127, 217]. This 

has been attributed to the large edge roughness of graphene flakes prepared by 

micromechanical cleaving [217]. 

In order to investigate the suppression of the D peak in the hexagonal etch pits obtained by 

carbothermal etching, the Raman spectra of hexagonal etch pits prepared by carbothermal 

etching was measured in a collaboration, by Krauss et al. [145]. Raman spectra of individual 

etch pits were obtained with a laser spot size of ~400 nm, which could be positioned on the 

surface with high precision. The Raman spectra of individual hexagonal etch holes shows a 

highly diminished D peak, which is virtually equal in intensity to the D peak of the sample 

bulk (Figure 48f-g). We can compare this result to spectra measured on circular etch pits 

produced by oxidation in air (Figure 48a). Contrary to hexagonal etch holes, circular pits 

should have a mixture of zigzag and armchair edge sections, see sketch in Figure 48d. 

Therefore, circular pits should have a significant D peak intensity relative to the graphene 
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bulk and our measurements reflect this perfectly, exhibiting a sizeable D peak (Figure 48b-c). 

Comparing the D to G peak intensity ratios measured on circular etch pits and hexagonal 

zigzag edged pits, we observe a difference of one order of magnitude. This shows that the 

zigzag edges prepared by carbothermal etching have the least edge disorder obtained to 

date [145], making this study the first to clearly demonstrate experimentally the predicted 

inelastic light scattering behavior a pure graphene zigzag edges. 

 

Figure 48. Scheme of circular and zigzag edged holes in graphene. Raman spectra of a graphene sample having 

round holes (upper panel) and hexagonal holes (lower panel). AFM images of the positions where the Raman 

spectra on the right-hand side were obtained (a, e). The Raman spectrum of a round hole has a strong D peak 

(b), whereas the D peak for a hexagonal hole (f) is minimal and only slightly higher than the surrounding bulk 

value (c and g). Figure reproduced from ref. 145. 

I have shown that with the use of carbothermal etching, graphene samples with well defined 

zigzag edges can be prepared. This is among the first studies which shows that samples can 

be prepared in which disorder does not disrupt the edge specific physics to a degree that 

renders it unobservable. This raises the hope that, among other things, the charge transport 

properties of zigzag edged graphene nanostructures, such as GNRs, can be observed in the 
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laboratory, bringing this field of research into the realm of experimental investigation. Figure 

49 shows a GNR prepared by growing two etch pits close together. At the time of publishing 

[T129] this was the first example of a graphene nanoribbon with well-defined zigzag 

orientation of the edges, being produced on an insulating substrate, using a well controlled 

patterning process. In addition, more complex architectures, such as nanoribbon “Y” 

junctions may also be obtained without much difficulty. 

 

Figure 49. The left image shows a three-dimensional (3-D) AFM image of a graphene nanoribbon of about 35 

nm width. The AFM height profile has been acquired between the places marked by green arrows. The inset in 

the right lower corner shows a scheme of the corresponding atomic structure. The right image shows a “Y” 

junction of three nanoribbons, with the ribbons having widths of 93, 100, and 101 nm (starting from the upper 

left ribbon, going clockwise) [T129]. 
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4. Summary 

In this thesis I have explored the preparation of graphene nanostructures, having 

crystallographically well defined edges and the scanning probe measurements of graphene 

and functionalized carbon nanotubes. The results of my research can be summarized in 

three main parts. 

I have developed a sample preparation technique, based on a carbon nanotube – few layer 

graphite composite that provides a simple and effective solution to sample stability issues 

encountered when measuring functionalized carbon nanotubes with STM. Such a composite 

has enabled for the first time to measure functionalized carbon nanotubes in atomic 

resolution, as well as to acquire energy resolved STM images of the tubes. Functionalized 

and pristine regions of the nanotube surface were made visible and the positions of the 

functional groups could be correlated with crystal lattice directions. The ease of the sample 

preparation allows the use of my method to study the properties of other types of 

functionalized carbon nanotubes. This adds STM to the toolbox of functionalized carbon 

nanotube characterization techniques, complementing optical spectroscopic methods. 

I have investigated the source of anomalous thickness measurements of graphene and few 

layer graphite, obtained by tapping mode AFM. The physical origin of these artefacts was 

elucidated by measurements and theoretical modeling of the AFM tip oscillation and tip – 

sample interaction. Numerical calculations and experiments have been used to show the 

correct experimental parameters needed to image the true thickness of graphene layers on 

a supporting substrate. The conclusions are general enough so that they can be applied to 

the measurements of other nanosized objects by AFM. 

I have demonstrated the existence of a chemical etching procedure that discriminates 

between the armchair and zigzag type edge termination of graphene layers. Coupled with 

AFM patterning, I have used this chemical process to pattern graphene sheets into 

nanostructures having zigzag edges. Raman measurements show that the edge roughness of 

these nanostructures is low enough that inelastic light scattering processes specific to the 

zigzag edge could be measured. This is the first study which shows that zigzag edged 
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graphene nanostructures can be prepared in the laboratory in a controlled manner, which 

have a low enough edge disorder to enable the experimental observation of zigzag edge 

specific physical processes. 
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5. Thesis points 

1. I have developed a simple procedure that improves the sample stability during 

measurement of functionalized carbon nanotubes by STM and have performed 

energy resolved STM mapping on the nanotubes. 

a. I have demonstrated that incorporating the functionalized carbon nanotubes 

into a nanotube – few layer graphite composite significantly reduced the, STM 

tip induced movement, of the nanotubes on the surface. I have shown that 

the sample is stable for the long periods of time needed to acquire repeated 

CITS measurements. 

b. I was able to achieve nanometer resolution conductivity maps of the 

functionalized nanotube surface. I have shown that the functionalized regions 

on the nanotubes correspond to low conductivity regions. 

c. I have shown that functionalization on the nanotubes can occur in bands of 

functional groups. A correlation between the layout of the functionalized 

bands and the zigzag direction on the nanotube surface has been shown to 

exist, with the functionalized bands extending along the zigzag direction. 

d. Through CITS measurements, I have demonstrated the possibility of mapping 

the local shift in the Fermi level on the nanotube surface. 

2. I have explored the source of anomalous thickness values reported in the literature 

for tapping mode AFM measurements of graphene layers supported on a SiO2 

substrate. 

a. I have shown that the origin of this measurement artefact is a discontinuity in 

the amplitude response of the vibrating AFM tip at certain setpoint and free 

amplitude values of the vibrating tip. 
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b. I have demonstrated that measuring the thickness of graphene and few layer 

graphite in the net attractive tip – sample interaction regime produces 

unreliable thickness values. 

c. Through numerical modeling of the tip oscillation, I have shown that water 

adsorbed on the supporting SiO2 surface has significant effects on imaging in 

the net attractive tip – sample interaction regime. 

d. Through AFM and Raman spectroscopic validation I have demonstrated that if 

the height measurement of graphene is made in the net repulsive tip – 

sample interaction regime, the thickness of graphene is reproducible and 

corresponds to the true thickness of the nanostructure. 

3. I have shown that the preparation of graphene nanostructures with 

crystallographically  well oriented edges is possible with the carbothermal etching of 

graphene layers on a SiO2 substrate. 

a. Using STM measurements I have shown that the hexagonal etch pits prepared 

by carbothermal etching have a zigzag orientation. 

b. Using Raman spectroscopy and STM measurements I have demonstrated that 

the carbothermal etching at 700oC etches only the edges of the graphene 

layers, leaving the graphene basal plane unaffected. 

c. Through pre-patterning of defect sites with an AFM tip into the graphene 

layer, I have demonstrated that the positions of the etch pits can be 

controlled. 

d. I have shown that graphene nanoribbons with zigzag edges can be prepared 

by the carbothermal etching of graphene. 
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