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Abstract (for dissemination)

This deliverable presents a state-of-art and requirements analysis
report for hypervideo authored as part of the WP1 of the LinkedTV
project. Initially, we present some use-case (viewers) scenarios
in the LinkedTV project and through the analysis of the distinctive
needs and demands of each scenario we point out the technical re-
quirements from a user-side perspective. Subsequently we study
methods for the automatic and semi-automatic decomposition of
the audiovisual content in order to effectively support the annotation
process. Considering that the multimedia content comprises of dif-
ferent types of information, i.e., visual, textual and audio, we report
various methods for the analysis of these three different streams.
Finally we present various annotation tools which could integrate
the developed analysis results so as to effectively support users
(video producers) in the semi-automatic linking of hypervideo con-
tent, and based on them we report on the initial progress in building
the LinkedTV annotation tool. For each one of the different classes
of techniques being discussed in the deliverable we present the
evaluation results from the application of one such method of the lit-
erature to a dataset well-suited to the needs of the LinkedTV project,
and we indicate the future technical requirements that should be
addressed in order to achieve higher levels of performance (e.g., in
terms of accuracy and time-efficiency), as necessary.
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1 Introduction

This deliverable presents a state-of-art and requirements analysis report for hypervideo, authored as
part of the WP1 of the LinkedTV project. The analysis starts with studying methods for the automatic
and semi-automatic decomposition of the audiovisual content in order to effectively support the an-
notation process. Considering that the multimedia content comprises of different types of information
(visual, textual, audio) we report various methods for the analysis of the three different streams: the
visual stream; the audio stream; and the textual stream. Regarding the visual part we first list various
state-of-art methods for the decomposition of the visual content into meaningful parts, which can be:
temporal segments (i.e., shots or scenes); spatial segments (i.e., chromatically uniform regions in still
images); and spatiotemporal segments (extracted for instance, by tracking moving parts in a sequence
of frames). Subsequently, we report various algorithms for the association/labelling of these segments
with a first form of semantic descriptors, with the use of concept detection and face analysis methods.
Concerning the non-visual information, we describe several methods for text analysis (i.e., keyword ex-
traction, text clustering) and audio analysis (i.e., speech recognition, speaker identification) in order to
extract useful information that is complementary to the information extracted from the visual stream. By
exploiting this multi-modal information we will be able to achieve improved analysis results, for instance
a better decomposition of the media content into more meaningful segments from a human perspective.
Subsequently we investigate several state-of-art methods for instance-based labelling and event detec-
tion in media, which will enrich the previous analysis results by associating new more descriptive labels
to the content segments, using input from all the different modalities. Finally we present various anno-
tation tools which could integrate the developed analysis results so as to effectively support users in the
semi-automatic linking of hypervideo content, and report on the initial progress in building the LinkedTV
annotation tool based on one of the reviewed existing tools. For each one of the different classes of tech-
niques being discussed in the deliverable (e.g. shot segmentation, scene segmentation, etc.) we report
the evaluation results from the application of one such method of the literature to a dataset well-suited to
the needs of the LinkedTV project, and we indicate the future technical requirements that should be ad-
dressed in order to achieve higher levels of performance (e.g., in terms of accuracy and time-efficiency),
as necessary.

The main body of the deliverable starts in section 2 with a detailed presentation of the use-case sce-
narios in the LinkedTV project and a brief description of the main user-side requirements that arise from
them. In this section, by “user” we mean the viewer of the LinkedTV videos. Specifically, this purpose
two different types of scenarios are presented, the News Show and the Documentary scenario and for
each scenario three different user archetypes are described. Through the analysis of the distinctive
needs and demands of each user we point out the technical requirements from a user-side perspective,
which help us to define in the following sections of this deliverable the different techniques that should
be utilized and cooperate in order to provide the described services to the user.

Section 3 reports on methods for the preprocessing and representation of the visual information.
Since shot is the basic elementary unit of a video sequence, the first subsection discusses state-of-
art techniques for shot segmentation, which is the first preprocessing step for further analysis of the
video content. The next subsection is dedicated to another type of temporal segmentation methods that
perform shot grouping into scenes, thus providing a higher level of abstraction. The section continues
with techniques for the spatial segmentation of still images into regions that are meaningful from a
human perspective (e.g., they represent individual objects or parts of a picture). Combining temporal
and spatial information, the next subsection discusses algorithms for the spatiotemporal segmentation
of the video that aim at the detection and tracking of moving parts in a sequence of frames. Since the
efficient representation of the visual information is a basic prerequisite for the majority of the higher-level
visual analysis techniques in the sequel of this deliverable, we then proceed with reviewing state-of-art
methods for the description of the visual content, distinguishing between visual descriptors that represent
global features of the image (e.g., color or texture) and local features (e.g., edges or salient regions).
Section 3 concludes with the technical requirements for the different problems discussed above (shot
segmentation etc.), as they are derived from further analysis of the user side requirements in light of
some preliminary results of the related techniques. Specifically, reporting the evaluation results of the
currently selected techniques on a LinkedTV dataset, this subsection describes the future technical
improvements that are required in order to achieve better performance in terms of detection accuracy
and time efficiency.

Section 4 deals with the problem of visual object and scene labelling and discusses state-of-art
methods for concept detection and face analysis. In particular, the first subsection reports on techniques
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for the consecutive processing steps of a concept detection pipeline i.e., the presentation of the visual
content with the use of low-level visual descriptors, the intermediate step of visual word assignment
when local descriptors are utilized, and the learning and classification step for the labelling of the visual
content. The section continues focusing on face analysis techniques and presenting various algorithms
for face detection, face recognition, and face clustering. Moreover this part of the section lists various
available tools that could be used to perform the above mentioned face analysis tasks. Consequently,
based on the additional processing capabilities that modern GPUs can offer, we proceed with discussing
several state-of-art visual analysis algorithms (e.g., shot segmentation, feature extraction and description
etc.) that have been modified appropriately, in order to exploit this additional processing power and
accelerate their performance. At the final subsection we present the evaluation results of some proposed
methods and tools from the relevant literature, and for each one of them we indicate the future technical
requirements that should be fulfilled to achieve higher levels of performance.

Besides the visual part there are other sources of information that could be used to enrich the overall
amount of extracted information. So, the next section presents techniques for the extraction of com-
plementary information to the visual stream, via text and audio analysis. Initially we report on methods
for text analysis, by focusing particularly on keyword extraction and text clustering methods, while in
the following we briefly list several available tools for these tasks. Subsequently we discuss various
state-of-art techniques for audio analysis. These techniques correspond at two different types of anal-
ysis, named speech recognition and speaker identification. Finally, this section ends with a description
of the evaluation results from the currently used algorithms applied on a well-suited for the LinkedTV
purposes dataset, and the definition of the technical requirements that have to be addressed for further
improvements of the algorithms’ performance.

Section 6 survey methods for event and instance-based labelling of visual information. The analysis
starts with the task of instance-based labelling, by discussing various state-of-art methods for object
re-detection. By “object re-detection” we mean a two step procedure, where a system initially extracts
low-level visual characteristics from a particular object presented in a user-specified image, and subse-
quently detects and demarcates appropriately (e.g., with a bounding box) all the following occurrences
of this object in a video sequence. Section 6 proceed with reviewing state-of-art methods for event de-
tection. Initially, we list various approaches that utilize model vectors for the representation of the visual
content. Following, we describe algorithms for the reduction of the high dimensionality of these feature
vectors. Finally we present techniques for associating media with events. This sections concludes with
a summary of the evaluation results of some baseline approaches for object re-detection and face anal-
ysis, while some indicative results of the two techniques are also illustrated. Based on these results
we outline the current problems and the technical requirements, and we discuss some plans for future
improvements.

Section 7 deals with the user assisted annotation problem. Here the term “user” refers to the video
editor which interacts with the automatic analysis results and produces the final video. Initially, we
analyse the workflow and the particular needs of the annotation procedure within the LinkedTV scope.
The sections continues with some prominent examples of available tools for audio transcription and
object description. Afterwards, we point out the technical requirements and functionalities that must be
supported by the annotation tool for the purposes of the LinkedTV project. This analysis will provide to
us some guidelines for the selection of the most appropriate tool and will help us to indicate the future
improvements that should be reached. The final subsection is a presentation of the current status of the
employed annotation tool.

The deliverable concludes in section 8 with a summary of the reported multimedia analysis methods
and a few concluding remarks about the current status and the performance of the tested techniques.
Moreover, considering the available space for improvements, in this final part we note some future
plans for improvements by integrating novel technologies and by combining input for different existing
techniques, in order to achieve more accurate results from the perspective of media analysis applications
and needs.
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2 Scenarios overview and main user-side requirements

The audio-visual quality and content of videos found in the web, as well as their domains, are very
heterogeneous. For this reason, LinkedTV has foreseen possible scenarios for inter-linkable videos
in WP 6, which will serve as reference for the necessities to be expected from WP 1 regarding video
content recognition technigues on the intended material (see also [SAM™12al [SAM™12b, [SAS™12]).
LinkedTV envisions a service that offers enriched videos which are interlinked with the web, and targets
a broad audience. For starting our work on this problem however, we have sketched three archetypal
users (by “users” here we mean the consumers-viewers of the LinkedTV videos) and their motivations
for two scenarios. We believe that this step in the project planning is crucial, and we try to be as concrete
and detailed as possible. The use cases derived below will serve as guidelines for the identification of
specific requirements and functionalities that must be sufficiently supported by the LinkedTV platform,
from a user (viewer) perspective. This step will consequently help us to define the techniques that must
be implemented and integrated in the multimedia analysis part, as well as synergies among them, in
order to provide the desired services to each individual user. Based on this analysis, sections 3 to 7 of
this deliverable will focus on state-of-art methods and the technical requirements for the implementation
of the selected techniques.

2.1 News Show Scenario

The news show scenario uses German news broadcast as seed videos, provided by Public Service
Broadcaster Rundfunk Berlin-Brandenburg (RBB)'} The main news show is broadcast several times
each day, with a focus on local news for Berlin and Brandenburg area (Figure [{). For legal and quality
reasons, the scenario is subject to many restrictions as it only allows for editorially controlled, high quality
linking. For the same quality reason only web sources selected from a restricted white-list are allowed.
This white-list contains, for example, videos produced by the Consortium of public service broadcasting
institutions of the Federal Republic of Germany (ARD) and a limited number of approved third party
providers.

The audio quality of the seed content can generally be considered to be clean, with little use of jingles
or background music. Interviews of the local population may have a minor to thick accent, while the eight
different moderators have a very clear and trained pronunciation. The main challenge for visual analysis
is the multitude of possible topics in news shows. Technically, the individual elements will be rather clear;
contextual segments (shots or stories) are usually separated by visual inserts and the appearance of
the anchorperson, and there are only few quick camera movements.

SCHONHEITSFEHLER

Figure 1: Screenshots from the news broadcast scenario material, taken from the German news show
“rbb Aktuell”

2.1.1 Scenario Archetypes

Ralph is a 19-year old carpenter who has always lived in Prenzlau, Brandenburg (100 km from Berlin).
After school he served an apprenticeship as carpenter in the neighboring village Strehlow. He does not
care particularly for the latest technology, but as a “digital native” it is not difficult for him to adapt to new
technologies and to use them.

Twww.rbb-online.de
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Ralph comes home from working on a building site in Potsdam, and starts watching the enhanced
“rbb AKTUELL” edition. The first spots are mainly about politics and about Berlin. Ralph is not particularly
interested, neither in politics nor in Berlin as he lives in a small town in Brandenburg, so he skips these
parts after the first seconds. After a while there is the first really interesting news for Ralph: a spot about
the restoration of a church at a nearby lake; as a carpenter, Ralph is always interested in the restoration
of old buildings. Therefore, he watches the main news spot carefully and views an extra video and
several still images about the church before and after its restoration. Finally, the service also offers links
to a map and the website of the church which was set up to document the restoration for donators and
anyone else who would be interested. Ralph saves these links to his smart phone so he can visit the
place on the weekend.

Technical requirements: for skipping, scene/story segmentation is needed (Section [3.2). Other videos
representing the church before and after the restoration where the object is clickable should be retrieved
via object re-detection using the viewed still images (Section [6.1).

Nina, 32, is a typical inhabitant of Berlin’s hippest quarter, Prenzlauer Berg. She is a well-educated
and well-informed young mother, and when a subject is interesting for her, she will take the time to
understand it properly.

Nina’s baby has fallen asleep after feeding, so she finds some time for casually watching TV, to be

informed while doing some housework. Browsing the programme she sees that yesterday’s enhanced
“rbb AKTUELL” evening edition is available and starts the programme. Nina watches the intro with the
headlines while starting her housework session with ironing some shirts. Watching a news spot about
Berlin’s Green Party leader who withdrew from his office yesterday, Nina is kind of frustrated as she
voted for him and feels her vote is now “used” by someone she might not have voted for. She would
like to hear what other politicians and people who voted for him think about his decision to resign. She
watches a selection of video statements of politicians and voters and bookmarks a link to an on-line
dossier about the man and his political carrier, which she can browse later on her tablet. Eventually, the
baby awakes so Nina pauses the application so she can continue later.
Technical requirements: the politician needs to be identified, either via automatic speech recognition
(Section and speaker identification (Section or via face detection (Section and face
recognition (Section [4.2.2). If he is moving and must be clickable, spatiotemporal segmentation (Sec-
tion is required.

Peter, 65, is a retired but socially active widower who lives in Potsdam, a small and wealthy town
near Berlin. Since his retiring he has a lot of time for his hobbies, and is involved in several activities in
his neighborhood. Apart from watching TV and listening to the radio he is also very interested in new
technology and likes to use new services via the internet.

Peter watches the same news show as Ralph and Nina, but with different personal interest and

preferences. One of the spots is about a fire at famous Café Keese in Berlin. Peter is shocked. He
used to go there every once in a while, but that was years ago. As he hasn’t been there for years, he
wonders how the place may have changed over this time. In the news spot, smoke and fire engines was
almost all one could see, so he watches some older videos about the story of the famous location where
men would call women on their table phones — hard to believe nowadays, he thinks, now that everyone
carries around mobile phones! Moreover he searches for videos depicting fires in other places of Berlin
city. After checking the clips on the LinkedTV service, he returns to the main news show and watches
the next spot on a new Internet portal about rehabilitation centers in Berlin and Brandenburg. He knows
an increasing number of people who needed such facilities. He follows a link to a map of Brandenburg
showing the locations of these centers and bookmarks the linked portal website to check some more
information later. At the end of the show, he takes an interested look at the weather forecast, hoping that
tomorrow would be as nice as today so he could go out again to bask in the sun.
Technical requirements: to recognize a recently burned down Café, object re-detection is of little help,
which is why keyword extraction is needed (Section [5.1.7). The algorithm is fed by automatic speech
recognition (Section[5.2.1). The retrieval of relative videos presenting similar fire disasters, can be based
on event detection (Section [6.2).

2.2 Documentary Scenario

The basis of the television content for the documentary scenario is the Dutch variant of “Antiques Road-

show”, “Tussen Kunst & Kitschﬂ In this programme from the Dutch public broadcaster AVRq’fI, people

2tussenkunstenkitsch.avro.nl

Swww.avro.nl
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can bring in objects of art-historical interest to be assessed on authenticity and interest by experts, who
also give an approximate valuation (see Figure[2). Each show is recorded in another location, usually in
a museum or another space of cultural-historical interest. The programme consists of various scenes in
which a wide array of objects are discussed, from paintings to teapots and vases to toy cars.

The scenario is focused on enriching objects, locations and people in the programme with high-
quality related items. Since the show is produced by an established Dutch public broadcaster, these
related items are currently restricted to a curated list of sources. This list contains (a) items related
directly to the Antique Roadshow, like scenes from other episodes and the programme website, (b)
items from established thesauri like the United List of Artist nameﬂ and (c) items from established
on-line sources such as the European digital library (Europeanaﬂ and Wikipedidﬂ

The speech of the experts is trained, but spontaneous. Dialects of local regions like Groningen
might appear, but usually, only one person is talking. For all episodes, subtitle files are available. There
are hardly any camera movements in the shots and the cuts from shot-to-shot and scene-to-scene are
usually hard cuts. In the wide shots, there is a rather large number of visitors visible, so that many faces
are in view simultaneously.

Figure 2: Screenshots from the documentary scenario material, taken from the Dutch show “Tussen
Kunst & Kitsch”

2.2.1 Scenario Archetypes

Rita, 34, is an administrative assistant at the Art History department of the University of Amsterdam.
She didn’t study art herself, but spends a lot of her free time on museum visits, creative courses and
reading about art.

In the latest episode of “Kunst & Kitsch”, the show’s host Nelleke van der Krogt gives an introduction

to the programme. Rita wonders how long Nelleke has been hosting the show and who were the hosts
before her, since it's been on for a very long time, but Rita didn’t start watching it until 2003. Rita
also sees that she can select to view all segments from each specific “Tussen Kunst & Kitsch” expert,
including her and her sister’s favorite: Emiel Aardewerk. She sends a link to her sister which will bring
her to the overview of all segments with Emiel, before she switches off. Rita decides to visit the service
again tomorrow to learn even more.
Technical requirements: specific segments of videos containing a person of interest can be identified
automatically by using a combination of techniques such as shot and scene segmentation (Sections [3.1]
and and face clustering (Section [4.2.3) or speaker identification (Section [5.2.2). Note that, while
their respective names appear as a text overlay in the video, their names are hardly mentioned in the
subtitles.

Bert, 51, has an antiques shop in Leiden, which he has owned for the past 25 years. He studied
Egyptology and Early Modern and Medieval Art at his alma mater, Leiden University. He visits many art
fairs and auctions — both national and international — but also takes part in on-line auctions and actively
scours the web looking for information on objects he is interested in purchasing and re-selling.

Bert has recently bought a wooden statuette depicting Christ at an antiques market for 100 €. He
suspects it is quite old (17th century) and that he could re-sell the object for a nice price in his shop.
He has done quite a bit of research on-line already, but also would like to see if anything like it has ever

4www.getty.edu/research/tools/vocabularies/ulan
Swww . europeana. eu
Bww . wikipedia.org
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appeared on “Tussen Kunst & Kitsch”. He requests the system to find segments of various episodes
which depict similar objects. After some browsing, he finds a segment about an oak statue of a Maria
figure, originating in the province of Brabant, and made in the late 17th century. The value is estimated
at 12,500 €.

With this rough estimate in mind, Bert enters an on-line auction and places the first bidding price

for his statue into the system. While he is already at the auction portal, he uses the keywords from the
“Tussen Kunst & Kitsch” session as search parameters (statue, wood, 17th century) and sees that an
individual seller has put a piece for sale on a user-based platform for a mere 500 €. It is quite worn, but
Bert knows that with a little restoration work, the value is likely to increase four-fold. He purchases the
statue and decides he has done enough research and business for today.
Technical requirements: since Bert is looking for segments from a clear subset of videos, shot and
scene segmentation (Sections [3.1]and are needed, while similar objects can be retrieved through
a Content Based Image Retrieval (CBIR) framework that is based on concept detection (Section[4.1). A
strong keyword extraction (Section is also required for searching relative information.

Daniel, 24, is a student of Economics and Business, a research master at the University of Groningen
in the north of the Netherlands. In his free time he likes to scour flea markets and thrift stores in search
of antiques and collectibles that he can re-sell for a nice profit on-line.

Daniel is bargain hunting at a flea market in Drachten in the north of Holland when he spots a nice
silver box, which he thinks is roughly from the 18th or 19th century. He has seen this design before,
but he can’t remember exactly where. He takes a snap of the jar and uploads it to the “Tussen Kunst &
Kitsch” interface, where he is given an overview of related programme segments and other information
on similar objects. He is shown an overview of all programme segments that possibly contain similar or
related objects. Since there are a large number of segments, he decides to filter out any objects that fall
outside the scope of his search. After refining the search results, Daniel finds a segment that is about a
silver tea jar from 18th century Friesland.

It looks quite similar to the one he has found, but it is still not exactly the comparison he is looking for.

He sees that there are recommendations for similar videos from not just other “Tussen Kunst & Kitsch”
segments, but also from external sources. He sees a recommended object from Europeana, a silver
etrog box used for the Jewish festival of Sukkot, which was made in London in 1867. Daniel decides to
buy the box and heads home with a new possible treasure.
Technical requirements: similar to Bert, shot and scene segmentation (Sections and are re-
quired for video segmentation, while keyword extraction (Section [5.1.1) is needed to find videos on the
same topic. However, since comparable videos are of interest as well, video with identical or similar
objects can be retrieved via object re-detection (Section and concept detection (Section [4.1) using
the images he uploads.

3 Visual Information Preprocessing and Representation

This section is a survey of state-of-art methods and techniques for the preprocessing and representation
of the visual information. The studied aspects include: temporal segmentation of a video sequence into
elementary units like shots and scenes; spatial segmentation of still images to regions; spatiotemporal
segmentation of video content for the detection and tracking of moving objects; and techniques for the
description and representation of the visual information. Moreover in the final subsection we report some
evaluation results from techniques we already tested on LinkedTV content, and we indicate the future
technical requirements that arise based on these results as well as on the scenario specifications of
Section

3.1 Shot Segmentation

Video shot segmentation partitions a video into basic structural parts which correspond to a sequence
of consecutive frames captured without interruption by a single camera. Shot boundary detection fo-
cuses on the transitions between consecutive video frames. Different kinds of transitions may occur
and the basic distinction is between abrupt and gradual ones, where the first occurs when stopping
and restarting the video camera and the second is caused by the use of some spatial, chromatic or
spatio-chromatic effects such as fade in/out, wipe or dissolve. Various techniques have been proposed
for the efficient detection of transitions between successive frames and detailed surveys can be found in
[YWX™*07, [GNO8, [CNP0g]. In the following part, we categorize the various different methods based on
their applicability to uncompressed or compressed data.
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Uncompressed data domain: the simplest of these techniques is the pair-wise pixel comparison,
or the alternatively named template matching. The detection is performed by evaluating the difference in
intensity or color values of corresponding pixels in two successive frames and by comparing the number
of changes against a threshold. An extension to N-frames, which uses some pixel intensity evolution
patterns for gradual transition detection, is described in [WCK'03]. A drawback of these methods is
their sensitivity to small camera and object motion and thus, in order to tackle this some techniques
smooth the images by applying a 3x3 average filter before performing the pixel comparison. Several
algorithms (see for example [GCALOQJ]) increase the efficiency of this approach by sub-sampling pixels
from particular positions and representing the visual content with less but more descriptive information.

To overcome the locality issues of pixel-based methods, some researchers introduced techniques
based on intensity or color histograms. Histograms do not incorporate any spatial information, a fact
that makes them less sensitive to local or small global movements. These methods initially compute
gray or color components of the image, subsequently they arrange them into a number of bins and fi-
nally a shot boundary is detected after a bin-wise comparison between histograms of two successive
frames [CGPT00]. Several extensions of this technique have been proposed, including weighted differ-
ences, Chi-Square tests, or histogram intersections, combined with different color spaces such as RGB,
HSV, YIQ, Lab, Luv, and Munsell. However, a drawback of these methods is that transitions between
frames with different content but similar intensity or color distributions are not detectable. To overcome
this, some methods propose the segmentation of the image into non-overlapping blocks and the com-
putation of histogram differences between consecutive frames at block-level [BDBPO1].

Image features describing the structural or the visual information of each frame have also been
proposed. A widely applied algorithm based on edge analysis was used in [ZMM99] for detecting and
classifying video production effects like cuts, fades, dissolves and wipes which are usually presented be-
tween consecutive shots. In [Lie99] Lienhart studies the effectiveness of the Edge Change Ratio (ECR)
algorithm proposed in [ZMM95], for the detection of both abrupt and two types of gradual transitions,
caused by dissolve and fade effects. The detection is performed by counting the number of exiting and
entering pixels which correspond to edges between successive frames. Recently, Park et. al. [PPLO6]|
proposed a method for shot change detection by using the SIFT local descriptor of Lowe [Low04] which
represents local salient points of the image, while another clustering-based algorithm employing the
same descriptor was introduced in [CLHAQ8]. Furthermore, in [TMKO08] a video shot meta-segmentation
framework is described, which combines two novel features, called Color Coherence and Luminance
Centre of Gravity, and a Support Vector Machines (SVM) classifier.

Several other machine learning approaches have also been proposed to solve the shot boundary

detection problem. Some of them implement temporal multi-resolution analysis [Ngo03, ICFCO03], while
other methods model different types of transitions by applying Coupled Markov Chains [SB03]. Differ-
ently, Lienhart and Zaccaring [LZ01] proposed a neural network classifier for transition detection, and a
training-based approach was developed in [Han02]. Another method based on supervised classification
is described in [CLRQ7], while the authors in [LYHZ08] utilize some image features as input vectors to
Support Vector Machine (SVM) classifiers.
Finally, other approaches include: adaptive thresholding by using a sliding window method [LLOS,
SLT"05] or by utilizing the information entropy [ZyMjWn11]; graph-based techniques [LZLT09, YWX'07];
motion-aided algorithms [LL0O2]|; fuzzy theory [GHJO05. XW10]; block-level statistics [LHSL98]|; Singular
Value Decomposition (SVD) [CKPO03]|; B-spline interpolation [NT05]; QR-decomposition [AEQ9]; and fu-
sion techniques [MDY08].

Compressed data domain: significant efforts have also been made for the implementation of tech-
niques that will be applicable to compressed video data. Several works try to exploit the structural char-
acteristics of compression standards like MPEG and H.264/AVC in order to describe efficient techniques
for shot boundary detection. Some early approaches are reviewed in [KCO1, [LS03]. In [LSO3] Lelescu
and Schonfeld proposed a novel real-time approach for both abrupt and gradual transition detection
based on statistical sequential analysis. Their method uses stochastic processes and models the shot
changes by modifications in the parameters of the stochastic process. Alternatively, the authors in [CI01]
introduce a method which is based on temporal distribution of macro-block types, while in [DVZP04] the
detection of gradual transitions is based on the magnitude and the direction of the calculated motion
vectors. In [KGX™06] a DCT-based method is described, which exploits the perceptual blockiness ef-
fect detection on each frame without using any threshold parameter. Lee and Hayes [LHO1] use the
number and the mean of bi-directional predicted macro-blocks within a B-frame to define an adaptive
threshold for the identification of shot changes and a variation of this approach has been described few
years latter in [FBODOQ8]. Bescos [Bes04] combined deterministic, statistical parametric and statistical
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non-parametric metrics and applied them to DC images to detect abrupt and gradual transitions, while
in [PCO2] dissolves and wipes are detected by employing macroblocks of P and B frames. An alterna-
tive method for video shot segmentation based on encoder operation is described in [VESCO06]. Finally,
several techniques have also been introduced for the H.264/AVC video and some early attempts are
described in [LWGZ04].

3.2 Scene Segmentation

Scenes are higher-level temporal segments covering either a single event or several related events
taking place in parallel. By segmenting a video to scenes, one organizes the visual content in higher
levels of abstraction, thus contributing to the more efficient indexing and browsing of the video content.
Mainly, scene segmentation techniques use as input the shot segments of a video and try to group
them into sets according to their semantic similarity. Several methods have been proposed for this task
and reviews can be found in |[ZL09, |Pet08]. In our analysis we define four major categories for scene
segmentation based on visual analysis only; (a) graph-based methods; (b) methods using inter-shot
similarity measurements; () clustering-based methods; and (d) other methods. Additionally, we identify
an extra group of methods based on audio-visual analysis.

One of the most efficient graph-based approaches called Scene Transition Graph (STG) was de-
scribed by Yeung et. al. [YYL98|. The authors calculate the visual similarity of shots, by measuring the
similarity between extracted keyframes for each shot, and introduce some temporal constraints in order
to construct a directed graph. By representing the inter-connections of shots with this graph, the scene
boundaries are extracted by finding the cut edges of this graph. This graph-based approach has been
adopted by other researchers and several years later Rasheed and Shah [RS05] proposed a weighted
undirected graph called Shot Similarity Graph (SSG), while Ngo introduced another similar approach
algorithm called Temporal graph in [NMZ05].

Similarity or dissimilarity measures at shot-level have also been proposed as a technique for grouping
shots into scenes. Rasheed et al. [RS03] proposed a two-pass algorithm which calculates a color
similarity measure and involves the scene dynamics. Truong [TVDO03] implemented inter-shot similarity
measures satisfying the film grammar, which is a set of production rules about how the movies or TV
shows should be composed. Rui et. al. [RHM99] define a function of color and activity of shots in order to
measure the inter-shot similarity and construct a table-of-contents. A similar approach was proposed by
Zhu in [ZEXT05]. Finally, other works [CKL09] define dissimilarity and similarity measures respectively,
using a “bag-of-words” representation for each shot, extracted by histogram analysis. We will describe
the “bag-of-words” representation in detail in Section since it is a basic processing step of many
concept detection algorithms as well.

A group of clustering-based methods have also been proposed for scene segmentation. Some
of them describe hierarchical clustering [HLZ04, |GPLS02], while other approaches describe an un-
supervised clustering algorithm by combining multi-resolution analysis and Haar wavelet transforma-
tions [LZ07]. Okamoto et al. [OYBK02] used spatiotemporal image slices for clustering, while in [ZLCS04]
the segmentation is performed via spectral clustering after the representation of the video with K-partite
graphs. Moreover, another spectral method has been proposed in [OGPGO03] and is based on visual
similarity and temporal relationships.

Several different kinds of methods have also been introduced. Hoashi et al. [SHMNOQ4| parse video
scenes by utilizing a statistical model and Support Vector Machines (SVM). Hsu et. al. [HCO4] pro-
posed an approach, called BoostMe, which is based on discriminative models, while Zhai et. al. [ZS06]
exploited the Markov Chain Monte Carlo (MCMC) algorithm to determine the boundaries between
two video scenes. Other statistical-based proposals perform scene boundary detection using Hidden
Markov Models (HMM) [XXCT04] and Gaussian Mixture Models (GMM) [LLT04]. Alternatively, Zhao
et. al. [ZWWT07] determined the optimal scene boundaries by addressing this task as a graph par-
tition problem and by using the N-cut algorithm, while other methods consider the spatiotemporal co-
herence [ZL09|, or implement a competition analysis of splitting and merging forces between shots.
Moreover, in [AKO2] a novel method based on the so called “mosaic” is described, which utilizes the
information of specifically physical settings and camera locations, while in [CLMLO08] the authors defined
a similarity measure based on the background information obtained by the “mosaic” technique. Finally,
some rule-based methods have also been described in the relevant literature and indicative examples
can be found in [CRzT03, WCQ2].

Besides visual content, information extracted from the audio channel could also be useful as a sec-
ond criterion for scene change detection and for this, many approaches have been presented. In [AKT03]|
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the authors exploit the audio-visual features and find the correspondences between two sets of audio
scenes and video scenes using a nearest neighbour algorithm. lurgel [IMERO1] proposed a method
for news videos by applying Hidden Markov Models (HMMs) to audio and video features, while au-
thors in [SMK™11] defined a Generalized STG approach that jointly exploits low-level and high-level
features automatically extracted from the visual and the auditory channel. Several other methods for
video scene segmentation that incorporate methods for audio and visual data analysis, can be studied
in [CTKOO03| [VNHO03, [CMPPQ8§].

3.3 Spatial Segmentation

Image segmentation is the process of separating an image into different parts which correspond to
something that humans can easily separate and view as individual objects or image parts (e.g., sky
or sea). The segmentation process is based on various image features like color (see [LMO1b]), pixel
position (see [JBP10, ISGH98]), texture (see [MKSQ4a]) etc. Several examples of recent efforts are
reported in [Cat01} Bhal1l, ISL10] and others.

Thresholding is definitely one of the most simple, popular and effective approaches used in image
segmentation. This technique is generally used for gray scaled images and aims to partition an input
image into pixels of two (background-foreground) or more values via comparison with a predefined
threshold value. However, the lack of spatial information leads to false segmentation in cases of objects
with low contrast or noisy images with varying background, and hence additional tools are required for
coloured or synthetic images. Some methods focusing on efficient choice of the threshold value are
reported in [Traii].

Besides thresholding on pixel intensity values, another widely applied technique is the threshold-
ing of histograms. For gray-level images, peaks and valleys in 1D histograms can be easily identified
as objects and backgrounds, while for the case of color images either 2D or 3D histograms must be
used to locate the N-significant clusters and their thresholds. However, noise could lead to segmen-
tation ambiguities and thus some smoothing provisions are usually adopted. Comprehensive studies
of histogram-based methods can be found in [LMO1bl ISha00, LMO1b]. Some proposed techniques
employ HUE histograms, while other approaches combine Fisher LDA, entropy-based thresholding, or
B-splines with adaptive thresholding algorithms. Edge-based approaches partition the image on the
basis of abrupt changes either in intensity or in texture. Image edges are detected and linked into con-
tours that represent boundaries of image objects. Edge detectors can be gradient-based, zero crossing,
Laplacian/Gaussian and coloured. The most broadly used detectors are the Sobel operator, the Pre-
witt operator, the Roberts’ cross operator and the Canny edge detector [Can86]. Several approaches
can be found in the literature, including boundary analysis algorithms, heuristics for adaptive threshold-
ing, active contours, or clustering-based approaches. Detailed surveys can be found in the previously
mentioned works [LMO1b, ISha00].

These studies also report some early region-based techniques. These techniques can be divided
into two groups; methods using region growing algorithms; and methods applying region splitting and
merging. Region growing technique sets some initial seeds and group pixels or sub-regions into large
regions based on predefined homogeneity/similarity criteria. Several early approaches have been pro-
posed including techniques exploiting gradient information and fuzzy logic. Region split and merge di-
vides the image into disjoint regions and then either merges and/or splits them to satisfy the pre-specified
constraints. Numerous variations have been investigated, like Watershed transformations, fuzzy expert
systems, Voronoi’s diagrams and pyramidal segmentation [Mis11].

Another class of methods represents images using graphs and the image segmentation is performed
via graph partitioning into a set of connected components that correspond to image regions. The various
different methods can be divided in four categories: (a) minimal spanning tree methods, where the
clustering and grouping of pixels are performed on the minimal spanning tree [FHO4]; (b) graph cut with
cost function methods, where relevant methods include Minimal cut, Normalized-cut [SMQQ], Ratio cut,
Minmax cut, Mean cut, and graph cut on Markov random fields models [SK10, LS10, [DB08|, [LVS08]; (c)
shortest path-based methods [BS07]; and (d) other methods that they do not fit to the above categories,
such as the random walker method [Gra05] and the dominant set method [PP03].

Image segmentation can also be performed effectively by clustering image pixels into meaningful
subgroups. Clustering either requires some initial seeds defined by the user or uses non-parametric
methods for finding the salient regions without the need for seed points. The most common clustering
method widely applied in image segmentation techniques is the K-means [CLP98]|, while a fuzzy ver-
sion called Fuzzy C-means (FCM) has been proposed in [TP98]. A more sophisticated approach has
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been introduced in [MKS04a] where the authors use the K-Means-with-connectivity-constraints (KMCC)
algorithm, proposed in [KS0Q]. Their unsupervised region-based segmentation technique uses a com-
bination of conditional filtering by a moving average filter and pixel classification by means of the KMCC
algorithm, in order to form connected regions that correspond to the objects contained in the image.
Alternatively, a robust Mean-Shift algorithm for image segmentation is presented in [CM02], while other
clustering-based techniques use the Expectation-Maximization (EM) algorithm and the Gibbs Random
Field (GRF).

Neural networks have also been widely applied in image segmentation procedures. Relative surveys

can be found in [Cat01, [EPdRHO2]. According to [EPdRHO02]|, several different types of Artificial Neu-
ral Networks (ANNs) have been trained to perform both pixel- and feature-based image segmentation
such as: Feed-Forward ANNs, Self-Organizing Maps (SOMs)/Self-Organizing Feature Maps (SOFMs),
Hopfield Networks and a parallel approach called Convolutional Neural Networks (CNN). Approaches
using only pixel data include Probabilistic ANNs, Radial Basis Function (RBF) Networks, Constraint Sat-
isfaction ANNs, and Pulse-Coupled Neural Networks (PCNN). Developed techniques based on image
features are Recursive Networks, variants of RBF Networks, Principal Component Networks, Neural
Gas Networks and Dynamic ANNSs.
Moreover, other spatial segmentation approaches exploit the fuzzy set theory. We have already reported
the FCM clustering algorithm. Several approaches which combine fuzzy logic with neural networks are
reviewed in [Bhal1]. Examples include: a Fuzzy Min-Max Neural Network [EFPO5]; a Fuzzy Labelled
Neural Gas (FLNG) [VHS™06]; and a Neuro-Fuzzy system, called Weighted Incremental Neural Net-
works (WINN) [MuhO4].

Finally, a number of methods follow a different approach. Some alternatives of the methods men-
tioned above incorporate Genetic algorithms for the optimization of relevant parameters, while others
are combined with wavelet transformations [LSTOO, INSKO00]. Moreover, Mishra et. al. [Mis11] reviewed
some Agent-based image segmentation techniques, while several probabilistic and Bayesian methods
are described in Sharma’s thesis [Sha00]. Finally, a new algorithm using Particle Swarm Optimization
(PSO) was proposed in [Moh11] and a novel approach of active segmentation with fixation has been
introduced by Mishra et. al. in [MACQ9].

3.4 Spatiotemporal Segmentation

Spatiotemporal segmentation refers to the task of dividing video frames into regions that may corre-
spond to moving objects in the scene. This higher-level information about the objects represented in a
sequence of frames can be obtained via the combination of information from the temporal segmentation
of the sequence of frames and the spatial segmentation of each frame into regions. For instance, by
using the time boundaries defined from temporal segmentation and by grouping pixels using appropriate
criteria (e.g., color uniformity, motion uniformity) one can detect parts of the image sequence that corre-
spond to the same object. At the following subsections we report methods for moving object detection
and tracking.

3.4.1 Motion Extraction and Moving Object Detection

The goal of motion extraction is to detect image regions that present movement and segment them from
the rest of the image. Subsequently, moving object detection is a process highly dependent on this,
since only the extracted regions need to be considered. The various approaches for motion extraction
and detection of moving objects can be categorized into techniques which process uncompressed data,
and techniques that are designed to work in the compressed data domain.

Uncompressed data domain: the most widely applied technique is called Background Subtrac-
tion and is a region-based method which detects moving regions by taking the difference between the
current image and a reference background image, in a pixel-by-pixel fashion. However, this method is
sensitive to illumination changes and small movements in the background, and thus many improvements
have been proposed to tackle this problem. Some proposals model the recent history of each pixel’s
intensity by using Mixtures of Gaussian distributions [VSLB10, BBPB10Q]. Other approaches model the
pixel intensities by employing the Kalman filter [ZS03], or Hidden Markov Models (HMMs) [SRPT01]. A
completely different methodology is introduced in [MP04], where the background distribution is modelled
by a non-parametric model, based on Kernel Density Estimation (KDE). Another approach [CGPPO03]|
is based on the temporal filtering of a set of frames by using a median value, while a recent approach
which combines the use of a median value for background initialization with some updating rules is pro-
posed in [ZL10]. In addition, some works [SWES03|, ILHGT02] exploit the spatial co-occurrence of image
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variations in order to model the background object and detect the foreground moving regions, while
in [ZHH11] the authors combine affine region detectors with a simple model for background subtrac-
tion, in order to detect moving objects for real-time video surveillance. Moreover, background modelling
using edge features has also been considered [MDO1], while an alternative method which utilizes a
spatiotemporal texture called Space-Time Patch has been proposed in [YMFE11].

Several other region-based techniques have also been introduced, proposing different solutions.
Meyer et. al. IMDN97] and Wixon [WH99] use the information from flow vectors of moving objects over
time to detect moving regions in an image sequence even in the presence of camera motion, while
in [LWYWQY7] the optical flow is integrated with a double background filtering method. Furthermore,
many researchers proposed block-based algorithms. In this case, the image is divided into blocks and
after the calculation of some block-specific image features the motion detection is performed based on
block matching algorithms. In [MOHOOQ] the block correlation is measured using the Normalised Vector
Distance (NVD) measure, while in [MDO1] an edge histogram calculated over the block area is used
as a feature vector describing the block. Moreover, two block-based techniques which utilize the image
noise distribution are described in [ALK05, IDHCQ7], and motion feature extraction using block matching
algorithms is performed in [IXM02, MKSO04c].

Besides the methods mentioned above, alternative approaches have also been reported in the rel-
evant literature. For example, some entropy-based methods are described in [CCQ7, USR04|, while
in [SHS08] multiple moving regions from the image sequences are detected by applying particle filters.
Moreover, a novel approach which analyzes the statistical characteristics of sequences of 3D image
histograms is introduced in [ITP05], and another unconventional method which combines the strengths
of multiscale and variational frameworks has been presented in [FJKDOQ6]. Finally, a time-sequential
approach for the extraction of motion layers from image sequences by utilizing an interactive graph
cut-based method has been described in [FPR08].

Compressed data domain: a number of methods for the detection of motion in compressed videos
has been proposed after the appearance of compression standards like MPEG and H.264. Useful
studies of early attempts can be found in [£ZGZ03| [ZDGHO05|]. In MPEG compressed domain, Yu et.
al. [YDTO03] proposed a robust object segmentation algorithm using motion vectors and discrete cosine
transform (DCT) coefficients jointly, while similar approaches have been proposed in [Por04, JHO2].
In [Por04] the DCT coefficients are used for the extraction of some frequency-temporal features, which
are further exploited for volume growing from homogeneous blocks. The information from motion vec-
tors is then used to estimate an affine motion model for each volume, and moving objects are defined
by iterative merging of volumes with similar motion via hierarchical clustering. In [JHO2] translational
motion vectors are accumulated over a number of frames and the magnitude of the displacement is cal-
culated for each macroblock; macroblocks are subsequently assigned to regions by uniformly quantizing
the magnitude of the displacement. In [SRQQ|, segmentation is performed using ac/dc discrete cosine
transform (DCT) coefficients only; foreground/background classification is based on thresholding the av-
erage temporal change of each region, while the macroblock motion vectors are not used. Alternatively,
Zeng et. al. [£GZ03] introduced a method for moving object detection based on inter-frame differences
of the DC image, while another real-time unsupervised spatiotemporal segmentation technique which
utilizes motion vectors and DC coefficients is described in [MKBS04]. Color and motion information is
directly extracted from the |- and P-frames of the MPEG-2 compressed stream and an iterative rejec-
tion scheme based on the bilinear motion model is used to effect foreground/background segmentation.
Then, the meaningful foreground spatiotemporal objects are formed by initially examining the temporal
consistency of the output of iterative rejection, subsequently clustering the resulting foreground mac-
roblocks to connected regions and finally performing region tracking. Another alternative method has
been introduced in [BRS04] where the authors proposed an accumulation of motion vectors over time,
followed by a combination of a K-Means clustering algorithm which defines the number of the objects,
and the Expectation-Minimization algorithm for object segmentation. Furthermore, Wang et al. [WYGO08]
described an extension of the Gaussian Mixture background model to MPEG compressed domain and
used it in a way similar to its pixel-domain for the segmentation of moving object, while Manerba et
al. IMBPLMOQ8] proposed a combination of motion information and region-based color segmentation.

In addition, several algorithms have been introduced focusing on the H.264 compression standard.
Zeng et al. [ZDGHO05] described a block-based Markov Random Field (MRF) model to segment moving
objects from the sparse motion vector field, while Liu et al. [LLZ07] used accumulated motion vectors
to enhance the salient motion and identify background motion model and moving objects, by employing
MRF to model the foreground field. In [KNQ8] blocks whose motion vectors are not fitted to a global
motion model are regarded as outliers, and a temporal filter is used to remove the noise in them. Subse-
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quently, motion history images are employed to detect moving object from the outlier mask. A real-time
algorithm which is based on motion vectors and decision modes is introduced in [SCBG™09]. This al-
gorithm uses fuzzy logic and describes the position, velocity and size of the detected moving regions in
a comprehensive way, in order to work with low-level information but also to be able to manage highly
comprehensive linguistic concepts. Moreover, two recent approaches are reported in [NLO9, WW10Q].
In [NLO9] the motion vectors are firstly refined by spatial and temporal correlation of motion and a first
segmentation is produced from the motion vector difference after global motion estimation. This seg-
mentation is then improved by using intra prediction information in intra-frame and afterwards it is pro-
jected to subsequent frames where expansion and contraction operations are following. In [WW10] the
authors applied the approach of Babu et. al. [BRS04] to the H.264 compressed domain. Firstly, vector
median filtering and forward block motion vectors accumulation are used to obtain more dense motion
field and define the block characteristic, and subsequently the moving object is extracted using a mixed
and hierarchical clustering algorithm based on improved K-Means and Expectation-Minimization (EM)
algorithm.

3.4.2 Moving Object Tracking

Object tracking aims to locate particular objects between consecutive frames in image sequences. Many
algorithms have been proposed and implemented to overcome difficulties that arise from noise, occlu-
sion, clutter, and changes in the foreground/background environment. Similarly, the methods for object
tracking are varying between algorithms which work with uncompressed data and techniques which are
based on using information coming from the compressed stream.

Uncompressed data domain: early attempts were based on the extraction of image features such
as pixel's intensity, colors, edges or contours and used them for the establishment of the correspon-
dence between model images and target images. For example the feature-based method in [CRMO3]
uses a color histogram-based representation of the target image and a Bhattacharyya coefficient for
similarity measurement, while tracking is performed by the mean-shift algorithm. This algorithm due to
its simplicity and robustness is also used in [Col03, [HDS04], while another variation of this approach is
described in [YDDOQ3]. In addition, some contour-based tracking algorithms have also been described.
These methods track objects by representing their outlines as bounding contours and update these
contours dynamically in successive frames. Paragios et al. [PD00] proposed a geodesic active contour
objective function and a level set formulation scheme for object tracking, while Peterfreund [Pet99] ex-
plores a new active contour model based on a Kalman filter. Another Kalman filter-based approach was
employed in [SMO1] where an active shape model is used to model the contour of a person in each
video frame, while an extended Kalman filter formulation was employed for the extraction of motion tra-
jectories in [BSK04]. Yokoyama and Poggio [YPO5] use gradient-based optical flow and edge detectors
to construct lines of edges in each frame. Then, background lines of the previous frame are subtracted
and contours of objects are obtained by using an active contour model to the clustering lines. Each
detected and tracked object has a state for handling occlusion and interference. Optical flow and graph
representation have also been used by Cohen et. al. in [MCB™01], while another approach described
in [HS05] predicts the objects’ contours using block motion vector information and updates them via
occlusion/dis-occlusion detection procedures.

Other uncompressed domain approaches use particle filters. The authors in [RK10], dealing with the
fact that particle filter is a time-consuming tracking technique, introduced a GPU-based implementation
of a tracking method which employs the Particle Swarm Optimization (PSO) algorithm. Alternatively, a
region tracking model using Markov Random Fields (MRF) is proposed in [BDRB08]. After motion-based
segmentation, a spatiotemporal map is updated using a Markov Random Field segmentation model in
order to maintain consistency in object tracking.

Compressed data domain: several methods for object tracking that are directly applicable to com-
pressed data have also been proposed. Dong et. al. [DXZFE11] summarize many techniques compat-
ible with the H.264 compression standard. They categorize various approaches according to the re-
quired degree of partial decoding, and they distinguish them to entropy decoding level methods [LLZ07,
PDBP*09], macroblock decoding level methods [YSKO07] and frame decoding level methods [KBNMQ9].
Moreover, in this work they propose a real-time entropy decoding level algorithm combining the predic-
tion mode information with the information from DCT coefficients and motion vectors. Besides the H.264
standard, a lot of effort has been made in the field of MPEG compression standards. Early attempts
are described in [LCO01, |CZQO01]. Lien and Chen [LC01] handle object tracking as a macroblock-linking
problem, combining motion vectors with DCT AC coefficient energies of intra-coded macroblocks, while
a similar approach is described in [AKMO2]. The information from motion vectors is also exploited
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in [PLO3] but in this case, tracking is implemented using the mean-shift algorithm. Finally, Chen et. al.
proposed an alternative method utilizing DC difference images and directed graphs in [CZQO1].

3.5 Content Description

A widely studied area of image processing focuses on methods and techniques that aim at the effective
description of the visual content. As presented in the previous sections, this step is a basic prerequisite
for many processing tasks like e.g., the estimation of similarity among images or the segmentation of an
image into regions. For that purpose, many descriptors have been introduced for the representation of
various image features and can be broadly divided into two main groups, the global and the local de-
scriptors. The criterion for this categorization is the locality of the feature that is represented. Specifically,
the first group of descriptors use global characteristics of the image such as color or texture histograms,
while the descriptors of the second group represent local salient points or regions, for example edges or
corners. In the following subsections we survey various descriptors from the relevant literature, based
on this categorization.

3.5.1 Global Descriptors

The descriptors of this group represent the visual information by exploiting general image characteristics
such as: color, texture and shape. Some color and texture descriptors presented in [MOVY01] have been
proposed by the well know MPEG-7 standard, as described in the MPEG-7 Overvievﬂ

For the color information, the MPEG-7 standard defines the following four descriptors. The Dom-
inant Color Descriptor (DCD) consists of the values, the percentages and the variances of dominant
predefined colors, along with the spatial coherency which represents the overall spatial homogeneity of
the dominant colors in the image. The Color Structure Descriptor (CSD) is capable of distinguishing
between images with the same color information but different structure, by capturing both global color
information and the local spatial structure of the color with a color structure histogram. The Color Layout
Descriptor (CLD) is a compact and resolution-invariant descriptor which has been implemented for the
representation of the spatial distribution of color in the YCbCr color space, and it can be used globally
in an image or in an arbitrary-shaped region of interest. The Scalable Color Descriptor (SCD) is based
on an HSV color histogram that measures the color distribution across the entire image and a Haar
transform on the histogram values, which provides scalability when the full resolution is not required.
Finally, the Group of frame (GoF) or Group-of-pictures (GoP) Descriptor extends the previous one for
the description of color information in sequences or groups of images.

Additionally, for the representation of the texture information, the MPEG-7 standard introduces the
following two descriptors. The Homogeneous Texture Descriptor (HTD) provides a quantitative char-
acterization of the image’s texture and is calculated by filtering the image with a bank of orientation-
and scale-sensitive filters and computing the mean and standard deviation of the filters’ outputs in the
frequency domain. The Edge Histogram Descriptor (EHD) is useful in image matching tasks and rep-
resents the spatial distribution and orientation of five types of edges, namely four directional edges and
one non-directional edge in the image, by utilizing histograms for the representation of the local-edge
distribution within 16 equally divided regions of the image. The Texture Browsing Descriptor (TBD) dis-
tinguishes the texture information in terms of regularity, coarseness and directionality in a way similar to
the human perception.

Besides the MPEG-7 color and texture descriptors, other approaches have also been proposed. Re-
cently, Chatzichristofis et. al. [CB08a, ICB08b!, ICBL09] introduced some compact composite descriptors.
The Color and Edge Directivity Descriptor (CEDD) [CB08a| incorporates color and texture information
in a histogram. Two fuzzy systems are used to map the colors of the image in a 24-color custom palette
and fuzzy versions of five digital filters proposed by the EHD descriptors are employed to form 6 tex-
ture areas. Another descriptor called Fuzzy Color and Texture Histogram (FCTH) [CBQ8b] uses the
same color information and the high frequency bands of the Haar wavelet transform in a fuzzy system to
form 8 texture areas. Compact versions of these descriptors with smaller feature vectors are available
as CCEED and CFCTH, while a combination of CEDD and FCTH, called Joint Composite Descriptor
(JCD), has been introduced in [CBL0O9]. Moreover, the authors in [HTL10] propose two MPEG-7 based
color descriptors named HMMD Color Histogram and Spatial Color Mode. Other color descriptors in-
clude the Color histograms and Color Moments [ZC04, |QMCO05] and the Grid Color Moment (GCM)

"http://mpeg.chiariglione.org/standards/mpeg-7/mpeg-7.htm
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Descriptor [£JNO6]. Similarly, other representations for the texture features include the Gabor Texture
(GBR) Descriptor, the Wavelet Texture Descriptors and the Local Binary Patterns (LBP) [OPMO2].

Regarding the representation of shape information, MPEG-7 introduces three descriptors named
Region-based Shape Descriptor (RSD), Contour-based Shape Descriptor (CSD) and 3D Shape Descrip-
tor (3DSD), while other proposed shape descriptors are the Edge Orientation Histogram (EOH) [GXTLO08],
the Edge Direction Histogram (EDH) [ZHLY08], and the Histogram of Oriented Gradients (HOG) [DTQ5].
Extensions of the latest descriptor have been proposed by many researchers. In [BZM08] a Pyramidal
HOG (PHOQG) is presented, in [CTC*12] a Compressed HOG (CHOG) descriptor is described, while
an extension that integrates temporal information, called 3DHOG, is presented in [KMS08]. Moreover
for the description of motion information that refers to objects within the image sequence or the used
camera, the MPEG-7 standard defined the four following descriptors: Motion Activity Descriptor (MAD),
Camera Motion Descriptor (CMD), Motion Trajectory Descriptor (MTD), Warping and Parametric Motion
Descriptor (WMD and PMD). Alternatively, the authors in [LMSRO8] proposed a global descriptor called
Histograms of Optical Flow (HOOF) for the representation of the motion information.

Finally, a totally different global descriptor which exploits several important statistics about a scene
is called GIST and is introduced in [SI07]. It is calculated by using an oriented filter at several different
orientations and scales. This descriptor can encode the amount or strength of vertical or horizontal lines
in an image, which can contribute to matching images with similar horizon lines, textures or building
represented in them.

3.5.2 Local Descriptors

Local descriptors have been proposed in order to overcome the global descriptors’ inability to handle
image transformations like changes in viewpoint and lighting conditions. The basic idea is to define
local image features (points or regions) that are invariant to a range of transformations and use these
features for the calculation of invariant image descriptors. These descriptors could exploit different
image properties like pixel color/intensities, edges or corners. Their locality makes them suitable for the
cases where image clutter, partial visibility or occlusion takes place, while their high degree of invariance
provides robustness to various geometric and photometric transformations. Numerous local descriptors
have been introduced and comprehensive studies can be found in [LAQ08, IMS05, BB11}IGHT11].

Regarding the definition of suitable image points or regions, which are referred as “points of interest”
or “regions of interest” in the relevant literature, various techniques have been proposed. Edges within
the image could be good candidates for points of interest, and thus any edge detector algorithm could
be utilized for the determination of these points. Examples include the previously mentioned (see Sec-
tion Sobel operator, the Prewitt operator, Roberts’ Cross operator and the well known Canny edge
detector [Can86]. Another method is the Harris-Laplace point detector presented in [TM08]. For the de-
termination of salient points, this detector relies on a Harris corner detector and for each corner selects
a scale-invariant point if the local image structure under a Laplacian operator has a stable maximum.
Alternatively, Jurie and Triggs [JT05] proposed a dense sampling strategy for the definition of points of
interest, while a random approach was described in [LP0O5] by Li and Perona.

After the detection of salient points or regions, local descriptors are used for the representation
of these image features. The most well-known and widely used descriptor has been introduced by
Lowe [Low04] and is called SIFT. This descriptor is invariant to changes in scale and rotation and de-
scribes the local shape of a region, based on local gradient histograms sampled in a square grid around
the key-point. The gradient of an image is shift-invariant, while the gradient direction and the relative
gradient magnitude remain the same under changes in illumination. The effectiveness of this descriptor
urged many researchers to implement more efficient versions of it. In [KS04, |[MS05] the authors applied
Principal Component Analysis (PCA) in order to reduce the high dimensionality of the SIFT descriptor,
introducing the PCA-SIFT and GLOH descriptors respectively. Mortensen et. al. [MHSQ5] presented a
feature descriptor that augments SIFT with a global context vector (SIFT+GC) which adds curvilinear
shape information from a much larger neighborhood. Lazebnik et. al. [LSP05] defines a rotation invariant
descriptor called RIFT, while other approaches combine SIFT descriptors with kernel projections, such
as KPB-SIFT [ZCCY10] and CDIKP [TWYQ8]. Moreover, in order to incorporate the rich color information
some researchers presented colored versions of the SIFT descriptor. Examples of this approach include
the HSV-SIFT descriptor [BZMnQ8], the HUE-SIFT descriptor [vdWGBO06], the OpponentSIFT descrip-
tor, the rgSIFT descriptor, the Transformed ColorSIFT descriptor, the C-SIFT descriptor [GvdBSGO1]
and the RGB-SIFT descriptor [vdSGS10al.

Partially inspired by the SIFT descriptor, Bay et. al. [BETVGO08] proposed a new one called SURF.
This descriptor is based on sums of 2D Haar wavelet responses and exploits efficiently the integral
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image. Moreover, it is considered as faster than SIFT and provides more robustness against different
image transformation than SIFT. Indicative extensions of this descriptor are the Dense-SURF variation
that has been proposed in [Tao11] and a colored version presented in [BG09]. In addition based on
SIFT and GLOH descriptors, Tola et. al. [TLEQ8] introduced the DAISY descriptor. This descriptor
depends on histograms of gradients like SIFT and GLOH, but uses a Gaussian weighting and circularly
symmetrical kernel, providing speed and efficiency for dense computations. Alternatively, Belongie et.
al. [BMPO02] described another distribution-based descriptor called Shape Context, which is based on
an edge histogram, sampled from a log-polar grid, while Lazebnik in [LSPO3] extracted affine regions
from texture images and introduced an affine-invariant descriptor based on the spin images proposed
in [JH99].

Moreover, some filter-based descriptors have also been proposed. An early approach was Steerable
Filters as a set of basis filters which can synthesize any filter with an arbitrary orientation. Alternatively,
Gabor filters were used for image representation in [Lee96], while some geometric filters were proposed
in [CJO7]. A novel method proposed in [VZ05] called Textons, is based on the idea that image textures
can be characterized by vector quantized responses of a linear filter bank. Based on the approach of
Textons, the authors in [SJCO08] proposed a pixel-wise descriptor called Semantic Texton Forest. This
descriptor does not utilize the responses of the computationally expensive filter banks but instead it uses
ensembles of decision trees. Other approaches include: local derivatives, generalized moment invari-
ants, multi-scale phase-based local feature [CJ03|, multiple support regions [CLZY08] and covariant
support regions [YJX09].

Finally, after the extraction of the low-level feature descriptors many authors propose a “Bag-of-
Words” (BoW) approach for a higher-level representation of the visual content. According to this ap-
proach the calculated descriptors are grouped using some clustering algorithm (like for example the
K-Means algorithm) to create a codebook of visual words, and based on this visual vocabulary each
image is represented by the histogram of visual words which are present in the image. This proce-
dure is performed in many concept detection algorithm and thus is described in more a detailed way in
Section

3.6 Technical Requirements

Shot segmentation: according to the mentioned user-side requirements in Section [2, the decomposi-
tion of the visual content to elementary segments like shots or scenes is a crucial step for the further
processing and analysis of the video content. The definition of time boundaries corresponding to video
shots allows skipping or searching specific parts of the visual content based on time, while providing
reasonable timestamps for other analysis techniques, such the spatiotemporal segmentation and the
tracking of moving objects. Moreover, the description of the visual content of each shot using state-of-
art low- and mid-level descriptors can be used for measuring the visual similarity among different shots
of the video and, combined with temporal information, for grouping them to form higher level segments
like scenes.

Currently, we segment the video into shots based on the approach proposed in [TMKO08]. The em-
ployed technique detects both abrupt and gradual transitions. Specifically, this technique exploits image
features such as color coherence, Macbeth color histogram and luminance center of gravity, in order to
form an appropriate feature vector for each frame. Then, given a pair of selected successive or non-
successive frames, the distances between their feature vectors are computed forming distance vectors,
which are then evaluated with the help of one or more Support Vector Machines (SVM) classifiers. The
use of these classifiers eliminates the need for threshold selection, as opposed to what would be the
case if any of the proposed features were used by themselves and as is typically the case in the relevant
literature. Moreover, in order to further improve the results in LinkedTV, we augmented the above tech-
nique with a baseline approach to flash detection. Using the latter we minimize the number of incorrectly
detected shot boundaries due to camera flash effects.

Our preliminary evaluation based on the LinkedTV News Show and the Documentary scenarios
indicates that shot segmentation performs remarkably well. For a more detailed presentation of the
evaluation results we refer the reader to [SAM™*12a, ISAM™12b]. The detection accuracy based on
human defined ground-truth data is around 90%, while a small number of false positives and false
negatives is caused due to rapid camera zooming operations and shaky or fast camera movements.
Hence, our shot segmentation method can be a reliable tool for the annotation procedure, since it just
needs little attention in order to tackle some minor issues. These findings are consistent with the findings
of the relevant Task of the TRECVID benchmarking activity, which run for several years during the
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previous decade.

The technical requirements, in order to increase the detection accuracy of the shot segmentation
algorithm, include a more efficient flash detector which will minimize the effect of the camera flashlights
presented especially in videos of the news show scenario, and further improvements that will solve the
problems occurred from fast movement and rapid zooming operations of the camera. Additionally, a
requirement regarding the time-efficiency of the algorithm will be addressed through a faster method for
the classification step. This method is expected to be based on a GPU-based implementation for SVM
classifiers, which will lead to a significant decrease of the required processing time for this task.

Scene segmentation: a higher level decomposition of the visual content into segments that are
more meaningful from a human perspective, like topics in a news show or different chapters of a doc-
umentary, is also desired and for this reason we segment the video into scenes using a scene seg-
mentation algorithm. This algorithm is based on grouping shots into sets which correspond to individual
scenes of the video, and was proposed in [SMK™11]. This method builds upon the well-known technique
of Scene Transition Graph (STG) [YYL98] and introduces two extensions of it. The first one, called Fast
STG, aims at reducing the computational cost of shot grouping by considering shot linking transitivity and
the fact that scenes are by definition convex sets of shots. Based on these facts, the proposed approx-
imation limits the number of shot pairs whose possible linking needs to be evaluated, thus allowing the
faster detection of scene boundaries while achieving the same performance levels with the original STG
algorithm. The second one builds on the former to construct a probabilistic framework towards multiple
STG combination. The latter allows for combining STGs built by examining different forms of information
extracted from the video (i.e., low level audio or visual features, visual concepts, audio events), while at
the same time alleviating the need for manual STG parameter selection.

In our preliminary experiments we employed only the low-level visual features of the video frames,
and by evaluating the effectiveness of our scene segmentation technique on the documentary scenario
we have seen that the results are mixed. Roughly half of the scenes detected were deemed unnecessary
by the annotators. The reason for this is mostly that the scene does not change based on a semantic
view point but, according to this algorithm, a scene is declared only considering the similarity of the
visual content based on low-level descriptors. Hence, based on the results of the evaluation process
and the findings of the work in [SMK™ 11] we should consider if the incorporation of high-level visual and
audio features to the scene boundary detection algorithm, either those discussed in this work or other
such features considered within LinkedTV, could enhance the detection accuracy.

Furthermore, a more sophisticated approach for segmenting video into scenes in terms of different
topics would be more efficient in applications such as news video analysis. For this, taking advantage of
the available techniques for text analysis and speech recognition would be beneficial. Based on the find-
ings in [SMK™11] the main requirement is to design and implement a new topic segmentation method
which will effectively combine the output of each method, aiming at a more suitable segmentation of
video in a topic or story level that corresponds to the human perception in a more efficient way. In ad-
dition, we should note that the used algorithm is a general approach for the temporal segmentation of
any kind of videos into scenes. Therefore it does not exploit any knowledge about possible characteris-
tics that a video may have, like the structure of a news video where the anchorperson usually appears
between the different presented topics of the show. Therefore, another technical requirement is to con-
sider if a domain-specific technique designed for videos from the news or the documentary domains
could achieve better results, and thus is more appropriate within the LinkedTV scope.

Spatial segmentation: concerning the spatial segmentation method and based on the specified
scenarios and the user-side requirements, we concluded that the analysis of the visual content with this
technique is not necessary at this phase of the project. Since we deal primarily with video content,
other methods like spatiotemporal segmentation for object tracking (as described in Section and
object re-detection for instance-based labelling (as described in Section are more appropriate for
the needs of the video annotation system.

Spatiotemporal segmentation: as mentioned within scenario descriptions in Section |2, a video
may contain static (a church) or moving (a car) objects of interest from the user’s perspective, which
should be detected and tracked so that they can be clicked on for further information. The case of static
objects is addressed by an object re-detection algorithm which is analysed in Section [6.3] while for the
detection and tracking of moving objects, a spatiotemporal segmentation algorithm can be employed.
In our preliminary experiments the spatiotemporal segmentation of a video shot into differently moving
objects is performed as in [MKBS04]. This compressed domain method overcomes the high computa-
tional complexity and the need for full video decoding of pixel domain techniques, achieving in theory
real-time performance. The unsupervised method uses motion and color information directly extracted

© LinkedTV Consortium, 2012 22/92



State of the Art and Requirements Analysis for Hypervideo D1.1

from the MPEG-2 compressed stream. Only |- and P-frames are examined, since they contain all the
information necessary for the proposed algorithm; this is also the case for most other compressed do-
main algorithms. The bilinear motion model is used to model the motion of the camera (equivalently,
the perceived motion of static background) and, wherever necessary, the motion of the identified mov-
ing objects. Then, an iterative rejection scheme and temporal consistency constraints are employed
for detecting differently moving objects, accounting for the fact that motion vectors extracted from the
compressed stream may not accurately represent the true object motion.

The evaluation of the spatiotemporal segmentation technique was based on human observation and
some preliminary results have been published in [SAM™12al, ISAM™12b]. For each video we examined
the cases where (a) the moving object was correctly detected, (b) the moving object was detected with
over 2 seconds delay after its appearance, and (c) the moving object was erroneously not detected. By
detection we mean that the algorithm successfully marked the moving object with a bounding box in
one or more consecutive frames where the object appears, without taking under consideration in our
evaluation the case where a spatial over-segmentation of a moving object into two or more bounding
boxes is observed. The algorithm performed reasonably well, detecting the moving objects correctly
in most cases. Indicative results of successful detection are shown in Figure [3] More specifically, the
rate of correctly detected moving objects was over 83% in our preliminary experiments, while the rate
of the delayed detections was around 3%. However, in some cases the employed technique exhibited
over-sensitivity, detecting still regions as moving objects. In over the half of these cases, this response
was due to the presence of camera movement or zooming in/out operations, while gradual transitions
between successive frames lead to misleading results in about 10% of these cases. In the remaining
cases (about 35%), such response was observed in chromatically uniform regions of the video, as a
result of the MPEG encoder’s inability to correctly estimate the true motion in these uniform regions.
Figure [ illustrates two examples of incorrect detection, due to gradual transition effect and erroneous
motion information from the MPEG encoder.

BRANDENBURG

Figure 4: Incorrect moving object detection due to gradual transition effect (dissolving) and erroneous
motion vectors from the MPEG encoder

Aiming at further improvement of the algorithm’s performance concerning its effectiveness, the first
requirement is to address the false positives due to over-sensitivity of spatiotemporal segmentation by
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introducing criteria that relate to the homogeneity of the different parts of each video frame. More-
over, a second requirement which combines the conflicting needs about time efficiency and accuracy
is going to be tackled through the extension of the current method in order to be directly applicable on
videos in MPEG-4 format, which is widely used in LinkedTV. This will alleviate the need for MPEG-2 to
MPEG-4 transcoding prior to the application of the segmentation algorithm, which introduces significant
computational overhead.

Content description: as mentioned before, the efficient description of the visual information is a
basic prerequisite and is among the initial steps of many visual analysis algorithms. In our implemented
technigues both global and local descriptors have been employed. Shot segmentation uses three global
features for the description of the content of each frame, as mentioned previously. Scene segmentation
groups shots into scenes based on the visual similarity of the keyframes of each shot, which for that
purpose are represented by an HSV histogram. Differently, the object re-detection algorithm described
in Section exploits the effectiveness of the local SURF descriptor [BETVG08] for matching purposes
among pairs of images, while the technique for concept detection discussed in Section [4.4] employs the
well known SIFT descriptor [Low04].

Concerning the technical requirements for the content description part, our future plans for the rep-
resentation of visual information in a more efficient way include two goals which correspond to the
decrease of the calculation time and the improvement of the algorithm’s accuracy. Regarding the first
one, we intend to accelerate the feature extraction and description part using GPU-based implemen-
tations of the SIFT and SURF algorithms, by exploiting the parallelism of these techniques and the
power of the modern GPUs. Concerning the second one, we plan to obtain more robust and reliable
results through the combination of existing and new local and global descriptors and feature extraction
techniques, where appropriate.

4 Visual Object and Scene Labelling

This section describes techniques for the efficient labelling of visual objects and scenes within a video
sequence. First, we report some state-of-art techniques about all the processing steps of the concept
detection algorithm’s pipeline. For this purpose, we first list methods for the description of the visual
content that have been used explicitly in various concept detection approaches (some of them were
also reported in Section where general-purpose visual content descriptors were discussed). Sub-
sequently, we describe techniques for an intermediate step called “visual word assignment” which is
performed when local descriptors are used in combination with the popular “bag-of-words approach”.
Then we present several learning algorithms for the final classification and labelling step of concept
detection. Besides concept detection, Section 4 reports on state-of-art methods for face analysis, focus-
ing on three tasks: face detection; face recognition; and face clustering. Moreover, we discuss several
GPU-based implementations of known algorithms that could be used in the image labelling procedure
as well as in other image processing tasks, in order to accelerate their performance. Finally, we draw
conclusion regarding the performance of a concept detection algorithm and a tool for face analysis from
the reported literature, and we define the future challenges that should be addressed in order to achieve
higher levels of performance.

4.1 Concept Detection

The detection of high-level concepts within a multimedia document is one of the most important tasks of
multimedia analysis. Due to the rapidly growing amount of audiovisual content, this appealing research
problem has attracted a lot of interest within the multimedia research community, since high-level con-
cepts detected from videos could be used for facilitating tasks such as video similarity evaluation and
multimedia indexing and retrieval. However, the mapping of low-level features to high-level concepts is
still a pretentious and difficult problem, due to the well-known “semantic gap”.

Many techniques have been introduced to address this task and they are mainly based on the fol-
lowing procedure. First, various low-level features from the visual (and possibly also the audio) channel
are extracted, in order to form a robust description and represent the multimedia content in a meaningful
way. Then, usually when local descriptors are employed to represent the low-level visual features, a
clustering algorithm is applied to form a vocabulary of “visual words” or “regions”, e.g., according to the
well-known “bag-of-words” approach. The representation of the visual content is subsequently followed
by a learning and classification step which assigns this low-level visual features to high-level visual con-
cepts, thus performing the image labelling. Moreover, many researchers aiming at more reliable and
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accurate results implement an additional learning step where rule and association mining techniques
are applied to the detected concepts, in order to exploit the semantic relations and the temporal consis-
tence among them and achieve more efficient labelling of the image content. Focusing mainly on the
visual part of the multimedia content, this section reports on various state-of-art methods that have been
introduced for each one of the above mentioned phases of the concept detection pipeline.

4.1.1 Content Representation
4.1.1.1 Global Descriptors

From the previously reported global descriptors (see Section[3.5.1)), many of them have been employed
for the representation of visual content in several concept detection techniques. These techniques can
be distinguished between algorithms that describe features at the image-level, and methods that are
designed to represent arbitrarily shaped regions within the image.

Regarding the first category, Spyrou et. al. [STMAQ9, ISTA08, IMSAKO09] have recently proposed an
approach that exploits image’s color and texture information. Based on their prior work [SAQ7] they use
color and texture information to perform concept detection. In order to improve the detection accuracy,
they initially split the image in a predefined number of homogeneous regions by applying the K-Means
clustering algorithm on the RGB color values of the image and then, they extract the color and the texture
descriptors for the centroid of each calculated cluster. For the representation of the low-level color and
texture features of each region they employ the color and texture descriptors [MOVYO01] from the well-
known MPEG-7 standard [CSPO01]. More specifically, Dominant Color Descriptor (DCD), Color Structure
Descriptor (CSD), Color Layout Descriptor (CLD) and Scalable Color Descriptor (SCD) are extracted
to capture the color properties, while Homogeneous Texture Descriptor (HTD) and Edge Histogram
Descriptor (EHD) are used for the texture properties. Moreover, in order to obtain a single description
for each defined region, they merge color and texture descriptors by using an “early fusion” approach
as proposed in [SLBMT05]. In [HTL10] the authors address the image classification task by utilizing two
color descriptors named HMMD Color Histogram and Spatial Color Mode. The first descriptor calculates
the dominant colors within the image, while the second one describes their spatial occurrence over
the entire image. Moreover, texture information is described according to the previously mentioned
MPEG-7 Edge Histogram Descriptor (EHD) and Homogeneous Texture Descriptor (HTD) [MOVYO01].
In [HCC™06] the authors employ the Grid Color Moments (GCM) and Gabor Texture (GBR) [ZHLY08]
descriptors in combination with the SIFT local descriptor [Low04], while a similar approach which utilizes
the same color and texture descriptors has been proposed in [CEJ"07]. Grid Color Moments (GMM) in
combination with Local Binary Patterns (LBP) have also been employed in [LS09] to represent color and
texture information respectively. Moreover, an alternative approach presented in [SI07] is based on the
GIST descriptor to determine image properties like spatial frequency, color and texture.

Besides the approaches described above, many attempts try to perform concept detection by fo-
cusing at the characteristics of arbitrarily shaped regions of the image. In [SMHO05], images are first
segmented into homogeneous regions that will be considered as the smallest entity describing the con-
tent, i.e., words. Then, color and texture information for each region are represented by HSV histograms
and Gabor Filters respectively. Moreover, several approaches use the previously discussed color and
texture descriptors in combination with some region-based shape descriptors. For example in [LS09]
shape information is represented by Edge Orientation Histograms (EOH) [GXTLO08], while in [CEJT07]
and in [ZHLY08] the authors describe shapes with the Edge Direction Histogram (EDH). Moreover, an-
other global descriptor that has been introduced in various works for the representation of the shape
information is the so-called Histogram of Oriented Gradients (HOG) [DT05]. Finally, a region-based ap-
proach for semantic image analysis via exploiting object-level spatial contextual information has been
introduced in [PSE"11]. In this work, the authors initially segmented the image to regions utilizing
a modified K-Means-with-connectivity-constraints (KMCC) algorithm [MKS04b], and subsequently the
MPEG-7 descriptors Scalable Color (SCD), Homogenous Texture (HTD), Region Shape (RS) and Edge
Histogram (EHD) were used for the representation of each segment. Finally a region-concept assign-
ment procedure was implemented by using the aforementioned visual features in a classification algo-
rithm.

4.1.1.2 Local Descriptors

A number of local descriptors has also been used to represent the visual features of the image. As
mentioned in Section the descriptors that fall within this category are locally extracted, based on
the appearance of the object at particular interest points. So, the first step is the definition of the points
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of interest in the image. Techniques that have been employed in various concept detection algorithms
include: the Harris-Laplace point detector [TM08]; a dense sampling strategy [JT05]; and a random
sampling approach [LP05]; the Maximally Stable Extremal Regions [MCUPQ2]; and the Maximally Sta-
ble Color Regions [ForQ7]. After the detection of feature points, several feature descriptors have been
proposed for their representation. The most broadly used is the well-known SIFT descriptor [Low04]
(see for example [JZNO6, MDG™10Q]) and its extensions. For example the University of Surrey within
the scope of ImageCLEF2010 [TYB'10] used the HSV-SIFT [BZMn08] and HUE-SIFT [vdWGBO06], as
well as some colored extensions such as OpponentSIFT, rgSIFT, C-SIFT, and RGB-SIFT that have been
presented in [vdSGS10al.

Similarly the University of Amsterdam in ImageCLEF2009 [VDSGS10b] utilized the SIFT descrip-
tor and its extensions OpponentSIFT, RGB-SIFT and C-SIFT, while another used and computationally
efficient SIFT-variant was presented in [USS10]. All these descriptors have specific invariance proper-
ties with respect to common changes in illumination conditions and have been shown to improve visual
classification/labelling accuracy. Moreover, in a more sophisticated approach [MDK10] the authors used
the SIFT descriptor for the construction of the proposed feature tracks. These feature tracks are sets
of local interest points found in different frames of a video shot that exhibit spatio-temporal and visual
continuity defining a trajectory in the 2D+Time space. By using the calculated feature tracks, the authors
generate a “bag-of-spatiotemporal-words” model for the shot which facilitates capturing the dynamics of
video content.

Besides SIFT, another local feature descriptor that has been adopted in many concept detection
approaches due to its good performance is the SURF descriptor [BETVGO08]. Recent works on con-
cept detection that utilize this descriptor include [MSV™11, [SLZZ10, [YXLT09]. Moreover, a Dense-
SUREF variation has been used in [Tao11], while a colored version of this descriptor has been introduced
in [BGO9]. Finally, two different approaches for the representation of local image features include the
DAISY descriptor introduced by Tola et. al. [TLE10] and the pixel-wise descriptor called Semantic Tex-
tons proposed by Shotton et. al. [SJC08]. Last but not least, there is a number of techniques which
attempt to enrich the image feature representation using a combination of global and local descriptors.
For indicative examples we refer the reader to [JRY08, ICEJT07]. In [JRY08] the SIFT local descriptor is
combined with a global color descriptor, while in [CEJT07] the authors propose a multi-modal framework
for concept detection and they investigate different approaches using both global and local low-level
visual features combined with low-level audio features, by employing ensemble fusion techniques with
multiple parameter sets.

In the above discussed approaches, the local descriptors are calculated for interest points extracted
over the entire image. However, as with the global descriptors some approaches utilize local descriptors
to represent arbitrarily shaped regions of the image. In a previously referred work (see [PSE*11] in
Section 4.1.1.1), where the authors proposed an approach for semantic image labelling, after the seg-
mentation of the image into regions besides global descriptors they also examined the performance of
the SIFT local descriptor. In particular, a set of key-points is estimated for every resulting region using
dense sampling and a SIFT descriptor is calculated at each key-point. By applying a “bag-of-word” tech-
nique (as it will be described in the following Section[4.1.1.3) each region is represented by a histogram
of visual words that it contains, and this region feature vector will be used by a classification algorithm
for the final region-concept assignment procedure.

4.1.1.3 Visual Word Assignment

As mentioned in the introduction of this section, this intermediate step is performed when local descrip-
tors are used for the representation of the visual content and is referred as “visual word assignment”.
By this procedure local descriptors are transformed to a “bag-of-words” representation. First, a visual
vocabulary is created via grouping similar keypoints into a large number of clusters and treating each
cluster as a visual word. Then, the previously calculated local descriptors are assigned to this visual
vocabulary in a manner that each descriptor is mapped to a visual word. By following this procedure,
an image can be represented by a histogram of visual words that it contains and this representation
can be used as input for the subsequent learning or classification step of the concept detection algo-
rithm. This method has been proposed in [LP05] and for indicative examples of several works that utilize
this approach we refer the reader to [AM10, JYNH10, MSHvdWO07, [ZMLS07, vdSGSO08), LM01al, JT0S5,
vGVSG10, vdSGS10al, lUNY07, LSP06, INJT06].

The most common method for the construction of the visual vocabulary is the K-Means clustering al-
gorithm which shows good performance (see examples in [AM10, MSHvdWO07, IZMLS07, vdSGSO08]).
Following the application of K-Means, the next step is the assignment of the descriptors to the vi-
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sual words. Typically this procedure was implemented using the Nearest Neighbor algorithm (like
in [ZMLS07, vdSGS08, WACT04]). However, assigning each descriptor to multiple visual words by
using the so-called soft-assignment presented in [vGVSG10], is beneficial to performance at the ex-
pense of extra calculation time. According to [vGVSG10], in soft assignment one needs to obtain
the closest visual words and calculate a posterior probability over these. In order to make word as-
signment even more efficient many authors proposed the use of several tree-based assignment algo-
rithms [MMO7, IMTJ06l INS06]. These algorithms allow for a logarithmic rather than a linear assignment
time. One of the most interesting approaches is the “Extremely Randomized Clustering Forests” intro-
duced by Moosmann et. al. in [MTJ06]. A similar approach called “Texton Forest” has been proposed
by Shotton et. al. in [SJC08]. The difference here is that each decision node in the tree works on
multiple values of the descriptor instead of one. Moreover, Lazebnik et. al. [LSPO6] introduced the
“Spatial Pyramid” exploiting spatial information by increasingly subdividing the image and obtaining a
visual word frequency histogram for each region separately. Extensions of this work were described
in [HCXQ08, JCLO7].

Besides the “bag-of-word” approach various different approaches have been introduced, that try
to create similar in nature intermediate-level representation of the initially extracted low-level descrip-
tors before the learning/classification step. Spyrou et. al. [STMAQ9, ISTAQ8, MSAKO09, [SA07|] apply a
subtractive clustering method in order to construct a region thesaurus, containing all the region types
which may or may not represent the concepts that are chosen to be detected. Each region type of
the region thesaurus contains the appropriate merged color and texture description. Latent Semantic
Analysis (LSA) [DDFT90] is applied subsequently in order to exploit co-occurrences between the de-
fined regions. By measuring the distances of the regions of an image to the region types, a model
vector is formed that captures the semantics of an image. Another region-based approach is presented
in [SMHO05], where Latent Semantic Indexing (LSI) is used for the construction of a visual dictionary
with “visual terms” based on the grouping of regions with similar content. Similarly, a “bag-of-regions”
technique is described in [GAQ7], where images are partitioned into regions and subsequently the re-
gions are clustered to obtain a codebook of region types for scene representation. Moreover, in [SAQ6]
low-level features are extracted from segmented regions of an image, utilizing a mean-shift algorithm
in the process. Finally, other techniques that fall into this category are: a hybrid thesaurus approach
in [BEGSO04]; a “bag-of-keypoints” algorithm in [CDFT04]; a dictionary of curve fragments called “shape
alphabet” in [OPZ06]; and a lexicon-driven approach in [SWKSQ7].

4.1.2 Learning Methods for Object and Scene Labelling

For the training and classification step several different machine learning approaches have been intro-
duced. All theses approaches try to define an efficient function which maps appropriately the image
features to high-level concepts. State-of-art methods include the well known Support Vector Machines
(SVMs) [Vap98], the Regularized Least Squares (RLS) approach [WSHQ9], the Logistic Regression
(LS) technique [YHQ64], the K-Nearest Neighbor (K-NN) algorithm [SDI06] and the Kernel Discriminant
(KDA) Analysis [LGLO1], just to name a few.

Support Vector Machines are feed-forward networks that can be used for pattern classification and
non-linear regression. They construct a hyperplane that acts as a decision space in such a way that the
margin of separation between positive and negative examples is maximized. Several approaches utilize
SVM classifiers for the learning and detection of the high-level concepts. In [LSQ9] SVM classifiers
are trained with simple color, edge and texture features. In [STMAQ9, ISTA08, IMSAKQ09, ISA07| the
low-level features are initially assigned to a higher-level representation through the construction of a
region thesaurus. Subsequently, the image is represented by a new model vector whose values are the
elements of the defined region thesaurus. Finally, an SVM is employed to estimate the best association
between the calculated model vectors and the high-level concepts. In [CEJT07] three different global
features are defined at the first step for the representation of the visual content. Consequently two types
of SVM classifiers are learned for the concept detection. The first one is trained over each one of these
three features individually and the second one is trained over an overall vector which is constructed by
concatenating the three features into one. The final score is obtained by averaging the detection scores
of all SVM classifiers. The work in [AM10] presents the concept detection system of MRIM-LIG that was
used for the ImageCLEF 2010 VCDA task. For the learning step the authors applied SVM classifiers
with Radial Basis Function (RBF) kernel. Another approach that employs SVM classifiers is presented
in [SG10]. Besides the RBF kernel, two different types of kernels that have also been utilized in SVMs
are the Chi-Square kernel [VDSGS10bl IZMLSO07, JNYO07] and the Histogram Intersection kernel [Tao11),
MBMO08]. Moreover, an extension that combines the SVM classifiers with a new modular approach called
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Matrix Modular classifier is described in [ZG09], while several other SVM-based approaches include: the
Linear SVMs (LSVM) [Vap98]; the Mixtures of Linear SVM experts (MLSWVM) [FRKZ10]; and the Linear
Subclass SVM (LSSVM) [GMKS12a];

Apart from the SVM-based techniques, other kernel-based learning methods are also considered as
a good choice for learning from large-scale visual codebooks. An approach that combines KDA with
Spectral Regression, called SRKDA, has been introduced by Cai et. al. [CHHOQ7] for large scale image
and video classification problems. In their work, they demonstrate that this method can achieve a sig-
nificant speed-up over eigen-decomposition while obtaining smaller error rate compared to state-of-art
classifiers like SVMs. This approach has been adopted in [TYB™10, TKM™09]. Other proposals include:
a K-NN classifier in [JRY08]; a Gaussian Mixture Model (GMM) in [ABC"03]; a Hidden Markov Model
(HMM) in [PGKKO05]; some graph-based semi-supervised learning approaches in [WHH™09, TLQC10,
THY™11]; a Multiple Instance Learning (MIL) algorithm in [YDF05] and a neural network-based approach
that uses the Self-Organized Map (SOM) algorithm along with MPEG-7 features in [LKOOZ2].

In contrast to the above mentioned techniques, that try to map low-level features to high-level con-
cepts in a discriminative manner, some methods aiming at reliable and efficient concept detection by
exploiting contextual information have also been introduced. A useful amount of information can be ob-
tained by taking into consideration the spatial relations among objects or regions presented in the scene.
An ontology of spatial relations is proposed in [HABQ08|] aiming to facilitate image interpretations, while
in [YLZ07] some spatial constraints and the topological relationships between regions of the image are
utilized for automated image region annotation. Other examples exploiting this kind of information can
be studied in [YMFQ7, KHO5, TCYZ03].

A different source of information for improving the concept detection results can be the relations
among concepts. For exploiting the latter, classification with association rules has been proposed in
recent studies in data mining to achieve higher classification accuracy than traditional rule-based classi-
fiers [YHOS3| [LHPO1]. Cao et al. [CLL™06] constructed fusion rules based on intuition and human knowl-
edge. Other approaches use graphical models for the representation of inter-concept relationships in
probabilistic structures (see for example [NS03, [YCHQ6]). Following a different approach, the authors
in [WTS04] created an ontology hierarchy by considering the possible influences between concepts and
proved that the ontology-based concept learning improves the accuracy of the detection algorithm. A
similar approach is presented in [FGLO8]|, where Fan et. al. built a concept ontology using both seman-
tic and visual similarity, trying to exploit the inter-concept correlations and organize the image concepts
hierarchically. In [FGLJ08] they extend this approach by modelling the contextual relationships between
image concepts and several patterns of the relevant salient objects, with which they co-appear.

In addition, many proposals exploit the temporal information considering the dependence between
consecutive images in a short period of time [BBL04]. A general probabilistic temporal context model
has been proposed in [BLB0S|], where a first-order Markov property is utilized to integrate temporal
context sequences. Moreover, in [LWT'08] the authors use inter-concept associations and temporal
rules to enhance the performance of semantic concept detection for video data. Yang and Hauptmann
in [YHO6b] employed some active learning techniques with temporal sampling strategies, to improve
the accuracy of concept detectors. Naphade et al. [RNKHO02|] used inter-concept relations and temporal
relationships to learn a probabilistic Bayesian network, while some multi-cue fusion approaches which
utilize contextual correlations and temporal dependencies have also been proposed in [WCQ8].

Moreover, regarding the fact that an image can be assigned to more than one visual concept (e.g.,
an urban scene with a mountain in the background), several multi-label classification approaches have
been recently proposed [BLSB04, [ZZ07, [YKRO7, QHR"07]. According to the works of Tsoumakas
et. al. [TKQ7, [TKV11] and Prajapati et. al. [PTG12] the algorithms for multi-label classification can be
divided into (a) problem transformation methods and (b) algorithm adaptation methods. Methods of
the first group transform the multi-label classification task into one or more single-label classification,
regression or ranking tasks. These methods include: the Binary Relevance algorithm; the Ranking via
Single Label technique; the Ranking via Pair-wise Comparison method [HFCBO08|] and the Calibrated
Label Ranking extension [FHLMBOS8]; the Label Powersets; the Pruned Sets [Rea08]; and the Random
k-Labelsets (RAKEL) method [TVOQ7, [TKV11]. Methods in the second group extend specific learning
algorithms in order to handle multi-label data directly. Approaches that fall into this category include:
the Multi-Label kNN (MLKNN) algorithm [£Z07]; a conjunction of Binary Relevance algorithm with k-
NN called BR-kNN [STV08]; the MMAC technique [TCPO04]|; a Back-Propagation Multi-Label Learning
(BP-MLL) method [£Z06]; Decision Trees [CKO1]; and Boosting algorithms [SSOQ].

Finally, some approaches known as cross-domain learning techniques aim to address the problem
of adapting concept detectors among different domains. For more information on this topic we refer the
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reader to [JZCLO08| YYHO7, IDTXM09, JLC11].

4.2 Face analysis in videos

This section focuses on the process of analyzing human faces in digital content. When dealing with
video content, two approaches are used: video-image based methods (analysis from frames extracted
from the video, compared with still images); and video-video methods (video inputs compared against a
video database). We will review the first approach, as the goal is to apply it on keyframes extracted from
each shot of the videos. Indeed, we aim here the recognition of persons that are presented at the shot
level (within a shot or scene) rather than at the frame level.

Actually, three components of analysis are of interest: detection; recognition; and clustering. Face
detection is used as a prior tool to perform the other tasks, which both stem from the calculation of
the similarity between detected faces. While face recognition aims at matching a face with an ID using
a known database of faces, face clustering takes as input a set of unknown faces and groups them
together according to their similarity. Several sources of variability in face appearance (such as lighting,
occlusion, scale, orientation, expression, etc.) affect the performance of the classifiers for such tasks.

We will now review the three components individually: Face detection; Face recognition; and Face
clustering. The last part focuses on some available tools for face analysis purposes.

4.2.1 Face Detection

Face detection is the process of detecting a human face in a picture and extracting it from the back-
ground. As stated in [HLO1], we can divide face detection methods into two categories, namely feature-
based methods and image-based methods. Unlike the former that exploits faces properties (such as
skin color, geometry, etc.), the latter does not perform feature derivation and analysis but relies on a
training phase over intensity images. For more information see [ZZ10, [HLO1].

The main contribution in this field was the Viola-Jones face detector [VJ01], which became the most
widely used framework for face detection. The general idea is to use a boosted cascade of weak classi-
fiers based on Haar-like features. It presents the advantage to be very rapid, and thus it is suitable for
real-time detection. However, a major drawback is that it does not perform well for sideway poses, while
in addition it requires an intensive training phase. This work motivated numerous research works, and
was the base for further improvement. In particular, Lienhart and Maydt [LM02] extended the classifier
by introducing rotated axial features.

4.2.2 Face Recognition

Face recognition aims at comparing a face against a set of other faces. Similarly as face detection,
face recognition approaches can be distinguished between local approach and holistic approach. The
holistic approach studies the face as a whole and can itself be divided between the statistic approaches
(the popular Eigenfaces and Fisherfaces for instance) and the Al approaches (that use Al methods such
as Neural Networks, Hidden Markov Models or Support Vector Machines). Comparing faces can be
very computationally expensive, so several methods have been designed to reduce the dimensionality
of the data. Eigenfaces are based on Principal Component Analysis (PCA) [KS90] for this purpose;
the so-called eigenfaces refers to the eigenvectors corresponding to the greatest eigenvalues. Linear
Discriminant Analysis (LDA) techniques have also been studied, and among them is the Fisherfaces
proposed by Belhumeur et. al. [BHK97|. Several variations to those methods have been proposed
[JAOS TEBEHO06! ZCPRO3].

On the opposite, the local approach makes use of the different local features and measurements
to compute similarity between faces. The earlier methods employ pure geometric calculations be-
tween face features [Kan73|; graph matching methods such as Elastic Bunch Graph Matching (EBGM)
[WEKvdM97] store faces as graphs, with each node standing for a different facial feature. Local Binary
Patterns (LBP) is another local appearance-based method. In [AHPO4], Ahonen et. al. extract LBP his-
tograms to describe local features of images that take both shape and texture into account, and calculate
the distance using the Chi-square measure.

Global approaches are not robust against pose, illumination or viewpoint changes, so an alignment
phase has to be performed prior to analysis. On the contrary, feature-based methods are less sensitive
to such change but the main issue is the accuracy of feature extraction techniques.
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4.2.3 Face Clustering

Diverse techniques have been used for face clustering from video input. They are usually built in two
steps: first is the choice of a dissimilarity matrix to characterize distances between faces; then comes
the choice of a clustering algorithm.

The face images are described through features such as Eigenfaces [BLQO9], SIFT features [ANPQ7],
intensity histograms [VSPO06|, cloth color information [BLO9], or a combination of several of them. A
dissimilarity matrix is then computed with various methods. In [BLO9], Begeja et. al. use a simple
Euclidean distance for this task, while Vretos et. al. [VSP06] introduce the notion of mutual entropy to
compare faces. Other measures include Chi-square distance [SZS06]. The clustering algorithms are
also presenting variety, and depend on the application and the features that are used. Examples include:
hierarchical agglomerative clustering [BL0O9, IANPQ7]; fuzzy c-means algorithm [VSPO6]; associative
chaining [RM03] etc.

One of the main problems of this task is caused due to pose variation: partitioning the input face
images into groups of faces with the same pose is used in several works to enhance the capacity of the
clustering algorithm. Indeed, as pointed out in [GMC96]|, face images of different persons in the same
pose are more similar to each other than images of the same person in different poses. Gong et. al.
represent faces using Gabor wavelet transform and construct a pose Eigenspace to visualize those face
poses, using PCA [GMC96]. In [HWSO08], Huang et. al. detect the eyes location with Gabor filters, then
cluster into poses using the distance between eyes.

Other works exploit properties of videos (for instance, some temporal relations between extracted
keyframes), while the aforementioned works mostly deal with images, thus losing some information in the
process. Sequence of images introduce some domain knowledge that is used by [TT08] to incorporate
some constraints to the algorithm (e.g., two faces in the same image must be in different clusters). An
interesting approach for television shows is described in [YYA10Q]. In this paper, the authors prefer a
low processing time over the accuracy of clustering; in order to do so, they use similarity between shots
(shot-based clustering) and frame sequences, instead of calculating and comparing face features.

4.2.4 Available Face Analysis Tools

For those tasks, two kinds of tools are of interest: public APIs and the OpenCV library for C++.

Public APIs provide black-box services for face analysis. In particular, Face.com [fac] is a research
team that offers face detection and recognition services through its public REST API. It provides very
accurate results as acknowledged by the study made on the Labelled Faces in the Wild database (LFW,
University of Massachusetts) [aUoM12]. The main advantage is that it is very simple of use, very pow-
erful and scalable to the web. However, Face.com was bought by Facebook during June 2012 [aqui2]
and made an announcement on the 7th of July that they would wind down their services. Therefore, it is
not possible to use it any more but it served as a proof of concept of face analysis on videos.

Several other tools exist that mainly focus on identification for security programs [neU, [acs] or device
login [key]. Thus, most of them require frontal face pictures or pictures in controlled environment for
training, and they are not adapted for face recognition in news or entertainment videos. Interesting
on-line APlIs include the following:

Betaface [bet] is a company specialized in face detection and recognition on digital media and aims “to
open up new navigation, categorization and search possibilities of rich media assets”. It also has
a web APl that is free of charge for non-commercial projects.

Luxland’s FaceSDK [lux] offers face detection, face recognition and facial feature detection solutions,
that focuses mainly on biometrical login systems. It is delivered as a cross-platform library which
performs face detection, face matching (returning a face similarity level), facial features detection
and allows maximizing performance through multi-core support. Unlike Face.com, this tool is a
commercial service and therefore not free of charge.

Lambdal Labs A free face recognition APl is planned by Lambdal Labs [lam12]. So far, the API only
performs face detection and some face features extraction (eyes, nose, mouth). At the time of
writing, a face recognition tool is to be delivered in the next future.

Ayonix Ayonix is a Japan-based IT company that is specialized in image recognition technology [ayo].
They offer three different commercial applications for face analysis, namely face detection, face
recognition and face matcher.
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We discarded some APIs that only perform face detection (SNFaceCrop [snf] and Visage Technolo-
gies [vis]). A state-of-art technologies that are relevant to this context, are some photo management
software that can be used for indexing pictures according to faces they contain. Picasa, Apple’s iPhoto
and Micosoft’'s Window Live Photo Gallery or Fotobounce all have different approaches for photo man-
agement and organization. For instance, Picasa automatically clusters detected faces and requires
user’s approval to save and name the clusters, and then refines its results.

OpenCV [Bra00] is the reference library for computer vision, started by Intel in 1999. It has an
implementation of the Viola-Jones algorithm (improved by Lienhart-Maydt) for face detection, while from
June 2012 it includes a face recognition class (implementing Eigenfaces, Fisherfaces and Local Binary
Patterns Histograms).

4.3 GPU-based Processing

Many of the tasks that were discussed in the previous sections can be accelerated by using the com-
putational power of modern General Purpose Graphic Processing Units (GPGPU). The basis for the
enhancement of the efficiency in each case is the identification of parts within the algorithms that can be
processed simultaneously by the GPGPU, exploiting its parallel architecture. In the following paragraphs,
various GPU-based implementations are categorized according to the task they are used for.

Temporal segmentation: many researchers studied the problem of video temporal segmentation
(at shot/scene level) focusing on procedures that could be performed in parallel, in order to reduce the
computation time by utilizing the GPUs’ processing power. An early attempt is described in [KS07]
where the authors introduce a straightforward shot boundary detection technique which detects hard
cuts and is based on the differences of color histograms between successive frames of the decom-
pressed video. A couple of years latter, Gomez-Luna et. al. [GLGLBGQ9] implemented an algorithm for
both abrupt and gradual transition detection based on luminance and contour information from frames of
decompressed MPEG stream, using multi-layer perceptron neural networks for classification purposes.
Zernike moments have also been used as feature descriptors in GPU-based shot boundary detection
implementations, and Ujaldon [Uja09] studied some improvements for their calculation on GPU, working
with grayscale images. Additionally, Toharia et. al. [TRS"12] used a shot boundary detection applica-
tion, which is based on Zernike moments descriptors, to present a performance analysis ranging from a
single CPU and a single GPU scenario to a Multi-CPU Multi-GPU environment.

Spatial segmentation: several examples of early works on GPU-based spatial segmentation meth-
ods can be found in studies by Hadwiger et al. [HLSB04] and Owens et. al. [OLG"07|. The recent GPU-
based approaches range between graph-based techniques, watershed transforms, neural networks im-
plementations and others. For example Barnat et. al. [BBBC11] proposed a CUDA implementation for
computing strongly connected components of a directed graph, while in [FXZ11] an improved version of
the graph-based segmentation algorithm originally proposed in [FHO4] is presented. An earlier CUDA
implementation of a graph-based segmentation technique can be found in [VNO8]. Apart from graph-
based implementations, some researchers suggest the use of neural networks as fast mechanisms for
image segmentation. Martinez-Zarzuela et. al. [MZDPAR™11] introduced a neural network architecture
for multiple scale color image segmentation on a GPU. This architecture, called BioSPCIS, is inspired
from the mammalian visual system and provides robustness to lighting variations. Similarly, the authors
in [XMW™11] describe another GPU-based implementation which simulates the spiking neural networks,
a powerful computational model inspired by the human neural system. Other GPU-based approaches
include: watershed transform implementations [KP08]; the Mumford-Shah piecewise constant multi-
phase segmentation technique [GLCC™11]; an image contour detection method combined with optical
flow algorithm [SK11]; and a technique [AKWD10] which involves super-paramagnetic clustering using
the Metropolis algorithm.

Spatiotemporal segmentation: some GPU-based implementations for spatiotemporal segmenta-
tion have also been proposed in the literature. Huang et. al. [HPP708] implemented a computation
and data-intensive algorithm for motion vector extraction, called Vector Coherence Mapping (VCM), on
various GPUs and compared the performance against a state-of-art CPU. In [FIWQ8] the authors de-
scribed another GPU-based algorithm for extracting moving objects in real time. The method is robust
both to noise and to intensity changes caused by scene illumination changes or by camera function,
using background subtraction, while it reduces the time for transferring calculation results from GPU
to CPU and vice-versa. In [LX09] a GPU-based CUDA-implemented mean-shift tracking algorithm is
introduced. The authors are dealing with the fact that the mean-shift algorithm needs a large number of
color histograms by employing K-Means clustering to partition the object color space, and representing
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the color distribution with a quite small number of bins. Alternatively, Rymut and Kwolek [RK10] pre-
sented a CUDA implementation of a tracking algorithm based on adaptive appearance models, using
a Particle Swarm Optimization (PSO) algorithm. Grundmann et. al. [GKHE10] introduced a hierarchi-
cal graph-based algorithm for spatiotemporal segmentation, by utilizing the GPU-based dense optical
flow of Welberger et. al. [WTP709], in order to improve the segmentation quality. Finally, the authors
in [RHPA10] developed a GPU-based version for the motion estimator proposed by Bruno and Pellering
in [BP02] in order to implement a faster approach of the spatiotemporal visual saliency model introduced
by Marat et. al. in [MHPG™09].

Visual feature extraction and description: interest points or regions within the image can be
effectively detected by utilizing an edge detector algorithm. Among them, Canny detector [Can86] is
the most preferable and thus various attempts for GPU-based implementations of this detector have
been described. For example a simple CUDA implementation is described by Fung et. al. atﬂ while
OpenGL and Cg versions have been presented by Ruiz et. al. [RUGOQ7]. Another parallel implementation
is introduced in [NYWC11], while a more detailed study on Canny detector is presented by Luo and
Duraiswami in [LDO8]. Alternatively, other detectors have also been implemented such as the Prewitt
operator by Kong et. al. [KDY10] and the Harris corner detector by Xie et. al. [XGZ"10]. Image
transforms can also be employed to detect shape-based features. For instance, Hopf and Ertl [HEQOQ]
proposed an early OpenGL implementation of the wavelet transform. In addition a number of feature
detection methods have implemented by Fung et. al. [EM05] in their OpenVIDIA library.

Moreover, as mentioned in Section two of the most widely used methods for visual feature
extraction and description are the SIFT [Low99] and SURF [BETVGO08|] descriptors. Based on the
initial definitions of these descriptors, many researchers tried to accelerate their performance by im-
plementing some GPU-based approaches. Sinha et. al. [SEPGO06] presented a GPU-SIFT implemen-
tation, while some years later they combined this work with a GPU-based version of the KLT feature
tracker [SFPG11]. Heymann et. al. [HEM™07] also exploited the parallelism of modern GPUs to speed-
up some parts of the SIFT algorithm. On the other hand, parallel implementations of the SURF descrip-
tor have been proposed by Cornelis and Van Gool in [CVG08|] and Timothy et. al. in [TEHO08]. Other
GPU-based approaches for image feature description include: the multi-size local descriptors which uti-
lize orientation maps [TLF10], introduced by Ichimura [Ich11]; a more scalable SIFT-variant called Eff2
descriptor [DLJ"10]; the Zernike moments [Uja09]; and a parallel implementation of the Histogram of
Oriented Gradients (HOG) algorithm [PRQ9].

Learning and classification: several machine learning approaches have been used for learning and
classification purposes, both in temporal segmentation algorithms (as described in Section and
concept detection algorithms (as presented in Section[4.1.2). The reduction of the needed learning time
within these approaches could accelerate their performance, and thus many researchers have focused
on this task. Catanzaro et. al. [CSK08] presented an SVM classifier that works on GPUs using the
Sequential Minimal Optimization (SMO) for single precision floating point arithmetics. Carpenter [Car09]
presented another implementation that uses the same SMO solver but mixes double and single precision
arithmetic to enhance the accuracy, while in [ADMK11] the authors described a modification of the
LIBSVM using GPUs to accelerate parts of the procedure, by porting the calculation of the RBF kernel
matrix elements to the GPU, in order to significantly decrease the processing time for SVM training
without altering the classification results compared to the original LIBSVM.

Image Labelling: since image labelling is based on the concept detection pipeline as described
in Section [4.1] it is obvious that an overall acceleration of the labelling procedure can be based on
two improvements: the computational time for the feature extraction and description; and the time at the
learning and classification step. Regarding the first part it is obvious that any GPU-based implementation
from the above mentioned could be employed to reduce the processing time. Concerning the second
part, GPU-based versions of classifiers like the previously mentioned [CSKQ8, [Car09, IADMK11] could
also be used to improve the time efficiency of the learning and classification step. Moreover, a general
GPU-based framework for the acceleration of the different parts of the visual labelling procedure using
the CUDA programming language, has been described in [vdSGS11].

4.4 Technical Requirements

Concept detection: associating media with appropriate labels (concepts) that best describe the visual
content is a useful and necessary functionality that has to be implemented by a system for multimedia
content analysis. Such functionality enables us to support several new tasks based on the information

8http://http.developer.nvidia.com/GPUGens2/gpugems2_chapter40.html
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from the content labels. For example, finding thematically similar videos or making video recommen-
dation could be done through estimating video similarity, by taking under consideration the labels that
describe the videos. This functionality can be supported by concept detection and face analysis tech-
niques.

Currently, concept detection is performed by using a baseline approach adopted from [MSV*11].
Initially, 64-dimension SURF descriptors [BETVGO08] are extracted from video keyframes by perform-
ing dense sampling. These descriptors are then used by a Random Forest implementation in order
to construct a “bag-of-words” representation (including 1024 elements) for each one of the extracted
keyframes. Following the representation of keyframes by histograms of words, a set of Linear SVMs is
used for training and classification purposes, and the responses of the classifiers for different key frames
of the same shot are appropriately combined. The final output of the classification for a shot is a value
in the range [0, 1], which denotes the Degree of Confidence (DoC) with which the shot is related to
the corresponding concept. Based on these classifier responses, a shot is described by a 323-element
model vector, the elements of which correspond to the detection results for 323 concepts defined in the
TRECVID 2011 SIN task. As a first simple improvement, these 323 concepts were selected among the
346 concepts originally defined in TRECVID 2011, after discarding a few that are either too generic (e.g.,
“Eukaryotic Organism”) or irrelevant to the current data being considered in LinkedTV. Moreover, we ex-
ploited the relations between the concepts. When a concept implies another concept (e.g., “Man” implies
“Person”), then the confidence level of the second concept is reinforced with the help of an empirically
set factor a. When a concept excludes another concept (e.g., “Daytime Outdoor” excludes “Nightime”)
and if the confidence score of the first concept is higher than the second, the first one is enhanced and
the second one is penalized accordingly.

For the evaluation of the algorithm’s performance we opted to take the ten top-scoring concepts
for each keyframe and mark whether each of them is true for the image or not. Further, the human
evaluator could mark concepts that he found particularly useful in describing the image, and he could
mark concepts where he was uncertain if they applied. A coarse description of the evaluation results
can be found in [SAM™12al [SAM*™12b]. In summary, concept detectors often succeed in providing
useful results (as can be seen in Figure [5). In this small-scale preliminary evaluation, the percentage
of correctly detected concepts (among the top-10 ones) for the news show scenario is 64.2%, and out
of these, 24.4% were marked as particularly useful. However, for the documentary scenario, it soon
became apparent that the training material (i.e., TRECVID videos) was quite different and therefore the
classifiers trained on it did not extend well to the “Antique Roadshow” material. Moreover, in the news
show scenario even in the lower-ranked concepts useful information could be gathered, while even
after filtering out some TRECVID concepts that were too generic for our purposes, many concepts like
“professional video” or “civilian person” were still found to be of little help by the annotators. Hence, there
is significant room for improvement.

Two counterbalancing technical requirements should be addressed for the concept detection algo-
rithm: the reduction of the processing time; and the improvement of the detection’s reliability. Regarding
the first requirement, two steps of the concept detection algorithm could be accelerated by the use of
GPU-based implementations, in line with what was presented in Section The first step is the image
feature extraction and description, and the second step is the classification process. Hence, some novel
GPU-based techniques that implement feature detection (like Harris-Laplace detector or Canny edge
detector), feature description (like SURF or SIFT descriptors) and classification (like SVM classifiers)
could decrease significantly the time consumed at these processing steps. Moreover, the classification
step could be significantly accelerated by restricting the list of the used concepts. Currently we employ
323 TRECVID concepts and many of them still seem to be of little use, and thus the definition of a new
limited list with the most suitable and useful concepts for our needs will result in further improvement of
the time efficiency of the classification step. This list will be created by filtering out the inappropriate and
useless concepts from the TRECVID list and by adding some new trained concepts that best fit to the
documentary scenario.

At the same time, we can benefit from the use of this new list of concepts in order to obtain more
reliable results, addressing the accuracy requirement. Further improvement could be obtained by ex-
ploiting the relations between concepts in a more efficient way. Moreover, this requirement could also
be addressed by incorporating and combining new ways for feature extraction and description. Specif-
ically, two extensions of the SIFT descriptor called RGB-SIFT and Opponent-SIFT are currently being
incorporated into the algorithm, while the interest point detection is based on both dense sampling and
Harris/Laplace detector. The enriched information from the combination of different ways of describing
the image content should improve the overall accuracy of the algorithm. In addition, concerning the
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Figure 5: Top 10 TREC-Vid concepts detected for two example screenshots. In the left picture 8 con-
cepts have been detected correctly, one concept (“news”) is ambiguous and one concept (“furniture”) is
wrong. In the right picture 7 detected concepts are correct, whereas there is one ambiguous concept
(“politics”) and two wrong concepts (“female human face closeup” and “windows”).

learning and classification step, we may also examine the possibility of improving the algorithm’s accu-
racy by using a novel formulation which extends the Multiclass SVM formulation. We refer to this method
as Linear Subclass SVMs [GMKS12a] and for the efficient implementation of this technique we exploited
the Sequential Dual Method (SDM) described in [KSCT08].

Nevertheless, considering the conflicting relation of the mentioned requirements, it is obvious that
we have to look into the advantages and disadvantages of each approach and make the best decision
which will lead to the best compromise between computational complexity and accuracy of results.

Face analysis: the scenarios also show the need to derive information from faces in a video: group-
ing faces of people across a video and identifying them, is a key step of the process that can be used
to enrich the content. Face analysis is performed on keyframes extracted from the video (we used shot
segmentation results to extract three keyframes per shot) and is made up of two steps: first we perform
grouping of faces based on recognition results; then the clusters are identified either manually (by an
annotator) or through a recognition phase when possible.

As first work, we used Face.com API for detection and recognition purposes, before it closed down.
Clustering of faces was performed on our side, based on the results of recognition by the API, using
an unsupervised and automated-learning method. Accurate groupings were made according to the
following process: the training is initialized with the first detected face in the video and then for each
subsequent picture, the detected faces are matched against the initial face. If the recognition confidence
level is higher than a threshold (80% performed well in our experiments), both faces are associated with
the same ID, otherwise a new face ID is created. After every assignment, the corresponding face model
is retrained before performing recognition on the next candidate face.

We provide two kinds of evaluation on the clusters: the percentage of pure clusters (i.e., clusters
that contain the face from one person only) on one side; and the percentage of misclassified faces over
the whole number of classified faces on the other. If there are faces of different persons in the cluster,
we assume the person whose face has the higher number of appearances to be correct and count the
others as mismatches. See Table [Tl for an overview of the results.

The results clearly draw a distinction between two types of behavior, one for the content of each
provider: documentary videos present a percentage of pure clusters around 85% and a higher percent-
age of rightly classified faces (around 92%), while the news show content is processed with very high
accuracy (all results above 93%). See Figure [] for two example screenshots of the output. The main
difference between those contents lies in the number of faces detected and above all, on their definition.
Indeed, the documentary videos have a mean of 1343 faces clustered (i.e., detected and matched to

© LinkedTV Consortium, 2012 34/92



State of the Art and Requirements Analysis for Hypervideo D1.1

Table 1: Results from the face clustering, based on pure clusters and faces that are correctly classified.

Video pure clusters correctly classified faces
Documentary 1 84.6% 94.8%
Documentary 2 86.9% 92.6%
Documentary 3 80.7% 90.8%
News 1 95.4% 97.8%
News 2 93.4% 98%
News 3 100% 100%

other faces), while the news show content has a mean of 254 faces. This can be explained easily. In
the seed video for the documentary scenario, “Tussen Kunst & Kitsch”, a lot of faces are detected, since
most of the scenes occur in front of an audience and thus many faces appear in the background. On
the opposite, the news show videos taken from “rbb Aktuell” mostly display two kinds of scenes: close
(mostly frontal) views of the presenters, reporters or people interviewed on which detection and recogni-
tion is straightforward; and news reports usually featuring only a few people, more rarely a crowd. Faces
in a crowd or an audience may introduce some noise because the displayed faces are small and unclear,
and therefore it is more likely to be misclassified.

(a) Face detection results on a frame extracted from the show “Tussen Kunst &
Kitsch”. 2 faces in the foreground and 4 faces in the background are detected.

(b) Faces extracted from a pure cluster from the show “Tussen Kunst & Kitsch”,
featuring the show host.

Figure 6: Example screenshots of the face analysis methods processing videos from the documentary
scenario.

The closing down of Face.com determined our first technical requirement and enhanced the need to
get our own implementation of such a tool that wouldn’t use a closed API such as Face.com. For face
detection we intend to adopt the openCV implementation of the well-known Viola-Jones algorithm, and
future work will include a mean to discard the “noisy” faces (of people in the background/audience), for
instance by rejecting faces under a certain size threshold. Regarding the face recognition, openCV offers
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the choice between different methods: Eigenfaces, Fisherfaces and Local Binary Patterns Histograms
(LBP). The choice of the most appropriate algorithm to use relies on the training data. Eigenfaces
and Fisherfaces are both interesting approaches when using an important training data set with pictures
taken in a constrained environment. However they are not suitable for the needs of the project, where our
goal is to compare faces one to another which possibly originate from different scenes/shots and there-
fore have various backgrounds. On the contrary, local approaches partition the image into local areas,
so they are more robust against various changes (such as illumination, pose change or facial expres-
sion). LBP appears as an interesting approach as it combines high recognition rate and a significantly
lower processing time when compared to other local methods, as highlighted in [RASVCQ09]. Hence, an
LBP-based algorithm would be a good choice for the face recognition task required by LinkedTV. An
idea here is to make a search on face images likely to appear in a video (known thanks to the available
metadata, for instance) in order to get material of “candidate faces” for recognition. For face clustering,
we need to implement a new strategy that directly uses the similarity measures between all the faces
(which we could not access in Face.com). Aiming at a more efficient identification of the clusters we
consider making a database of reappearing faces such as the anchors or reporters for the news show,
which will be enriched when manually annotating a group of faces. Moreover, we also aim at perform-
ing a second round of the analysis in order to achieve more reliable results by grouping some clusters
together.

5 Complementary Text and Audio Analysis

This section is dedicated to text and audio analysis techniques that can offer information complementary
to the information extracted by the visual analysis methods. The first subsection presents various state-
of-art techniques for text analysis, such as keyword extraction and text clustering, while in addition it
reports on several available tools for performing this analysis. The next subsection refers to state-of-art
methods for the analysis of the audio channel. These methods are oriented to various types of analysis,
such as speech recognition and speaker identification or clustering. Finally, the last subsection presents
the evaluation results of the currently used algorithms and states the main technical requirements for
further improvement of their performance.

5.1 Text Analysis

There are several sources, where we can retrieve textual information about a particular video. These
include subtitles, annotations of videos (done by an author or an editor) or transcripts obtained as a
result of automatic speech recognition. These texts are a valuable source of information about the video
itself. There are two main directions on how we can cope with texts in order to facilitate further automatic
processing.

Keyword Extraction: this task refers to the identification of important words mentioned in the video
or in accompanying texts. The words are used to tag videos. These tags, labels or keywords serve
as descriptors for quick orientation in video content, easier filtering during the search and categorizing
videos with same tags.

Clustering: this is an approach to group similar videos together based on textual representation of
their content.

5.1.1 Keyword Extraction

The objective of keyword extraction or glossary extraction is to identify and organize words and phrases
from documents into sets of “glossary-items” or “keywords”.

Keywords are often used to help document categorization [BM06]. In many systems they are ref-
erenced as tags. Collaboratively created tags form folksonomies. They became popular on the Web
around 2004 [VW12] as a part of social software applications, such as social bookmarking and photo-
graph annotation. Folksonomies have been used also for enhancing personalized search [XBF08].

Keywords identified in a document can be used to cluster documents [TPG03| too. The selection of
features of a document is crucial for good clustering results. In this case keywords serve as features of
documents. The idea is that keywords represent the essential content of the given document. Another
example of keyword phrases being used for document clustering is given in [LCHO8al].

However, in already created document collections the identification of keywords can be a time de-
manding task. Therefore the automatic approach is desirable [CCNHQ7]. In this subsection, we ex-
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amine methods used for automatic keywords extraction, while a list of available tools is provided in
Section[5.1.3} In the following, basic approaches to keyword identification are introduced.

Statistical Approaches: Basic statistical approach is the usage of classical tf-idf measure. A pos-
sible application is described in [MEGSMV04|. The definition of tf-idf comprises of two parts. Term
Frequency is a normalized count of how often a given term appears in the document. The inverse
document frequency is a measure of the general importance of the term:

Dl

idf(t’D):log7|deD'ted|

Where |D| is the count of all documents and |d € D : ¢ € d| is the count of documents that contain the
given term. Thus:

tf-idf(t,d,D) =td(t,d) x idf(t,D)

The intuition here is that a keyword has a high tf-idf word value. Several methods to extract keywords
based on term frequency, document frequency, etc. can be also found among works focusing on query
expansion [Eft95, I XC96].

The drawback of tf-idf is that we need to have a comprehensive corpus to count idf values for
examined terms. This is not always the case. An alternative approach is to extract keywords from a
single document using word co-occurrence statistical information [MI03]. The proposed algorithm takes
into account the bias between a given term and frequent terms in the article. If the probability distribution
of co-occurrence between a term and the frequent terms is biased towards a particular subset of frequent
terms, then the term is likely to be a keyword. The degree of bias of the distribution is measured by the
X% measure.

The approach introduced in [WYXO07/] analyses the occurrence of salient words in salient sentences
and vice versa, and identifies the salient sentences by searching for salient words in them. It aims to fuse
the ideas of PageRank [BP98] and HITS [Kle99] algorithms in a unified framework for keyword extrac-
tion and document summarization. In [SB93] mutual information statistics are used to discover two-word
phrases. The co-occurrence statistics over the entire document collection are utilized in [KC99] to iden-
tify related words. Many subsequent metrics have been developed to assess term relationship levels,
either by narrowing the analysis for only short windows of text [GWR99], or broadening it towards top-
ical clusters [WT06|]. An unsupervised, pattern-oriented approach to keyword extraction with respect
to a given ontology is proposed in PANKOW system [CHS04]. PANKOW uses Google to obtain occur-
rence statistics of discovered key phrases. The work is further extended as C-PANKOW (Context-driven
PANKOW) [CLSO05], which improves several shortcomings of PANKOW. By off-line processing, the gen-
eration of large number of linguistic patterns and correspondingly large number of Google queries is
avoided. Also the annotation context is used in order to distinguish the significance of a pattern match
for the given annotation task.

Alternatively, in [SZLT08] the tagged training documents are treated as triplets (of words, docs,
tags), and represented in two bipartite graphs, which are partitioned into clusters by Spectral Recursive
Embedding. A two-way Poisson Mixture Model is proposed to model the document distribution into
mixture components within each cluster and aggregate words into word clusters simultaneously. A new
document is classified by the mixture model, based on its posterior probabilities, so that keywords are
selected according to their ranks. Authors claim the ability of the system to perform real-time tagging
with the average performance of processing one document per second.

Linguistic Approaches: Performing linguistic analysis of sentences can improve results of keyword
extraction [Hul03]. Linguistic approaches help us to better understand the exact structure of the sentence
and thus filter out the not important words. For example, often it can be desirable to extract only nouns
or certain combination of parts of speech as keywords. In [LAJO1] summarization techniques are used
to extract informative sentences from documents.

Famous part of speech taggers include Stanford Part of Speech Tagger [TKMSO03], LingPipe [Car]
and Apache OpenNLP [Bal]. An algorithm using some of previously mentioned part of speech tag-
gers (Stanford Part of Speech Tagger [TKMS03] and Apache OpenNLP [Bal]) to distinguish subject-
verb-object triples in English sentences is provided in [RDFT07]. A preprocessing step requiring a
part of speech tagging is required also to build a text graph in TextRank model [MTT04], based on
co-occurrences of links between words. Moreover, a wide variety of linguistic analysis techniques
are enabled in GATE system [CMBTO02, IMBCO03]|, which allows not only NLP-based entity recognition,
but also for identifying relations between such entities. GATE powers many annotation systems (e.g.,
KIM [PKO™04] or Artequakt [AKM™03]).
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Machine Learning Approaches: Keyword extraction can be seen as supervised learning problem.
First a set of training documents is provided to the system. Each document comes with a human-chosen
keywords set. A supervised learning algorithm is used to learn a model. Then, the gained knowledge is
applied to find keywords in new documents.

Supervised machine learning algorithms have been proposed to classify a candidate phrase into
either a keyphrase or not. GenEx [Tur00] and Kea [WPFT99] are two typical systems, and the most
important features for classifying a candidate phrase are the frequency and location of the phrase in
the document. In [Hul03|] supervised learning is used together with a linguistic analysis combining
lexical and syntactical features. In [Mun97|] an unsupervised learning algorithm based on Adaptive
Resonance Theory neural networks is used to discover two-word keyphrases. Moreover, in [CH98|] a
clustering algorithm is applied over the input collection of documents and keywords are then extracted
as cluster digests. Finally, the authors in [MEWQ9] propose a variety of features that indicate significance
of a word in the sentence. Some of the features exploit also Wikipedia as a backing knowledge base.
Bagged [Bre96] decision trees are then used to provide classification models.

5.1.2 Text Clustering

Clustering in general is a method of organizing data into classes (i.e., into clusters), such that there is:
— High intra-class similarity

— Low inter-class similarity

Thus generated clusters contain groups of similar items. There are various possible ways of using
generated clusters. The clustering is often applied during the filtering of search results on the web [LC03,
GNPSO03]. A comprehensive survey of web clustering search engines is provided in [CORWO09]. We see
two main applications in the context of LinkedTV project:

— Expanding answers to user queries (e.g., find similar videos to the video a user is currently watch-
ing). Videos from the same cluster might be used as a recommendation for a user.

— Coupling videos in related groups for additional filtering.

Flat Clustering: K-Means is the most important flat clustering algorithm and is also very common
for text clustering applications. Its objective is to minimize the average squared distance of documents
from cluster centers, where a cluster center is defined as the mean or centroid i of the documents in a
cluster o:

- 1 -
u(a)):WZx

Xcw

K-Means algorithm belongs to the group of linear time clustering algorithms, therefore it is often used
on large data sets. It has O(nkT) time complexity where k is the number of desired clusters and T is the
number of iterations [Roc66]. K-Means is most effective when the desired clusters are approximately
spherical with respect to the similarity measure used. However, documents (under the standard repre-
sentation as weighted word vectors and some form of normalized dot-product similarity measure) usu-
ally do not form spherical clusters. Anyway incremental K-Means remains the most popular incremental
clustering algorithm. A K-Means type subspace clustering algorithm has been proposed in [JNY08].
In this algorithm, a new step is added in the K-Means clustering process to automatically calculate the
weights of keywords in each cluster, so that the important words of a cluster can be identified by the
weight values.

Examples of co-clustering (simultaneous clustering of words and documents) are given in [DhiO1]. A
similar approach aiming at enhancing document clustering with more meaningful interpretation is pro-
posed in [WZL" 08|, while a new language model is proposed to simultaneously cluster and summarize
the document. Also in [STQQ] first word-clusters that capture most of the mutual information about the
set of documents are constructed, and then document clusters that preserve the information about the
word clusters are defined. An alternative proposal in [SKK0Q] — Bisecting K-Means — provides better
results in the textual documents domain. It begins with a set containing one large cluster consisting of
every element and iteratively picks a cluster in the set, splits it into two clusters and replaces it by the
split clusters. Splitting a cluster consists of applying the basic K-Means algorithm » times with k =2 and
keeping the split that has the highest average element-centroid similarity.
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Hierarchical Clustering: Hierarchical clustering outputs a hierarchy or differently a structure. It is
not necessary to prespecify the number of clusters and most hierarchical algorithms that have been
used in information retrieval are deterministid’] These advantages of hierarchical clustering come at the
cost of lower efficiency. The produced structure is formed by a single, all-inclusive cluster at the top and
singleton clusters of individual items at the bottom. Each intermediate level can be viewed as combining
two clusters from the next lower level (or splitting a cluster from the next higher level). The resulting
hierarchy forms a tree called dendrogram. This tree graphically displays the merging process and the
intermediate clusters. For document clustering, this dendrogram provides a taxonomy, or hierarchical
index.

There are two basic approaches to generating a hierarchical clustering:

— Agglomerative: Starts with all items as individual clusters and, at each step, merge the most similar
or closest pair of clusters. This requires a definition of cluster similarity or distance.

— Divisive: Starts with one, all-inclusive cluster, and at each step split a cluster until only singleton
clusters of individual points remain. In this case, at each step we need to decide which cluster to
split and how to perform the split.

IROCK (Improved RObust Clustering using Links) [SLLO6] belongs to the class of agglomerative
hierarchical clustering algorithms. This method starts by placing each object in its own cluster, and then
merges these atomic clusters into larger clusters until a certain termination condition is satisfied. The
merging strategy is to choose the pair of objects with highest goodness values.

Another kind of agglomerative hierarchical text clustering algorithms is introduced in [LCHO8b]. The
two ways of clustering are Clustering based on Frequent Word Sequences (CFWS) and Clustering
based on Frequent Word Meaning Sequences (CFWMS). These algorithms treat a text document as a
sentence of words, instead of bag-of-words. The closeness between the documents is measured using
the words that are common among the documents.

Many hierarchical clustering as well as flat clustering techniques produce hard clusters. That means
that each document is assigned to one and only cluster. However, the border between particular topics
is sometimes not so clear. In order to handle the fuzziness, a modified fuzzy C-Means [MS04] algorithm
is proposed in [RSS04]. In this modification text documents are clustered based on the cosine similarity
coefficient, rather than on the euclidean distance. The modified algorithm works with normalized k-
dimensional data vectors.

Zhao and Karypis [ZKF05] recommended a hybrid approach known as Repeated Bisections. This
overcomes the main weakness with partitional approaches, which is the instability in clustering solu-
tions due to the choice of the initial random centroids. Repeated Bisections starts with all instances
in a single cluster. At each iteration it selects one cluster whose bisection optimizes the given criteria
function. The cluster is bisected using standard K-means method with K=2, while the criteria function
maximizes the similarity between each instance and the centroid of the cluster to which it is assigned.
As such, this is a hybrid method that combines a hierarchical divisive approach with partitioning. Another
example of a hybrid approach involving both K-Means and agglomerative hierarchical clustering, is pro-
vided in [CKPT92]. K-Means is used because of its run-time efficiency and agglomerative hierarchical
clustering is used because of its quality.

The bag-of-word representation of a document is limited as it only counts the term frequencies in the
document, while ignoring the important information of the semantic relationships between key terms.
As the clustering performance is heavily relying on the distance measure of document pairs, finding an
accurate distance measure which can break the limitation of bag-of-words is important. Thus, several
approaches were proposed to use an external knowledge base to enrich the document representa-
tion [HZL*09, BRGO7, HFC™08].

WordNet [Mil95] is used as a knowledge base supporting clustering in [HSS03,IdBRHDA97, IUnLBGO1].
However, the coverage of WordNet is limited. Thus recent research uses more live datasets such as
Wikipedia. Alternatively, in [HZL"™09] the document representation is enriched with Wikipedia concept
and category information. Text documents are clustered based on a similarity metric which combines
document content information, concept information as well as category information. A similar ap-
proach using concepts from Wikipedia to enrich clustered texts has been also introduced in [BRGO7]
and [HFC*08].

Multi-modal Clustering: Multi-modal clustering techniques enable to cluster items based on various
types of features (modalities). It is not limited only to textual document domain. For example in [CRHO3]

9In contrast to K-Means, which is typically non deterministic.
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multi-modal clustering is used to analyse the usage of a particular web site. A similar application for
web usage mining is described in [HCCO01]. Here the content of a web page is represented in multiple
modalities in order to group related web pages together. In the textual document domain multi-modal
clustering was used in [BRO8]. The presented system thus allows users to interactively choose clustering
criteria (e.g., document’s genre or the author’s mood). Finally, an inspiring example of multi-modal
clustering applied on multimedia collections can be found in [BJ07]. Multimedia are inherently multi-
modal with information about images, sounds and contained texts.

5.1.3 Available Text Analysis Tools

Bellow, we briefly list available tools enabling text analysis - particularly keyword identification and text
clustering:

— Gnesim (http://radimrehurek.com/gensim/intro.html) — Gensim is a free Python framework
designed to automatically extract semantic topics from documents. Gensim aims at processing
raw, unstructured digital texts (plain text). The algorithms in Gensim, such as Latent Semantic
Analysis, Latent Dirichlet Allocation or Random Projections, discover semantic structure of docu-
ments, by examining word statistical co-occurrence patterns within a corpus of training documents.

— Apache Mahout (http://mahout.apache.org/) — The Apache Mahout machine learning library is
implemented on top of Apache Hadoop using the map/reduce paradigm. The core libraries are
highly optimized to allow for good performance also for non-distributed algorithms. Implemented
algorithms include Latent Dirichlet Allocation, Singular value decomposition, Dirichlet process clus-
tering, and others.

— CLUTO (http://glaros.dtc.umn.edu/gkhome/views/cluto) — CLUTO is a software package for
clustering low- and high-dimensional datasets and for analysing the characteristics of the various
clusters. CLUTO is well-suited for clustering data sets arising in many diverse application areas,
including information retrieval.

— Apache Solr Clustering Component (http://wiki.apache.org/solr/ClusteringComponent) —
Apache Solr is mainly a full text search platform from the Apache Lucene project. However, it
provides also a component dedicated to document clustering.

— GraphLab (http://graphlab.org/) — GraphlLab is a graph-based, high performance, distributed
computation framework written in C++. It provides among others a clustering functionality (cur-
rently it supports K-Means++ [AVO7/]).

— Carrot? (http://project.carrot2.org/) — Carrot? is an Open Source Search Results Clustering
Engine. It can automatically organize small collections of documents (search results but not only)
into thematic categories. Carrot? implements Lingo [OW05] and STC [SWO03] algorithm.

— LingPipe (http://alias-i.com/lingpipe/) — LingPipe is a tool kit for processing text using com-
putational linguistics. Among others enables also text clustering (flat and hierarchical clustering)
and key phrases extraction.

— Natural Language Toolkit (http://nltk.org/) — NLTK is a suite of open source Python modules,
data and documentation for research and development in natural language processing. It includes
various linguistic tools and also frequent words extractor and clustering package.

— Yahoo! Term Extraction Service
(http://developer.yahoo.com/search/content/V1/termExtraction.html) — The Term Extrac-
tion Web Service provides a list of significant words or phrases extracted from a larger content.
The request can be sent using Yahoo! Query Language (YQL).

— Topia.termextract (http://pypi.python.org/pypi/topia.termextract/) — Topia.termextract is
a package that determines important terms within a given piece of content. It uses linguistic tools,
such as “Parts-Of-Speech” (POS) tagging, and some simple statistical analysis to determine the
terms and their strength.

— TerMine (http://www.nactem.ac.uk/software/termine/) — TerMine is a web based service pro-
viding a key phrases extraction functionality. It uses the C-value/NC-value method [FATQ9] that
combines linguistic and statistical information.
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— GATE (http://gate.ac.uk/) — GATE is a text processing software suite that enables to use many
plugins solving various text processing problems, such as document clustering and key phrase
extraction.

— Scikit-learn (http://scikit-learn.org/) — Scikit-learn is rather a general purpose machine learn-
ing Python module.

— Weka (http://www.cs.waikato.ac.nz/ml/weka/) — Weka is a general purpose machine learning
suite written in Java. It can be used to text clustering as well.

5.2 Audio Analysis

5.2.1 Automatic Speech Recognition
5.2.1.1 Speech search: from broadcast news to spontaneous conversational speech

The use of speech recognition technology to exploit the linguistic content that is available as spoken
content in videos, also referred to as “speech search”, has proven to be helpful to bridge the semantic
gap between low-level media features and conceptual information needs and its use has been advocated
since many years. The potential of speech-based indexing has been demonstrated most successfully in
the broadcast news (BN) domain. Broadcast news involves relatively clean, planned and well-structured
speech and the domain was studied in depth along benchmarks focusing on both speech recognition
(HUB-4) and spoken document retrieval (TREC SDR) [GAV0O].

Speech search is currently moving beyond the conventional domain of broadcast news, into areas
in which speech is not pre-scripted, but instead is produced spontaneously and often in the context
of a conversation or a natural communication setting. Such domains include: interviews (cultural her-
itage), lectures (education), meetings (business), debates (public life), consumer/professional internet
media, especially podcasts (education, entertainment), telephone conversations and voice mail (enter-
prise) and spoken annotations, for example, for photo archives (personal media). These domains offer
multiple challenges that spoken content search must address in order to offer users effective solutions.
Spontaneous conversational speech is well known to be highly unpredictable. The variability arises
from a range of sources including, individual speaker style, speaker accent, articulation, topic and also
differences in channel conditions. Searching spontaneous conversational speech is made even more
challenging by the fact that humans produce speech in an unstructured matter, meaning that the deci-
sion of where to place the boundaries of a document or a speech recognition result is critical if a retrieval
system is to be truly effective. Creating appropriate surrogates for time-continuous media like audio or
video is also important. Good surrogates allow users to review results and chose items for further listen-
ing or viewing in a time-efficient manner. Finally, spoken audio contains a bounty of information that is
encoded in structure, prosody and non-lexical audio. New methods must be developed in order to fully
exploit these additional information sources.

5.2.1.2 Speech recognition

Speech recognition systems convert an acoustic signal into a sequence of words via a series of pro-
cesses. Processing of an audio file typically starts with speech activity detection (SAD) [HWOQ7], in or-
der to filter out the audio parts that do not contain speech. After SAD, often speaker diarization [ABE"11]
methods are applied: the speech fragments are split into segments that only contain speech from one
single speaker with constant audio conditions. Each segment is labelled with a speaker ID. Next, fea-
tures are extracted from the segmented audio and can be normalized for speaker and audio variations,
followed by a decoding pass and optionally, after adapting the acoustic model for each speaker cluster,
a secondary decoding pass that uses the adapted models for producing the final transcription.

5.2.1.3 Out-of-vocabulary

Reducing out-of-vocabulary (OOV) words remains to be an important topic in the news domain given the
domain’s named entity dynamics. To support efficient recognition, it is crucial that the speech recognition
system can adapt to the linguistic variations in the target collections, to reduce the number of words
unknown to the recognition system. The properties of spoken content in other domains than broadcast
news (e.g., corporate, cultural heritage), may focus on a specific period such as a war, and as a result
are packed with names, keywords, or euphemisms specific to that topic, but generally absent in models
built from current news texts. To limit the number of out-of-vocabulary (OOV) words, the ASR engine
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employed in a multimedia retrieval environment should use models that can deal with linguistic variation.
First, a query consisting of an OOV word, a so-called QOV (query-out-of-vocabulary), will never match
terms in an ASR transcript, even if the QOV occurs in the speech. Second, the word occurring in the
transcript at the position of the OOV may induce a false alarm to another query.

Several solutions to this problem have been proposed, ranging from the use of larger recognition vo-
cabularies, to dynamic adaptation of vocabularies based on temporal information in parallel information
sources or metadata that is available for a document [Ros95, IAGFMO00, |IAG05, HG09]. Another strategy
for dealing with QOV words is to avoid speech recognition vocabulary restrictions, by creating audio
document representations based on phones or sub-word units, instead of words [Ng00, |[SMQS98].

5.2.1.4 Alignment

The Webster on-line English dictionary defines collateral as “parallel, coordinate, or corresponding in
position, order, time, or significance”. We use the term here to refer to data that is somehow related
to the primary content objects, but that is not regarded as metadata. The term metadata will be used
to refer to the description of documents or collections as found in a catalog or index. Metadata may
consist of content descriptors that reflect the coverage of the audiovisual document, such as summaries
and keywords, and of contextual descriptors, also called surface features, that specify e.g., document
length, the document’s location, and its production date. In contrast to metadata, collateral data are not
describing a primary media object. They can be documents by themselves, produced either as byproduct
in the pre-production or post-production stage (e.g., scripts, program guide summaries, reviews), or
independently of the primary object (e.g., related newspaper articles).

Despite the fact that metadata and collateral text data can be formally separated, collateral text data
may show great overlap with content descriptions that are part of the metadata. They may also be used
to generate metadata descriptions, but once these have been created, the multimedia documents and
those collateral data sources become separate objects again. Take, for instance, subtitling information
for the hearing-impaired (e.g., CEEFAX pages 888 in the UK) that is available for the majority of contem-
porary broadcast items, at least for news programs. Subtitles contain a nearly complete transcription of
the words spoken in the video items, and provide an excellent information source for automatic indexing.
However, they are usually not part of the archival description of broadcast material.

Collateral data in the broadcast news domain can be found in the form of subtitling information
for the hearing impaired. It is an obvious and cheap solution for indexing. The number of words in
teletext subtitling transcripts is typically cut down drastically due to a minimum of available space on a
screen, mixing up phrases in an attempt to convey the same message with less and often other words.
Nevertheless, already in 1995 the feasibility of using subtitling for indexing was demonstrated [BFJ™95)].
In that case, subtitles where recorded using a teletext decoder (nowadays available with most video
capture TV cards) and synchronized with the video by adding the time at which each line of text appeared
during the broadcast. This was accurate to within a few seconds.

If the collateral data at hand more or less follow the speech in the collection, making it available for
indexing requires the synchronization of the text data to the audiovisual source. Except for broadcast-
related sources such as subtitling, collateral data usually does not contain time information. This process
of labelling the text with time-codes is called the ‘alignment’ of text and speech, a well-known procedure
used frequently in ASR, for example when training acoustic models (see e.g., [YKO™0Q]). The align-
ment of collateral data holds for surprisingly low text-speech correlation levels, especially when some
additional deception is applied. However, when the collateral data only correlates with the speech on
the topic level, full-blown speech recognition must be called in, using the collateral data as a strong prior
(‘informed speech recognition’) or source for extensive domain tuning.

If the textual content does not match the speech too well the alignment procedure may fail to find a
proper alignment. In order to produce a suitable, time-coded index, a two-pass strategy such as pro-
posed in [MJTG98] can be applied. A baseline large vocabulary ASR systerrEo'] is used to generate a
relatively inaccurate transcript of the speech with word-timing labels. This transcript is referred to as
‘hypothesis’. Next, the hypothesis is aligned to the minutes at the word level using a dynamic program-
ming algorithm. At the positions where the hypothesis and the minutes match so called ‘anchors’ are
placed. Using the word-timing labels provided by the speech recognition system, the anchors are used
to generate segments. Individual segments of audio and text are accurately synchronized using forced
alignment.

100ptionally the speech recognition is adapted to the task, for example by providing it with a vocabulary extracted from the
minutes
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Table 2: Results on the NIST 2001 Speaker Recognition Evaluation, taken from [RAC™03]

System EER (%)
Acoustic baseline (GMM-UBM cepstral features) 0.7
Pitch and energy distributions 16.3
Pitch and energy slopes + durations + phone context 5.2
Prosodic statistics 8.1
Phones n-grams 4.8
Phones binary trees 3.3
Phone cross-stream + temporal 3.6
Pronunciation modeling 2.3
Word n-grams 11.0
Combined with single-layer perceptron 0.2

5.2.2 Speaker Identification

The goal of speaker identification (SID) is to classify a speaker, based on information derived from
an audio signal. In [KL10], commonly used features are listed and organized based on the following
classes:

Short-term spectral features Short-term spectral features are features that focus on the “raw” audio
signal. According to [KL10], the most predominant short-term spectral features are mel-frequency
cepstral coefficients, linear predictive cepstran coefficients, line spectral frequencies, and percep-
tual linear prediction coefficients.

Voice source features Voice source features relate to properties of glottal sounds, e.g. a throaty or
husky voice quality. They can be modelled by inverse filtering of the original audio signal with a
linear predictor.

Spectro-temporal features These features aim at modelling spectral features over time, since e.g. the
energy level of a voice signal or the speed of formant transitions might contain useful information
that are specific to a certain speaker.

Prosodic features Prosody refers to the rhythm, stress, and intonation of speech. The most impor-
tant features extracted are the fundamental frequency, pause statistics, the duration of phones,
speaking rate and energy distribution.

High-level features High-level features include the speaker-specific choice of vocabulary, typical catch-
phrases and the like. Possible ways to measure them is by using customized n-grams/language
models or bag-of-words.

[RQDOQQ] is a classic example for a spectral-based speaker recognition system and is still used in
many applications today. It assumes a text-independent system (i.e. having no prior knowledge of what
the speaker will say), single-person (i.e. only one speaker per audio signal) speech recognition task. The
authors make use of Gaussian Mixture Models (GMMs) of increasing model order, using spectral ener-
gies over mel-filters, cepstral coefficients and delta cepstra of range 2. A single, universal background
model (UBM) is used. The system employs a 2048 mixture UBM, consisting of 2 gender-dependent
models. Performance is tested on the NIST 1999 Speaker Recognition Evaluation (SRE) set.

SID for clean speech data can be considered to be well-studied. [RACT03] summarizes the findings
of the Johns Hopkins University Workshop in 2002, which aimed at incorporating high-level features into
the recognition system. The GMM-UBM already showed an accuracy of 0.7% EER, while all systems
based on higher-level features were severely deterioated (see Table[2). The individual results have been
fused by a single layer perceptron with sigmoid outputs, which gave a EER boost from 0.7% to 0.2%.

In [BSMK10], subword units are included as an additional feature. [Bau12] further enriches spectral
features with information of the topic that a speaker talks about. In debates from, e.g., the German
parliament, topic classification proves to be a valuable additional input. Other recent articles include
[Vin12], which investigates speaker recognition rates for source separation tasks, i.e., when many differ-
ent speakers are speaking simultaneously.
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5.3 Technical Requirements

Text analysis: scenarios most closely related to keyword extraction and clustering are those about Bert
and Daniel (see Section [2.2). Both of them are looking for a well defined subset of videos or for related
videos from the same group. Keyword extraction and textual clustering helps to fulfil these needs — to
group videos with similar content and classify them into groups characterized by the same keyword.

Technical requirements, in order to extract most appropriate keywords and provide efficient grouping
of videos, include selection of the most suitable textual sources and evaluation of their balancing. For
our scenarios, we have access to several sources of textual information about a particular video. These
include subtitles, manual annotations of videos, and finally the transcripts obtained from the ASR. In
the future there is also the possibility to exploit textual information presented directly in video images.
However, preliminary experiments on optical character recognition (OCR) had a rather mixed quality,
and thus an improvement is needed in order to be usable for keyword extraction.

Further technical requirements deal with the problem of multilingualism. According to our scenarios,
LinkedTV has to deal at least with three different languages (English, German and Dutch), while per-
forming text analysis. In order to build possibly universal keyword extraction system — to some extent
language independent, we experimented with statistical approaches to keyword extraction. However,
it seems that a support of linguistic analysis leads to better results. For example, limiting the set of
possible keywords only to nouns increases precision significantly. In the future, we consider the use of
linguistic analysis — at least “Part of Speech” (POS) tagging as a glue for proper keyword identification.
It may also serve as one of the words features for machine learning approaches to keyword extraction.
Additionally, we plan to focus on key phrases identification [SB93] improvement.

By clustering, we consider rather flat clustering techniques as there have not been any special re-
quirements on making hierarchies of videos based on their textual content. On the other side flat clus-
tering meets technical requirements posed by the UTA tool developed within WP4 and can exploit the
outcomes of video clustering into a predefined number of groups. They can directly help to improve word
disambiguation performed within WP2. This is the subject of our future evaluation.

Final technical requirements deal with the selection of a proper representation of video content. An
important decision by clustering is what kind of features do we use. In LinkedTV scenarios, we identified
the following representations of textual video content:

Bag of words representation of texts extracted with the help of ASR, from subtitles and provided
as manually created meta data.

Identified keywords.

Named entities extracted in collaboration with WP2 (as described in D2.3).

Soft entity classification to a predefined set of classes done in collaboration with WP2 (as described
in D2.3).

— Combination of above mentioned representations.

Apart from pure textual representation, concepts identified in video during visual analysis (Sec-
tion can serve as one of the features. In this case concepts identified on the shot level need to
be aggregated. In order to incorporate visual concepts, multi-modal clustering seems to be a promising
approach. In relation to this, the evaluation of the influence of individual features is the subject of our
future work.

Audio analysis - Speech recognition: speech recognition is commonly measured as the word
error rate (WER), which is defined by the Levenshtein distance [Lev66] (i.e., the minimum number of
substitutions, deletions, and insertions necessary to transform the hypothesis into the reference), divided
by the reference length. On the news material, we annotated one video of half an hour length. The
German ASR system had an overall WER of 37.3%, with the largest error source being substitutions
(25.6%).

Introducing 500 local pronunciation variants for Berlin dialect gave 1% absolute improvement for
the relevant parts. However, a proportion of locals speaking with a dialect with heavy background noise
(Berlin tavern visitors talking about a local soccer team) is absolutely not intelligible. However, we believe
that for this particular case, background noise is the main factor for the quality deterioration.

We conclude that, apart from further developing a Berlin dialect model, we need to strengthen our
acoustic model for local outdoor interview situations, and we need to strengthen our language model for
spontaneous speech.
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Speaker Detection Performance
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Figure 7: Speaker identification for German politicians: DET Curve for different mixture sizes of the
GMM, on a withheld test corpus of 994 audio files from the German parliament.

For Dutch, we analysed in how far the subtitles of the text can be used for forced alignments. In order
to assess the closeness of the subtitles to what is actually spoken, we annotated 52 sentences from a
video, and treated the subtitles as hypothesis. The WER is at 26.9% for this segment, while the largest
error source are the insertions (18.8%), i.e., the words missing in the subtitles, so that the superfluous
speech could be collected by a garbage model. The Dutch ASR performance for this part of the text is
at 51.9% due to unoptimized models, and at this stage not usable for our purposes. The next step will
be to adopt the models onto the material, and also to see in how far the forced alignment algorithm can
cope with the discrepancies of the subtitles with respect to what is actually spoken.

Audio analysis - Speaker recognition: in selected videos from the news show, no German par-
liament speaker was present. Since we are looking for reliable results on a large data set, we took
a distinct set of 994 audio files taken from German parliament speeches to evaluate the quality of the
models. Speaker Recognition evaluation is given as the equal error rate (EER), i.e., the error for the
rejection threshold which produces an equilibrium of false positive and false negative matches. We also
depict the Detection Error Trade-Off (DET) curves as described in [MDK™97|. A GMM with 128 mixtures
has an Equal Error Rate (EER) of 9.86, whereas using 1024 mixtures leads to an improvement of 8.06
EER. See Figure[7]for Detection Error Trade-Off (DET) curves.

Our main problem, however, is the collection of speaker labelled material from the local context of
both the news show and the documentary scenario. Face (re-)detection is only a weak indication of a
person speaking, since for example in interview situations the camera will often focus on the face of the
conversational partner to show his or her emotion to the viewer. Also, from our experience NER is of
little help here because a person seldom says his own name in interview situations. Thus, as future
work we plan to analyze in how far banner detection can help obtaining decent training material. This
should be taken with a grain of salt as well, as the name will only be shown once, but the speaker might
continue in subsequent shots.

6 Event and Instance-based Labelling of Visual Information

This section presents methods for event and instance-based labelling of the visual information. Specif-
ically, the first subsection is dedicated to algorithms and techniques for the different processing steps
that contribute to object re-detection, which is the core of our instance-based labelling efforts, while the
following subsection refers to state-of-art algorithms corresponding to the individual parts of the event
detection pipeline. The final subsection presents the evaluation results of a preliminary, baseline im-
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plementation of object re-detection and points out the necessary technical requirements and our future
plans in order to meet them.

6.1 Object Re-detection for Instance-based Labelling

Object re-detection aims at finding occurrences of specific objects in a single video or a collection of
still images and videos. The samples for learning an object are taken directly from the video on which
the object re-detection is performed. Therefore this problem can be interpreted as an image matching
problem. However, the different viewing and lighting conditions under which the object’s re-appearance
takes place, make this task more difficult and complicated.

The most popular approach for the estimation of the similarity between pairs of images is based on
the definition of regions of interest. This framework consists of three steps. Firstly, the image feature ex-
traction step, where the salient points and regions are defined either by some edge detection algorithm
(Harris detector [HS88], Canny edge detector [Can86], SUSAN detector [SB97|, CSS detector [MS98|,
etc.), or by their center and an associated circular or elliptical region around them (using, for instance,
SIFT [Low04], SURF [BETVGO08], DoH [Lin94], HLSIFD [YHT10] algorithms). Secondly, the image fea-
ture description step, where the predefined regions are represented by global color, structure or texture
descriptors (see Section [3.5.1) or by feature descriptors with edge orientation information that provide
robustness to scale and rotation transformations, such as SIFT [Low04, AWRDGO08], SURF [BETVGO08]
and HOG [DTO05]. Finally, at the matching step, for each described region of the query image the most
appropriate corresponding region at the compared image is determined, using the Nearest Neighbor
algorithm. Afterwards, erroneous matches can be filtered out by applying some geometric constraints,
obtained for example from the RANSAC algorithm [FB81,[RDGM10].

However, for extreme changes in illumination and pose (rotation, scaling, occlusion) of the matched
image the number of matched pairs is extremely low. To tackle this problem some approaches define
a valid range of horizontal and vertical angle [MY09, YMQ9] or a valid range of angle and illumina-
tion [YHCT12] and simulate the image to every possible view using these poses to the matching proce-
dure. Nevertheless, the creation of different views from the query image and the brute force matching
with the candidate image is time-consuming, and thus inappropriate for real-time operation. To tackle
this, Ta et. al. [TCGPQ9] proposed an efficient algorithm called SURFTrac which combines SURF de-
scriptors and motion information in order to predict the position of the interesting points at the subsequent
frame, aiming at the restriction of the search area and the reduction of the computation time. Sivic and
Zisserman [SSZ04] based on their previous work [SZ03] presented a technique for fast video object
retrieval, in a manner similar with the text retrieval used by Google. They represent the image with a set
of viewpoint and affine invariant SIFT descriptors, applying a temporal smoothing over a group of con-
tiguous frames in a shot for better results. Finally, a vector quantization step creates a visual vocabulary
from the descriptors and employs the technology of text retrieval at run time.

A different class of approaches that achieve RST-invariance (rotation, scaling and translation) us-
ing a prior segmentation/binarization step has also been proposed. These algorithms firstly convert
the grayscale images to a binary form using some thresholding procedure, afterwards they compute
some RST-invariant feature for each connected component of the image, and finally compare these fea-
tures between the pair of tested images. An example of such a method is described in [TMRSSGOQ].
The most commonly used rotation-invariant features include Hu’s seven moments [Hu62] and Zernike
moments [TC88]. Recently many other rotation-invariant features have been developed and for some
examples we refer the reader to [LPCT04, [FS06, [TITO1]. Moreover, histograms of oriented gradients
(HOG) [DTQ5] have also been introduced by many authors for rotation discriminating template match-
ing [UK04]. In [MEQ7] a much faster technique was presented, where the speed-up is mainly due to the
use of integral histograms. Finally, a technique which combines histograms of oriented gradients with
binarization techniques is described in [Sib11].

Other techniques use circular projections for the rotation-invariant template matching, based on the
fact that features computed over circular or annular regions are intrinsically rotation-invariant. Choi and
Kim [CKO02] accelerate circular projection-based rotation-invariant template matching via low-frequency
complex Fourier coefficients. Based on this idea, Kim [Kim10] developed another RST-invariant template
matching based on Fourier transform of the radial projections named Forapro. Kim and Arajo [KdAQ7],
based on the idea that the circular projection followed by radial projection could lead to scale and
rotation-discriminating template matching, proposed a new method called Ciratefi. This method con-
sists of three cascaded filters that gradually reject pixels with no chance of matching the query image
from further processing.
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All the above mentioned techniques are applied on gray-scale images. However, color provides high
discriminative power and some approaches for image matching by exploiting the color information, have
also been proposed. Tsai and Tsai [TT02] presented a technique for matching colored objects, called
color ring-projection. Araujo and Kim in their later works [AK10}, ldAK11] extended their initial algorithm
and proposed the Color-Ciratefi, using a new similarity metric in the CIELAB space to achieve invariance
to brightness and contrast changes. Finally, many other approaches use a combination of color and tex-
ture features in order to make them more descriptive. Geusebroek et al. [GvdBSGO01] developed a set of
color invariant features based on Gaussian derivatives, which have been embedded in SIFT descriptor
by Burghouts and Geusebroek, yielding a powerful color invariant descriptor [BG09]. Many other simi-
lar attempts that combine color invariants with SIFT descriptor have been proposed, generating color-
based SIFT descriptors like CSIFT [AHEQ6], Transformed color SIFT [vdSGS10a], SIFT-CCH [ABQ7],
and C-color-SIFT [BGQO9]. Moreover, in other works, SIFT descriptors have been used in combination
with photometric invariant color histograms [vdWSO06], Luv color moments [QO06] and MPEG-7 color
descriptors [SSBT07].

The object matching problem has also been extensively studied as a graph matching task. Leordeanu
and Hebert [LHO5] proposed a spectral method where the correspondences are obtained by finding the
principal eigenvector of a matrix, while a similar rotation invariant approach has also been used in a point
matching method [ZD06]. Alternatively, Cour et. al. [CSS06] proposed a spectral relaxation method that
incorporates one-to-one or one-to-many mapping constraints, and presented bi-stochastic normalization
of the compatibility matrix to improve the overall performance. Moreover, graph-based approaches that
involve feature points have also been introduced. Feature points are modelled as graph nodes, and
geometric relations between pairs of feature points as graph edges. However, a major limitation of
this approach is that order-2 edges can only provide rotational invariance. To tackle this, Zass and
Shashua [ZS08] and Duchenne et. al. [DBKP11] extended ordinary graphs to hyper-graphs, whose
high-order edges can encode more complex geometric invariance.

Finally, another group of methods models the image matching task as a mathematical programming
problem. Chui and Rangarajan [CRO3] converted the image matching to a mixed variable optimiza-
tion problem. Berg et. al. BBM05] modelled the matching problem as a quadratic integer programming
problem using pairwise relationships between feature points and penalizing both rotation and scaling dif-
ferences. Recently, linear programming has also been used in object matching and indicative examples
of such approaches can be found in [JDLO7,|JY09, ILKHH10Q].

6.2 Event Detection

Nowadays, the rapid growth of the available video data makes clear the great need of advanced tech-
niques for more effective ways of video indexing, summarization, browsing, and retrieval. As an essential
step to facilitate automatic video content manipulation, video event detection has attracted great attention
from the research community. In the following subsections we report the main steps of this demanding
task and list the state-of-art techniques for each step.

6.2.1 Model Vector Presentation

Model vectors were originally proposed for the task of image and video retrieval, where they have been
used for the representation of high-level semantics. However many researchers extended this idea and
employed model vectors for the detection and description of high-level visual events. Regarding the
efforts for indexing and retrieval of multimedia content, Smith et. al. [SNNO3] used model vectors as a
semantic signature for multimedia documents, where each dimension of the model vector represents
the confidence score by which a concept from a pre-defined lexicon was detected. A similar approach
was described in their later work [NNS04| for semantic content-based multimedia retrieval, classification
and mining purposes. Rasiwasia et. al. [RMVQ7] introduced a “Query-by-Semantic-Example” (QBSE)
approach, where images were labelled based on a vocabulary of visual concepts and were represented
by a vector of posterior concept probabilities, called “semantic multinomial”. At the retrieval proce-
dure, a “semantic multinomial” was computed for each query image and was matched to those in a
database. A more sophisticated approach has been introduced in [EXCS06], where the authors pro-
posed a semantic model vector representation for modelling the dynamic evolution of semantics within
video shots. Moreover, Xu et. al. [XCQ8| used the Columbia374-baseline semantic concept classi-
fiers [YCKHQY] for video event classification, while Torresani et. al. [TSF10] represented images based
on an ontology of visual concept and they trained weak object classifiers for object category recogni-
tion. Several other efficient uses of model vectors have been described by Natsev et. al. [MHX™10] and
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Mezaris et. al. [MSDK10, ISMK™ 11, [GMK11a]. In [MHX™10] the authors extended their previous work
(see [SNNO3, INNS04]) to model and detect complex events in unconstrained real-world videos, such as
those from YouTube. In [MSDK10] Mezaris et. al. described a method for video temporal segmenta-
tion to scenes, based on a shot semantic similarity measure. They used a large number of non-binary
detectors for the definition of a high-dimensional semantic space, where each shot was represented by
the vector of detector confidence scores in the range 0 to 1. The similarity between two shots was eval-
uated by defining an appropriate shot semantic similarity measure. Moreover, in [SMK™ 11}, [GMK11a]
model vectors are constructed from the responses of trained visual concept detectors and are used as
high-level visual features, which are in turn used for effective event detection in video.

6.2.2 Dimensionality Reduction Techniques

Regardless of whether we consider low-level visual features or model vectors or a combination of them,
the high dimensionality of image descriptors is an important drawback for their efficient manipulation
towards complex event detection. This problem becomes particularly pronounced when considering that
for learning an event detector, typically only a few positive samples of the event in question are available.
For this reason, dimensionality reduction often becomes a crusial part of the event detection pipeline.
Several methods for dimensionality reduction have been proposed by the research community. The most
widely used methods are: Principal Component Analysis (PCA); Singular Value Decomposition (SVD);
and Multidimensional Scaling (MDS). The first two implement axes rotation of the original feature vector
space, finding a subspace that best preserves the variance of the original distribution. Dealing with the
dimensionality of the SIFT descriptor the authors in [KS04] proposed a more distinctive and robust PCA-
SIFT descriptor. Other PCA-based approaches were introduced in [GDO05) IGGVS08, |SZZ07]. In MDS
the low-dimensional representation is found by minimizing certain cost functions and a weighted version
of the MDS algorithm has been proposed in [WMS00]. Random Projections were used by Chuohao
et. al. [YARO8] on SIFT descriptors in order to build binary hashes. However, the main drawback of
these approaches is that they only characterize linear subspaces in the data. In order to resolve the
problem of dimensionality reduction in non-linear cases, various other techniques have been described.
Isomap [TdSLOOQ] is a non-linear generalization of classical MDS. The main idea is to perform MDS, notin
the input space, but in the geodesic space of the non-linear data manifold. Laplacian Eigenmaps [BNO3]
compute the low-dimension representation of a high-dimension dataset that most faithfully preserves
proximity relations, mapping nearby input patterns to nearby outputs. Other non-linear approaches
include Self-Organizing Maps (SOMs) and Locally Linear Embedding (LLE).

Additionally, an overview of supervised discriminant projection methods is reported by Cai et. al.
in [CMM11]. Linear Discriminant Analysis (LDA) is one of the most widely applied techniques. Its goal
is to maximize the discrimination between different classes, while at the same time the within class
distance is minimized. Linear Discriminant Embedding (LDE) was proposed in [CCL05], combining the
information of nearest neighbors and class relations between data points, while a graph-based alter-
native, called Marginal Fisher Analysis (MFA) was described in [YXZ™07]. Moreover, in [HBWQ7] the
authors introduced a global version of the LDE and presented a method named Linear Discriminant
Projections, while an alternative approach has been proposed in [MMQ7]. Other reported techniques
in [CMM11] are: the Mahalanobis Distance Metric Learning (MDML) [YJ06]; the Global Distance Metric
Learning (GDML) [XNJROZ2]; the Relevant Component Analysis (RCA) [BHHSWO3]; the Neighborhood
Component Analysis (NCA) [GRHSO04]; the Large Margin Nearest Neighbor (LMNN) [WSQ9]; and a
distance metric learning method, using Support Vector Machines (SVM) and Relative Comparisons
(SVM-RC) [SJ04].

Different approaches that have also been introduced in the relevant literature include: a machine
learning algorithm called Similarity Sensitive Coding (SSC) [TEW08] and a similar approach in [Sha05|;
a Subclass Discriminant Analysis (SDA) method [ZM06] and an extension of it called Mixture SDA
(MSDA) [GMK11bl IGMKS12b]; a building blocks approach in [BGW11]; and a new descriptor called
Vector of Locally Aggregated Descriptors (VLAD) in [JaDSP10] which aggregates SIFT descriptors in
order to produce a more compact representation.

6.2.3 Associating Media with Events

During the past few years significant research has been devoted to the detection and recognition of
events in several application areas such surveillance, multimedia indexing etc. In [XCO08]|, a “bag-of-
words” approach is combined with a multilevel sub-clip pyramid method to represent a video clip in the
temporal domain, and the Earth Mover’s Distance (EMD) is then applied for recognizing events defined
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in the TRECVID 2005 challenge dataset. Similarly, a “bag-of-words” technique is used in [LLO3], where
the authors extract spatiotemporal interest points by focusing on salient changes in both spatial and
temporal domains in order to detect spatiotemporal events in the video.

Another approach has been described in [GMK11al, [TGD™11] and has been used in the TRECVID
2010 and 2011 MED Task. The authors propose a model vector-based approach, where visual concept
detectors are used to automatically describe the shots of a video sequence in a concept space (as
mentioned in Section [6.2.7), and subsequently event detection is based on the analysis of the temporal
evolution of the visual concept patterns. Moreover they invoke a discriminant analysis method, which
is called Mixture Subclass Discriminant Analysis (MSDA) [GMKS12b] (as reported in Section[6.2.2), in
order to identify the semantic concepts that best describe the event, thus defining a discriminant concept
subspace for each event. Initially automatic techniques are used for the temporal segmentation of videos
to shots [TMKO08] and their description with low-level visual features (using SIFT descriptors [Low04]).
Then, the descriptors are clustered to create a vocabulary of visual words which maps them to a new
higher-level feature space. The new feature vectors are subsequently used as input to each one of
the 231 SVM-based concept detectors trained on the MediaMill and the TRECVID SIN Task datasets
and the resulting vectors, with values expressing the Degree of Confidence about the presence of a
specific concept, are representing the corresponding shot. Subsequently they try to define a discriminant
subspace for each event including the concepts that most appropriately describe the event by applying a
discriminant analysis method proposed in [GMK11b,[GMKS12b] (as mentioned in Section[6.2.2). In the
resulting discriminant subspace, the Nearest Neighbor classifier (NN) along with the median Hausdorff
distance are used to recognize an event.

The exploitation of motion information has also been intensively studied for event detection. In [WJNO8]
the authors introduced a new motion feature called Expanded Relative Motion Histogram of Bag-of-
Visual-Words (ERMH-BoW) to employ motion relativity and visual relatedness for event detection. Sim-
ilarly to [XCO08], the EMD and Support Vector Machines (SVMs) are used to recognize video events in
the TRECVID 2005 challenge dataset. Some attempts have also been made for motion-based event
recognition in the compressed domain [ACAB99]. In [HNO7], motion vectors from the MPEG stream
are compressed to form a motion image, and event recognition is performed using SVMs. Another
technique is described in [CNZ" 07|, where motion is employed for the detection of some event-based
topics. Eight directions of motion vectors and intensities are efficiently extracted from motion vectors in
MPEG compressed video and exploited for the final ranking. An alternative approach was presented
in [EXCS06] by Ebadollahi et. al., where visual events are viewed as stochastic temporal processes
in the semantic space. The dynamic pattern of an event is modelled through the collective evolution
patterns of the individual semantic concepts in the course of the visual event, and then Hidden Markov
Models (HMMs) are employed for event modelling and recognition. Finally, in [BBDBS10], knowledge
embedded into ontologies and concept detectors based on SVMs are used for recognizing events in the
domains of broadcast news and surveillance.

Moreover, recent approaches for event detection are often based on the integration of multi-modal
information, since it captures the video content in a more comprehensive manner. In [BKKQZ2], after
the segmentation of the video to shots, the textual channel is analyzed for the occurrence of specific
keywords that are related to a semantic event in American football. This results in a time interval and
specific shots where a possible event has taken place. In [CCSWO06] the event detection is based on
temporal pattern analysis and multi-modal data mining. In [JZY™10], three types of features, namely,
spatiotemporal interest points, SIFT features, and a bag-of-MFCC-audio-words, are used to train SVM-
based classifiers for recognizing the three events of the TRECVID 2010 MED Task. In [HHH"10], a
wide range of static and dynamic features are extracted, such as SIFT and GIST features, 13 different
visual descriptors on 8 granularities, histograms of gradients and flow, MFCC audio features, and other.
These features are used for training 272 SVM-based semantic detectors and, thus, represent videos
with model vector sequences. Subsequently, hierarchical Hidden Markov Models (HMMs) are applied to
recognize the TRECVID 2010 MED events. In [Nat11] the novel Raytheon BBN VISER system for event
detection is presented, combining visual with audio words, thus resulting in a bi-modal word codebook.
Initially, low level visual and audio features are extracted. Visual features are divided into appearance
(SIFT, SURF, dense SURF and compressed HoG), colour (RGB-SIFT, Opponent-SIFT, Color-SIFT) and
motion (spatiotemporal interest points (STIP) and dense STIP). Audio features include Mel Scale Cep-
stral Coefficients (MFCC), frequency domain linear prediction (FDLP) and audio transients. Then, the
“bag-of-words” representation maps the low-level features to a high-dimensional feature space. High
level features are divided into visual and text features. Visual features utilize objects and scene con-
cepts through detectors. Automatic Speech Recognition (ASR) and Video Object Character Recognition

© LinkedTV Consortium, 2012 49/92



State of the Art and Requirements Analysis for Hypervideo D1.1

(OCR) belong to the text features. At the final step of classification both early and late fusion schemes
are tested. A similar approach is described in [BYL"11] where the Informedia event detection system
is proposed. Both low- and high-level visual and audio features as well as text features are extracted.
Along with the “bag-of-words” algorithm, Spatial-Pyramid Matching technique is used to represent the
low-level visual features. Moreover, in the detector training part, besides the traditional SVM, a Sequen-
tial Boosting SVM classier is proposed to deal with the large-scale unbalanced classification problem.
In the fusion part, three different methods, namely early fusion, late fusion and double fusion are tested.
Another multi-modal technique is demonstrated in [IKW™11] where the event detection system of Canon
is described. Feature extraction includes low-level features of the visual and audio domain. SIFT is
based on Harris and Hessian affine regions while the Histogram of Oriented Gradients (HOG) and the
Histogram of Optical Flow (HOF) are based on STIP. Dense HOG is calculated based on a dense sam-
pling of the image. Audio is represented by MFCCs including the delta and acceleration coefficients
along with delta and double delta energy. Principal Component Analysis (PCA) is then applied to the
visual features for dimensionality reduction. Subsequently, all features are fed into pre-trained GMMs
leading to the so-called GMM super-vectors which are finally fed into an RBF-kernel SVM for event
detection.

Finally, an audio-based event detection technique is proposed in [MLG™ 11]. Specifically, an acoustic
data-driven event detection framework for large scale event detection is presented. The approach does
not rely on speech processing, is language-independent and can be used in complement with video
analysis. Two low-level audio features, called Linear Frequency Cepstral Coefficients (LFCC) and Mod-
ulation Filtered Spectrogram (MSG), are used as discriminative features. Firstly a mean and standard
deviation normalization is applied and then a Universal Background Gaussian Mixture Model (UBM-
GMM) is trained using all data. Event-dependent GMMs are also trained by MAP adaptation from the
UBM. The training process works in parallel for both features and a late fusion scheme is applied.

6.3 Technical Requirements

Object re-detection: according to the scenario specifications and as already mentioned in Section (3.6
the detection and tracking of objects of interest within a video, in order to be associated with further
linkable information is one of the functionalities of LinkedTV annotation system. The problem of moving
object detection and tracking was discussed in detail in Sections [3.4.1]and However, a user may
be interested in particular parts of the video where a specific static object appears; this is mainly the case
for the documentary scenario. For detecting occurrences of static objects of interest in consecutive or
non-consecutive video frames we experimented with a semi-automatic approach for object re-detection
based on a baseline OpenCV implementation. Initially the user will manually specify the object of interest
by marking a bounding box on one frame of the video, and then additional instances of the same object in
subsequent frames will be automatically detected via object matching. For each pair of images, feature
vectors are extracted using the SURF algorithm [BETVGO08] and are compared. False matches are
filtered out using a symmetrical matching scheme between the pair of images, and the remaining outliers
will be discarded by applying some geometric constraints calculated from the RANSAC method [FB8&1].

We evaluated this algorithm by using some manually selected objects of the documentary scenario;
for indicative examples we refer the reader to Figure[8] In most cases, the selected object is successfully
detected when zoom in or zoom out operation is taking place (see Fig. [B(b)), when the object is
partially visible or partially occluded (see Fig. or at the extreme case when both scaling and
occlusion are taking place (see Fig.[8(d)). However, the technique exhibits sensitivity to major changes
in scaling or rotation and in some cases fails to correctly detect the selected object (see Fig. [B(g)).
It is important to notice that in many cases rotation may lead to significant change of the background
information, and thus detection failure (see Fig.[8(h)). In conclusion, the baseline implementation already
offers promising functionality, but there is also room for improvement, both in terms of accuracy and also
in terms of computational efficiency.

The first requirement regarding the accuracy of the detection results can be addressed via a wiser
and more effective selection of the object of interest. In our experiments we used simple bounding boxes
to mark the area, while a tight selection with more versatile geometric shapes could possibly eliminate
detection failures due to background changes. Concerning the second requirement about the time effi-
ciency of the algorithm, the most time consuming part of the algorithm is the image feature extraction and
description part. Hence, we plan to meet this requirement by accelerating these processing steps with
the use of a GPU-based implementation for the calculation of the SURF descriptors (see Section |4.3).

Event detection: in Section [4.1] we highlighted that an important functionality based on the defined
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(a) Successful detection of the selected object after zoom (b) Successful detection of the selected object after zoom out op-
in operation eration

(c) Successful detection of the selected object when it is (d) Successful detection of the selected object when it is partially
partially occluded occluded

(e) Successful detection of the selected object when it is par- (f) Object is not detected in cases of major difference in scale
tially visible

(g) Object is not detected in cases of significant rotation (h) Object is not detected when rotation changes
significantly the background information

Figure 8: Object detection examples for the documentary scenario. In each of these figures the left im-
age represents the object of interest and the green rectangle in the right image demarcates the detected
object.

scenarios is the estimation of similarity among videos. After watching a video of interest, a user may
need to be linked to a comparable new video or to make a group of them in a kind of personal collection.
Apart from identifying and assigning labels (concepts) to the media content, such functionality can be
based on similarities between media events associated to the visual content. By events we do not refer
to elementary actions like “stand up” or “shake hands”, but to higher-level actions like “airplane landing”
or “making a cake”. In this way, event detection should enable us to interlink a video with other videos
that contain a similar set of visual information, thus offering a nice guideline for video recommendation.

Our current approach to detect events in the video is described in [GMKi1a]. An event is detected
and recognized by the temporal evolution of specific visual concept patterns. A model vector-based
approach is proposed, where visual concept detectors are used to automatically describe a video se-
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quence in a concept space. After representing each shot with an appropriate model vector, a novel
Discriminant analysis (DA) technique is invoked for identifying the semantic concepts that best describe
the event, thus defining a discriminant concept subspace for each event. This method extends the re-
cently proposed Subclass Discriminant Analysis (SDA) technique [ZMO06], to further improve recognition
accuracy and degree of dimensionality reduction. In the resulting discriminant subspace, the nearest
neighbor classifier (NN) along with the median Hausdorff distance are used to recognize an event.

Similarly with other mentioned cases, we have to address the two conflicting demands for more
detection accuracy and less processing time. Regarding the first requirement we intend to incorporate
the information for the audio channel. Specifically, by enriching the event detection algorithm with some
audio features, we expect to obtain a significant improvement in detection accuracy. Moreover, the event
detection technique should benefit from improving the accuracy of the concept detection algorithm, since
the output data of this algorithm are used as input to the event detection technique. Hence, by meeting
the accuracy requirements of the concept detection algorithm (as mentioned in Section [4.4), we will
contribute to the further improvement of the event detection method. Concerning the needs for limited
processing time, we will focus on dimensionality reduction techniques which will help us to dramatically
restrict the discriminant concept subspace for each event. For this purpose, we will avoid employing the
time consuming Kernel-based Discriminant Analysis (KDA) techniques and instead, we intend to use
other SDA extensions, like the Mixture Subclass Discriminate Analysis (MSDA) algorithm that have we
already implemented and described in [GMKS12b)].

Furthermore, extending the problem of event detection to the detection of social events (by “social
events” meaning here events that are planned by people, attended by people and that the media illus-
trating the events are captured by people), our results indicate that using a rich set of metadata (e.qg.,
for web images, a combination of visual information, user-assigned tags, time and geo=location infor-
mation etc.) is beneficial in comparison to using a more limited set of information sources for affecting
Social event detection [PSM™12]. To this end, we plan to develop methods that jointly exploit a wealth
of available information for the videos under consideration in LinkedTV in order to further enhance the
effectiveness of our event detection techniques.

7 User Assisted Annotation

This section studies the core issues of the annotation process, starting with a description of the basic
characteristics and functionalities that an annotation tool must support for the LinkedTV purposes. It
should be clarified that in this section with the term “user” we refer to the video producer which interacts
with the automatic analysis results and makes the necessary corrections, additions etc. in order to
produce the final annotated video. Since there is an ever increasing variety of available tools with varying
degrees of annotation depth and interchangeabilty, we then report some state-of-art available tools for
the annotation of digital audio-video data material. Afterwards, aligned with the demands of the LinkedTV
annotation procedure, we identify the technical requirements that must be met by the annotation tool,
like the annotation format and its fine-granularity in order to decide on which existing tool(s) the further
work will be carried out. Finally we present the current status of the annotation procedure within the
LinkedTV.

7.1 Workflow

In LinkedTV, we will need to store information bound by time frames as well as (possibly moving) ar-
eas within a video. We need the possibility for parallel and hierarchical annotation layers. Further, we
need layers for additional information, e.g., semantic concept, named entity. The format should be inter-
changeable and well-established, i.e., work for the the annotation tool(s), the semantic procession, the
player, and can be easily wrapped in from the statistical recognition results. More precisely, annotation
is actually needed on three different levels:

— assessment and ground truth creation for textual data. Here, we may need hierarchical dependen-
cies, like, e.g., keyword layers that further annotate automatic speech recognition transcriptions.
Also, concept detections for the whole video frame, e.g., “bike” or “indoor” should be annotatable.

— assessment and ground truth creation for visual data. This is needed for the annotation of, e.g.,
faces within frames, static and/or moving objects of interest.
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— editoring hyperlinked material. Here, the links offered to the end-user can be checked and cor-
rected by an editor. This is especially important for the RBB’s News Show scenario, where the
links are somewhat restricted and have to be controlled with respect to white lists and accuracy.
Also, manual high-level information as to the nature for the link could be inserted here.

While in theory these functions could be merged, we believe that this would produce too much
unnecessary work overhead. The textual information, only bound by time frames, can be easily edited by
existing language labelling and transcription tools, so that existing technology can be used with suitably
tailored format exchange algorithms. Similar, the annotation of visual information, as will be shown
below, is well-advanced in terms of available open-source technology. The editing of the hyperlinking
material, however, should be performed on the same interface level as the actual player for the end-user
operates. In daily usage, an editor is not interested in the vast amount of data derived in the A/V analysis
step, but only in the links offered on the seed material.

See Figure [9]for a graphical representation of the overall workflow.

Recommendation

Behaviour 1
\ 4
| Player (end user)

Interlinking
Annotation
Tool (editor)

A

Links/
Media Fragments
< ™ A/V Analysis > Interlinking
3
‘g Textual Visual
o| v Data v Data
= Linguistic Visual
g Annotation Annotation
i Tool Tool
Ground Truth Ground Truth
for A/V Analysis for Interlinking

Figure 9: Workflow of the data within LinkedTV, with blue rectangles marking various needs for annota-
tion within the project.

7.2 Available Annotation Tools

Nowadays, a huge amount of different annotation tools is available, suitably tailored for various purposes
like linguistic annotation, audio transcription or object annotation. While an exhaustive list would be out
of scope, we proceed to list some prominent examples.

7.2.1 Audio transcription

ELAN [WBR*OBE'] (Version 4.1.2) is developed by the Max Planck Institute for Psycholinguistics, Ni-
jmegen, Netherlands. It is designed with special focus on sign language annotation, where the
video is typically at a frame rate of 50 fps. Annotations are on a time-basis, in the current state,
however, spatio-temporal parts of the video cannot be annotated. They can be grouped in layers,
which can be independent of each other, embedded or aligned. Typically, the in-house format
“.eaf” is used, but import and export are provided for Shoebox, Toolbox, Flex, Chat, Transcriber,

"http://www.lat-mpi.eu/tools/elan/
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Praat, as well as simple csv files. Support is given for Windows, Mac and Linux. Sources are
available for non-commercial applications.

Transcriber [BGWLOOE] is developed mainly for linguistic research on speech signals. It supports
multiple hierarchical layers of segmentation, named entity annotation, speaker lists, topic lists, and
overlapping speakers. Unicode encoding is provided, and the main architecture is in TCL/TK.

ANVIL [KipOSf'E](Version 5) was developed by Michael Kipp at the DFKI in Saarbriicken, Germany. lts
main application are multi-modality studies in general. Annotations can be imported from Praat,
ELAN, and others. Recently, spatio-temporal annotation has been added, so that one element
does not necessarily have to refer to the whole frame but instead to screen regions (e.g. face,
hand direction, etc.) ANVIL is free for non-commercial usage, but the source code is not open.

EXMARaLDA [SWHL1 1Eflwas developed within the German project “Computergestitzte Erfassungs-
und Analysemethoden multilingualer Daten” (computer assisted annotation and analysis of multi-
lingual data), University of Hamburg, Germany. Since Juli 2011, it is maintained at the Hamburger
Zentrum fir Sprachkorpora. Its main users are students and researchers in discourse or conver-
sation analysis as well as language acquisition studies. A video panel is provided as well, though
EXMARaLDA’s main use is the annotation of multi-lingual spoken corpora. It is implemented in
Java and based on the MIT License[]

7.2.2 Annotation tools used for object description

Kat [SSSOSPEI Kat is an open source framework for semi-automatic annotation of multimedia content,
which was developed within the K-Space Network of Excellence. Formal model based on the Core
Ontology on Multimedia (COMM)7|

Label Me [RTMFOSE] LabelMe is open object annotation tools written in Javascript for on-line image
labelling. The source code can be downloaded to set up an own server for labelling an arbitrarily
shaped simplex. Support for Amazon Mechanical Turlﬁ)is given.

M-OntoMat 2.0 [PAST06[?°|M-OntoMat is an annotation framework tool which builds upon the OntoMat-
Annotizer and supports automatic segmentation and annotation at segment and image level. It
annotates domain ontology concepts like geographic objects or people to image segments or
images.

7.3 Technical Requirements

We identified the following key questions for the annotation tools, which are mainly taken from [RLD"06].

Source Does the tool run under any OS, or is it web-based (e.g., java application)? Is the source code
available and may it be used for commercial applications? Does it come with a fee?

Video Format While conversion between video formats is usually feasible, support for a variety of com-
mon input formats is nice to have.

Interchangebility Does the annotation tool foresee import from other standardized formats, and does
it support exporting its own format to other tools? Is it human readable in an XML annotation
scheme?

Controls Is the view time-aligned, with reliable frame-by-frame view, ideally at a video speed at the
users discretion? Can the audio be played at slower speeds? Is a reliable search functionality
included?

?http://trans.sourceforge.net/en/features.php
Bhttp://www.anvil-software.de/

"http://www.exmaralda.org/index.html
"Shttp://www.opensource.org/licenses/mit-1license.php
"®http://www.uni-koblenz-1landau.de/koblenz/fb4/AGStaab/Research/systeme/kat
"http://comm.semanticweb.org/

Bhttp://labelme.csail.mit.edu/

"Shttp://mturk.com/

20http://mklab.iti.gr/m-onto2
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Annotation Does the tool provide multiple layers? Are hierarchical annotations allowed? Are the seg-
ments marked only time-wise, or is a mark-up of areas in the video (which might be moving over
time) provided as well? Does it allow for search functionality?

Multiple Users Is there a support for multiple users working on the same data simultaneously? Does it
allow for e.g. repository management, for crowd sourcing?

Analysis How easy is it to integrate analysis functionality like automatic segmenting, automatic speech
recognition, detection of visual hot spots?

Maintenance Is it easy to learn for new users? Will it be maintained/patched/upgraded in the near
future? Are there many users working with it?

For the prototype annotation tool(s) delivered in D 1.3, we will use these requirements as guidelines
for the evaluation of the usefulness. Some of the requirements are nice-to-have, some are mandatory:
for example, the editing of the hyperlinking should be web-based, and the tool should support multiple
layers since we expect a rather large amount of parallel data. Another crucial requirement is an open-
source implementation so that it can be further adapted to the LinkedTV needs. Finally, a huge priority
should be that the data exchange format is interchangeable.

meta information tier 1 category: Transcript display-name: FhG_ASR_word
video="aaa.mov" type:word

project="LinkedTV"

global keywords="..." | event  start=T0 end=T1 confidence=0.85 value="Guten" |

| event start=T1 end=T2 confidence=0.53 value="Abend" |

time table [ event... |
T0="0.0"
T1="1.28" i tegory: Transcript ~ displ . FAG_ASR_Speech
To_to 4" tier 2 category: Transcrip isplay-name: _ASR_Speec
speaker: SPKO type:temporalSegment
| event start=T0 end=T2 confidence=0.85 |
entity table
. [ event... |
object
id="SPK0"
gender=male - ) ) )
name="Moderator" tier 26 category: Transcript display-name: MovingObject
speaker: OBJ7 type:entity
object event  start=T0 end=T2 offset=3 format=boundingBox-xywh
id="OBJ7" area="552020-682020-77 15 20"
gender=n/a
name="motorcycle" | event...

Figure 10: Format of the XML file that contains all the automatically derived data for one video. It is
readable by EXMARaLDA.

7.4 Current Status within LinkedTV

In preliminary work, the following workflow has already been achieved: all the raw data derived in the
various analysis techniques can be joined in a single XML file per video. The XML file stores general
meta data like the name of the video file and the transcription version, global time stamps produced by
the analysis techniques (e.g., start and end time of a shot), and an entity table for speakers and objects.
For each information layer, a “tier” is produced which contains the single events like recognized words
or objects. All events contain a start and an end point; if they are extracted from a single key frame, we
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still list the time span of the appropriate shot. The tiers and events can contain further information, like
x-y-w-h bounding boxes, confidence scores or other, possibly arbitrary information. See Figure[10]for an
overview of the format, and Figure [TT]for a graphical representation of the workflow.
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Figure 11: Workflow of the raw a/v analysis data as derived in WP 1.

For the annotation of textual data that does not contain spatial information, we currently selected the
“Extensible Markup Language for Discourse Annotation” (EXMARaLDA) toolkit [SDET09], as described
above. EXMARaLDA bears the benefit that it is open source, compiles easily on different platforms and
has a relatively easy data exchange format. See Figure |12|for a snapshot. Since EXMARaLDA does
not support spatial annotation, this information is currently stored as additional information within the
XML (i.e., when the XML file is edited with the annotation tool and saved thereafter, no information loss
of spatial data occurs). In the next step, we are searching for a loss-free way to convert the XML into a
format a spatial annotation tool can process.
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8 Conclusions

The goal of this deliverable was to report on the state-of-art methods and the arising technical require-
ments for hypervideo in the LinkedTV framework. For that purpose, we initially presented two of its
envisioned scenarios: the News Show scenario taking material from the “rbb aktuell” German news
show, and the Documentary scenario taking material from the Dutch “Tussen Kunst & Kitsch” show. For
each scenario we described in detail three user archetypes. We believe that the provision of detailed
archetype descriptions is a very basic step, so that all the various video analysis techniques have a clear
purpose in the readers’ mind. Based on this, we can clearly specify the user-side requirements and we
can both realize which method should be incorporated or must be improved and estimate whenever we
have reached a level of maturity for a technique, that offers all the functionality we need.

After the scenarios specification, in the next two sections we reported various state-of-art methods
about several visual, textual and audio analysis techniques, along with a requirement analysis part for
each one of them. Concerning on the visual information processing, we described a set of methods that
perform temporal decomposition of the media content into elementary parts (shots, scenes), while other
methods implement spatial and spatiotemporal segmentation of still images and sequences of frames,
in order to detect static and moving objects of interest from the viewer’s perspective. Moreover we pre-
sented various methods for associating the specified content segments with appropriate labels, focusing
on concept detection and face analysis techniques. In the following section we investigated various
techniques for text and audio analysis, such as keyword extraction and speech recognition, which could
provide complementary information, thus contributing to a more accurate definition of the previously de-
fined content segments and the associated labels to them. State-of-art methods for event detection and
object re-detection are presented in the next section, since this functionality could further improve the
labelling procedure, providing information about high-level concepts in the video. Finally, we reported
some available tools for media annotation and we described the functionality and the specifications that
the LinkedTV annotation tool must meet in order to effectively support the user annotation procedure of
the hypervideo.

In addition to the review of the state-of-art, for most classes of techniques (e.g., shot segmentation,
concept detection) we made preliminary experiments with an implementation of such a technique that
is already available to the LinkedTV consortium partners, on LinkedTV content. We report the results
of these experiments in the present deliverable, following the relevant state-of-art review, and based on
them and the scenarios we outlined in Section |2} we extract the technical requirements and the future
challenges that relate to each analysis process. We are aware that not all the used techniques are
“bleeding-edge” technology but sometimes already well-established. Through the evaluation we pin-
pointed several aspects of the analysis techniques that show much room for improvement. Since we are
at an early stage within the LinkedTV project, we will use the findings of this deliverable as a strong basis
from which to proceed. Furthermore, in addition to the challenges already addressed in the individual
technical requirements subsections, we realized that we could incorporate additional techniques such
as Optical Character Recognition (OCR) for the banner information, in order to obtain a database for
face/speaker recognition. Another challenge will be to interweave the single results into refined multi-
modal information and to find synergies among existent methods in order to improve the accuracy of
the current methods or to obtain new types of information. For example a topic segmentation technique
could be based on information from both the audio and visual parts, while a person detection algorithm
could gain information from automatic speech recognition, speaker recognition and face recognition.
Also, in order to find reasonable story segments in a larger video, we could draw knowledge both from
speech segments, topic classification, and video shot segments. As a final example, video similarity
can be estimated with feature vectors carrying information from the concept detection, the keywords
extraction, the topic classification and the entities detected within the video.

Therefore, we see the work reported here as a concrete basis and useful knowledge for future im-
provements aiming to extend state-of-art technologies in order to meet the high requirements of multi-
media analysis for the hypervideo linking procedure within the LinkedTV project.
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