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Figure 1: Users Evaluating Realistic Digital Humans in 6DoF (left) and 3DoF (right)

ABSTRACT

Virtual Reality (VR) and Augmented Reality (AR) applications have
seen a drastic increase in commercial popularity. Different repre-
sentations have been used to create 3D reconstructions for AR and
VR. Point clouds are one such representation characterized by their
simplicity and versatility, making them suitable for real time appli-
cations, such as reconstructing humans for social virtual reality. In
this study, we evaluate how the visual quality of digital humans, rep-
resented using point clouds, is affected by compression distortions.
We compare the performance of the upcoming point cloud compres-
sion standard against an octree-based anchor codec. Two different
VR viewing conditions enabling 3- and 6 degrees of freedom are
tested, to understand how interacting in the virtual space affects the
perception of quality. To the best of our knowledge, this is the first
work performing user quality evaluation of dynamic point clouds
in VR; in addition, contributions of the paper include quantitative
data and empirical findings. Results highlight how perceived visual
quality is affected by the tested content, and how current data sets
might not be sufficient to comprehensively evaluate compression
solutions. Moreover, shortcomings in how point cloud encoding
solutions handle visually-lossless compression are discussed.

Index Terms: Human-centered computing—Human computer in-
teraction (HCI)—HCI design and evaluation methods—User studies;
—Interaction paradigms— Virtual reality;

1 INTRODUCTION

Recent advances in capturing, media processing, and 3D rendering
technologies make VR/AR applications popular for mass consump-
tion [34]. In this new media landscape, point clouds are becoming
commonplace due to their simplicity and versatility. Still, the size of
dense point clouds is significant (a frame of roughly 1M points takes
around 19-20 MBytes), which need compression techniques before
transmission. This paper provides an exhaustive quality comparison
between different encoding configurations of digital humans, repre-
sented as point clouds. By investigating the differences in quality,
we provide insights about how to optimise the delivery for both
downloading and real-time communication. One key novelty of
this paper is to study the quality based on realistic consumption
conditions, in 3- and 6- Degrees of Freedom (DoF) scenarios.
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Avatars are a core part of VR applications like social communi-
cation [28], sports training [21], or healthcare [20]. A major line
of scientific work has focused on how to make such avatars more
realistic, interactive, and autonomous [10,24,33]. In this paper, we
focus instead on point clouds as a suitable representation for digital
humans based on tele-portation principles [25]. In this case, the
research problem is not so much how to render and animate them to
make them look more realistic, but how to transport them optimally.

Given current advances in technology, real-time delivery of point
clouds is becoming a realistic alternative; focusing the attention
of the research community [23] and industry [32] in encoding and
transmission. Still, given the massive number of points per repre-
sentation, decisions need to be taken regarding the delivery (type
of encoder, bit-rate) to ensure an acceptable quality of experience
depending on the viewing conditions (3DoF, 6DoF). This is the core
research question this paper answers.

Contributions of the paper are two-fold: 1) It provides a first
evaluation of the quality of highly realistic digital humans repre-
sented as dynamic point clouds in immersive viewing conditions.
Existing protocols [5,7, 8,40, 42] did not consider the dynamic of
the point clouds, focused on one type of data set, and did not take
into account VR viewing conditions; 2) It provides quantitative sub-
jective results about the perceived quality of the contents, along with
qualitative insights on what is important for users in interacting with
digital humans in VR. Such results will help in better configuring
the network conditions for the delivery of points clouds for real-time
transmission, and have implications over ongoing research and stan-
dardisation work regarding the underlying compression technology.

Particularly, this paper extensively studies this current and rel-
evant area of research by proposing 1) a new evaluation protocol,
including the work to create dynamic point clouds for evaluation,
and 2) quality of experience results. These results are based on
an experiment with 52 participants, evaluating 72 stimuli based on
eight dynamic point cloud sequences. Each point cloud sequence
was compressed in four bit-rates, using two types of compression
techniques. These 72 stimuli were evaluated in two viewing con-
ditions (3DoF and 6DoF). The data gathered include rating scores,
presence questionnaires, simulator sickness reports, and time spent
watching the content. The results indicate that, while bit-rate savings
can be obtained by choosing one compression solution over another,
visually lossless compression has not been fully achieved by the
algorithms under evaluation, even at rather large bit-rates. Moreover,
the choice of content can have an impact on how users rate its quality,
influencing the discriminating power of the selected protocol.
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Figure 2: Point Cloud Digital Humans compressed using two point cloud codecs, V-PCC (left) and MPEG anchor (right), at the 4 selected

bit-rates.

2 RELATED WORK
2.1 Quality assessment for point clouds

Capturing and displaying volumetric videos is becoming feasi-
ble [2,30]. Point clouds are frequently used as a data format for
volumetric video in augmented reality (AR) and virtual reality (VR)
applications. Point clouds collate a large number of geo-referenced
points to represent humans or objects in 3D. The color informa-
tion can be provided with each point [40]. To visualize 3D content
sufficiently, the number of points must be high, which results in
large size and increases the difficulty to store and transmit the point
clouds. To support low latency transmission in AR/VR applications
within a limited bandwidth, compression is necessary. However, it
remains challenging to measure and predict the acceptable quality
of compressed point clouds.

There is a growing interest on subjective quality assessment of
point clouds rendered on 2D displays. Zhang et al. [42] evaluated
the quality degradation effect of resolution, shape and color on static
point clouds. The results indicate that resolution is almost linearly
correlated with the perceived quality, and color has less impact than
shape on the perceived quality. Zerman et al. [40] compressed two
dynamic human point clouds using a state-of-the-art algorithm [22],
and assessed the effects of this algorithm and input point counts on
the perceived quality. Their results showed that no direct correlation
was found between human viewers’ quality ratings and input point
counts. In a recent study [11], a protocol to conduct subjective
quality evaluations and benchmark objective quality metrics were
proposed. The viewers passively assessed the quality of a set of
static point clouds, as animations with pre-defined movement path.
In a comprehensive work by Alexiou et al. [8], the entire set of
emerging point cloud compression encoders developed in the MPEG
committee were evaluated through a series of subjective quality
assessment experiments. Nine static models, including both humans
and objects, were used in the experiments. The experiments provided
insights regarding the performance of the encoders and the types of
degradation they introduce.

Only a limited number of point cloud quality assessment studies
have been conducted in immersive environments. Mekuria et al. [23]
evaluated the subjective quality of their codec performance in a
realistic 3D tele-immersive system, in which users were represented
as 3D avatars and/or 3D dynamic point clouds, and could navigate
in the virtual space using mouse cursor in a desktop setting. Several
aspects of quality, such as level of immersiveness, togetherness,
realism, quality of motion, were considered. Alexiou and Ebrahimi
[7] proposed the use of AR to subjectively evaluate the quality of
colorless point cloud geometry. Tran et al. [37] suggested that, in
case of evaluating video quality in an immersive setup, aspects such
as cybersickness and presence should not be overlooked.

For the objective evaluation of point clouds, there are two main
approaches. Considering the availability of point location and color
information, either point-based or projection-based metrics can
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be used [36]. Current point-based approaches can assess either
geometry- or color-only distortions. For geometry errors, three met-
rics were commonly used in studies [3, 6, 7, 35, 36], namely the
point-to-point metrics, the point-to-plane metrics and the plane-to-
plane metrics. These metrics computed using the root mean square
(RMYS) distance, mean square error (MSE) or Hausdorff distance.
Moreover, the geometric Peak-Signal-to- Noise-Ratio (PSNR) is
used for the point-to-point and point-to-plane metrics [35]. For color
distortions, the total color degradation value is based either on the
color MSE, or the PSNR, computed in either the RGB or the YCbCr
color spaces [8]. The projection-based approaches map the rendered
models onto planar surfaces, and conventional 2D imaging metrics
are employed [12]. A comprehensive study [8] showed that the per-
formance of the current objective metrics is not ideal, revealing the
need for better solutions. Therefore, in this study, we do not include
any above-mentioned objective metrics, and focus on subjective
quality assessment.

2.2 Point cloud compression

A single point cloud frame is represented by an unordered collec-
tion of points sampled from the surface of an object. In a dynamic
sequence of point clouds, there are no correspondences of points
maintained across frames. Thus, detecting spatial and temporal
redundancies is often difficult, making point cloud compression
challenging. Octrees have been used extensively as a space parti-
tioning structure to represent point cloud geometry. They are a 3D
extension of the 2D quadtree used to encode video and images.

Research into point cloud compression can be broadly divided
into two categories. The first is based on signal processing, Zhang et
al. [41] proposed a method to compress point cloud attributes using
a graph Fourier transform. They assume that an octree has been cre-
ated and separately coded for geometry prior to coding attributes. De
Queroz and Chou [27] used a region adaptive hierarchical transform
to use the colors of nodes in lower levels of the octree to predict
the colors of nodes in the next level. As these approaches require
expensive computations of graph laplacians, they are not suitable for
dynamic sequences in real-time applications. The second category
of point cloud codecs are based on extending legacy solutions from
image and video compression. Intra Frame coding in octrees can be
achieved by entropy coding the occupancy codes, as shown in [23].
The authors then compress the color attributes by mapping them to
a 2D grid and using legacy JPEG image compression.

In 2017, MPEG started a standardization activity to determine
a new standard codec for point clouds, to be launched in 2020.
They used the codec created by Mekuria et al. [23] as an anchor
to evaluate proposals. To encode dynamic point cloud sequences
MPEG provides two verification models [32], Geometry-PCC for
point clouds with a sparse distribution, and Video-PCC for dense
point clouds. V-PCC is based on leveraging existing 2D video codecs
to compress point cloud geometry and attributes.



3 METHODOLOGY
3.1 Dataset Preparation

A dataset of dynamic point cloud sequences was used from the
MPEG repository. All sequences were clipped to five seconds and
sampled at 30 frames per second. This included point cloud se-
quences [13] [14] captured using photogrammetry (Longdress, Loot,
Red and black, Soldier are shown in figure 3) and one sequence
of a synthetic character sampled from an animated mesh (Queen).
Four additional point cloud sequences; Manfred, Despoina, Sarge
(shown in Figure 3) and Rachel were added for the evaluation. These
sequences were created using motion captured animated mesh se-
quences.

Keyframes were selected at 30 frames per second and extracted
along with the associated mesh materials. Particular care was put in
ensuring the selected sequences have the characters facing the user
and speaking in their general direction. Then, 1 million points were
randomly sampled, independently per key frame to create a con-
sistent groundtruth dataset. The points are sampled from the mesh
surface with a probability proportional to the area of the underlying
mesh face. This was done to ensure no direct point correspon-
dences across point cloud frames, to mimic realistic acquisition and
maintain consistency with the rest of the dataset. The point clouds
sampled from meshes were used in Test T1 and the point clouds
captured using photogrammetry were used in test T2. The X, Y, Z
coordinates of each point is represented using an unsigned integer,
as is required for the current version of the V-PCC software. Colors
are encoded as 8bits per color in the RGB color space.

To encode the contents, we first use Release 7.0 of the VPCC
MPEG codec. For test 1, the configuration files provided by MPEG
for the Queen sequence are used for all the contents. We select the
rate points 1, 3 and 5 from the provided preset V-PCC configurations
and extend in to an additional final rate point using a Texture quanti-
zation parameter (QP) of 8, a geometry QP of 12 and an occupancy
precision of 2. We re-label the rate points as R1, R2, R3 and R4,
respectively. All sequences are encoded using the C2AI (Category
2 All Intra) config. For the photogrammetry sequences, we use the
predefined dedicated configuration files for each sequence, at the
same rate points. The VPCC compressed bitstream was used to set
the bitrate targets for R1 to R4, separately for each sequence.

We then use the MPEG anchor codec [23] in an all intra configu-
ration, and match the bit-rates per sequence and rate point (R1-R4)
with a tolerance of 10%, as defined in the MPEG call for proposals.
The codec was selected as it has a significantly lower encode and
decode time and is suitable for real-time applications, as demon-
strated by the authors. We use an octree depth from 7 to 10 for
the rate points R1 to R4 respectively. The highest possible JPEG
quantization parameter values were then chosen per sequence, while
meeting the target bit rate set using VPCC.

3.2 Experiment setup

All point cloud sequences were rendered using the Unity game en-
gine, by storing all the points of each frame in a vertex buffer, and
then drawing procedural geometry on the GPU. The point clouds
were rendered using a quadrilateral at each point location with a
fixed offset of 0.08 units (this corresponds to a side length of approx-
imately 2mm) around each point (placed at the centre) for all the
sequences, to be consistent. In the case of bitrate R1 generated using
the MPEG anchor, we increased the offset value to 0.16 by eye, as
the resulting point clouds were too sparse (shown in Figure 2b). We
maintain a fixed frame rate of 30fps throughout the experiment.
Participants were asked to wear an Oculus Rift Head Mounted
Display to view each of the point cloud sequences. For the 3DoF
condition, participants were asked to sit on a swivel chair placed
at a fixed location in the room and navigate using head movements
alone. For the 6DoF condition, participants were allowed to navigate
freely within the room, as shown in Figure 1. Each sequence was 5
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seconds long, after which the playback looped around. We set the
background of the virtual room to mid-grey, to avoid distractions.
The Oculus Guardian System was used to display in-application wall
and floor markers if the participants got too close to the boundary.
We used a workstation with 2 GeForce GTX 1080 Ti in SLI for the
GPU and an Intel Core i9 Skylake-X 2.9GHz CPU.

3.3 Subjective methodology

To perform the experiments, the subjective methodology Absolute
Category Rating with Hidden References (ACR-HR) was selected,
according to ITU-T Recommendations P.910 [15]. Participants were
asked to observe the video sequences depicting digital humans, and
rate the corresponding visual quality on a scale from 1 to 5 (/-Bad,
2-Poor, 3-Fair, 4-Good, and 5-Excellent).

A series of pilot studies were conducted to determine the posi-
tioning of digital humans in the virtual space and the length of each
sequence, to ensure the sequences were running smoothly within the
limited computer RAM. Due to the huge size of the test material, it
was not possible to evaluate all 8 point cloud contents in one single
session, as long loading times would have brought fatigue to the
participants and corrupted the results. Thus, we decided to split the
evaluation into two separate tests: one focused on the evaluation of
contents obtained from random sampling of meshes (T1: contents
Queen, Manfred, Despoina and Sarge), and one focused on contents
acquired through photogrammetry (T2: contents Long dress, Soldier,
Red and black, and Loot). From each sequence, a subset of frames
comprising 5 seconds was selected.

Before the test took place, 3 training sequences depicting exam-
ples of I1-Bad, 5-Excellent and 3-Fair were shown to the users to
help them familiarize with the viewing condition and test setup, and
to guide their rating. The training sequences were created using
one additional content not shown during the test, to prevent biased
results. For test T1, content Ana was selected, whereas for test
T2, content Ulli Wagner was chosen. Each content sequence was
encoded using the point cloud compression algorithms under test.

For each test and viewing condition, 36 stimuli were evaluated.
For each stimulus, the 5 second sequence was played at least once
in full, and kept in loop until the participants gave their score. The
order of the displayed stimuli was randomized per participant and
per viewing condition, and the same content was never displayed
twice in a row to avoid bias. Moreover, the presentation order of
viewing conditions was randomized between participants, to prevent
any confounding effect. Two dummy samples were added at the
beginning of each viewing session to ease participants into the task,
and the corresponding scores were subsequently discarded.

After each view condition, participants were requested to fill in
the Igroup Presence Questionnaire (IPQ) [31] on a 1-7 discrete scale
(1=fully disagree to 7=totally agree) and Simulator Sickness Ques-
tionnaire (SSQ) on a 1-4 discrete scale (1=none to 4=severe) [18].
IPQ has three subscales, namely Spatial Presence (SP), Involvement
(INV) and Experienced Realism (REAL), and one additional general
item (G) not belonging to a subscale, which assesses the general
”sense of being there”, and has high loadings on all three factors,
with an especially strong loading on SP [31]. SSQ was developed to
measure cybersickness in computer simulation and was derived from
a measure of motion sickness [18]. For both T1 and T2, after the
two viewing conditions, participants were interviewed to 1) compare
their experiences of assessing quality in 3DoF and 6DoF, and 2)
reflect on the factors they considered when assessing the quality.

A total of 27 participants were recruited for T1 (12 males, 15
female, average age: 22,48 years old), whereas 25 participants were
recruited for T2 (17 males, 8 females, average age: 28,39 years old).
All participants were screened for color vision and visual acuity,
using Isihara and Snellen charts, respectively, according to ITU-T
Recommendations P.910 [15].
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Figure 3: Sequences used for the test, from left to right: Manfred, Sarge, Despoina, Queen, Longdress, Loot, Red and black, Soldier

3.4 Data analysis

Outlier detection was performed separately for each test T1 and
T2, according to ITU-T Recommendations P.913 [16]. The recom-
mended threshold values r; = 0.75 and r, = 0.8 were used. One
outlier was found in test T1, and the corresponding scores were
discarded. No outliers were found in the scores collected for test T2.

After outlier detection, the Mean Opinion Score (MOS) was com-
puted for each stimulus, independently per viewing condition. The
associated 95% Confidence Intervals (ClIs) were obtained assum-
ing a Student’s t-distribution. Additionally, the Differential MOS
(DMOS) was obtained by applying HR removal, following the pro-
cedure described in ITU-T Recommendations P.913 [16].

Non-parametric statistical analysis was applied to understand
whether statistical differences could be found among variables, using
the MATLAB Statistics and Machine Learning Toolbox, along with
the ARTool package in R [17].

4 RESULTS
4.1 Subjective quality assessment

Figures 4 and 5 shows the results of the subjective quality assess-
ment of the contents comprising test T1 and test T2, respectively,
for both 3DoF and 6DoF viewing conditions. In particular, the MOS
scores associated with the compressed contents are shown with solid
lines, along with relative Cls, whereas the dashed lines represent
the respective DMOS scores. The HR scores for each content are
represented with a solid line to indicate the mean, and a shaded plot
for the corresponding Cls.

To assess whether significant differences could be found between
the two visual conditions under test, we ran a Wilcoxon signed-
rank test on the scores obtained in the two DoF scenarios. The
Wilcoxon test was chosen as the gathered data was not found to
be normally distributed, according to the Shapiro-Wilk normality
test (W =0.90, p < .001 and W = 0.91, p < .001 for tests T1 and
T2, respectively). Results of the Wilcoxon signed-rank test showed
statistical significance for DoF for test T1 (Z =2.97, p = 0.0029,
r = 0.07), whereas for test T2, no significance was found (Z =
—1.96, p =0.0502, r = 0.05). Values seems to indicate an effect of
the DoF in test T1; however the small r-value indicates that while
the effect apparently exists, it is small.

It can be observed that codec V-PCC has generally a more fa-
vorable performance with respect to the MPEG anchor. This is
especially evident for the contents acquired through photogramme-
try (see Fig. 5), for which the gap among the two codecs is more
pronounced. Wilcoxon signed-rank test confirmed statistical signifi-
cance for the two codecs (T1: Z=9.87, p < .001, T2: Z =20.18,
p < .001), albeit with different effect sizes between test T1 and T2
(r =0.24 and r = 0.50, respectively).

A Friedman rank test performed on the scores revealed a signifi-
cant effect of the content on the final scores, for both sets of contents
(T1: x*> =57.38, p < .001, T2: 2 =17.31, p < .001). Table I
shows the results of the post-hoc test conducted using Wilcoxon
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Table 1: Pairwise post-hoc test on the contents for test T1 and T2,
using Wilcoxon signed-rank test with Bonferroni correction.

‘ Z p r
Manfred - Sarge 378 <.001 0.12
Manfred - Despoina 2.09 0.036 0.07
—  Manfred - Queen 748 <001 0.25
& Sarge - Despoina 130 0192  0.04
Sarge - Queen 9.94 <.001 0.33
Despoina - Queen 8.79 <.001 0.29
Long dress - Loot 7.03 <.001 0.23
Long dress - Red and black | 1.08 0279  0.05
~ Long dress - Soldier 411 <.001 0.14
& Loot - Red and black 642 <.001 0.21
Loot - Soldier 332 <001 0.11
Red and black - Soldier 3.10 0.002 0.10

Table 2: Pairwise post-hoc test on the bitrates for test T1 and T2,
using Wilcoxon signed-rank test with Bonferroni correction.

‘ VA p r
R1-R2 | -1421 <.001 0.50
R1-R3 | -16.85 <.001 0.60
— RI1-R4 | -17.08 <.001 0.60
= R2-R3 | -12.61 <.001 045
R2-R4 | -1445 <.001 051
R3-R4 | -875 <.001 030
R1-R2 | -1420 <.001 0.50
R1-R3 | -16.85 <.001 0.60
~ RI-R4 | -17.08 <.001 0.60
= R2-R3 | -12.61 <.001 045
R2-R4 | -1445 <.001 0.51
R3-R4 | -857 <.001 030

signed-rank test with Bonferroni correction (¢t = .05/6). Contents
Manfred, Sarge and Despoina all show statistical significance with
respect to content Queen (p < .001, r > 0.20 for all pairs). Statis-
tical significance has also been observed between content Manfred
and Sarge, albeit with a smaller effect size (p < .001, r = 0.12). For
contents acquired through photogrammetry, statistical significance
was found between contents Long dress and Loot, and Loot and
Red and black (p < .001, r > 0.20 in both cases), as well as be-
tween contents Long dress and Soldier, Loot and Soldier (p < .001,
r > 0.10), and Red and black and Soldier (p = 0.0019, r = 0.10).
Results corroborate our previous statements on how contents Long
dress and Red and black appeared to be given different scores with
respect to contents Loot and Soldier.

We also ran a Friedman rank test on the scores to assess whether
the selected bit-rates were showing statistical significance. Results
confirmed that the bit-rates have a significant effect for both tests
(T1: x% =682.29, p < .001, T2: %2 = 667.39, p < .001). Post-hoc
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analysis using Wilcoxon signed-rank test with Bonferroni correction
(a = .05/6), shown in Table 2 further confirmed that all pairwise
comparisons were statistically significant, for both test T1 and T2
(p <.001, r > 0.30 for all pairs).

In order to further analyze the effect of DoF conditions, contents,
codecs and bit-rates, and relative interactions, on the gathered scores,
we fitted a full linear mixed-effects model on the data, accounting for
randomness introduced by the participants. Due to the non-normality
of our data, the aligned rank transform was applied prior to the
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fitting [39]. Since the transform is designed for a fully randomized
test, it is not suitable for the scores collected during the test, as the
HR addition makes the design matrix rank deficient. However, the
transform can be applied to the differential scores used to obtain
DMOS, as it follows a fully randomized design. Thus, it was decided
to perform the analysis on the differential scores.

For test T1, analysis of deviance on the full mixed-effects model
showed significance for main effects Content (F =48.14, df =3,
p < .001), Codec (F =51.01, df =1, p < .001) and bit-rate



(F = 37535, df =3, p < .001), but not for DoF (F = 0.0003,
df =1, p=0.988). Moreover, significant interaction effects were
found for DoF - Content (F =4.31,df = 3, p=0.005), Content -
bit-rate (F =5.88,df =9, p < .001) and Codec - bit-rate (F =4.73,
df =3, p=0.003). Post-hoc interaction analysis with Holm p-value
adjustment indicates that the difference between 3DoF and 6DoF has
statistical significance at 5% level when comparing contents Man-
fred and Queen (x* = 10.34, p = 0.008), as well as Inspector and
Queen ()(2 = 8.35, p =0.019). In other words, the relative differ-
ence in scores between contents Manfred and Queen (and Inspector
and Queen) was not found to be statistically equivalent in 3DoF with
respect to 6DoF. This indicates that the DoF might have an effect on
how contents are scored with respect to one another, for example by
increasing or reducing their differences. Regarding the interaction
effect between contents and bit-rates, post-hoc interaction analysis
with Holm p-value correction showed statistical significance in dif-
ferences between contents Manfred and Queen at bit-rates R2 and
R4 (x? =29.52, p < .001), between contents Sarge and Despoina
at bit-rates R2 and R4 (12 =11.00, p = 0.028), between Sarge and
Queen at bit-rates R2 and R4 (xz =11.56, p = 0.022), and between
Despoina and Queen at bit-rates R1 and R2 (3% = 13.75, p = 0.007),
R2-R3 (3% = 13.59, p = 0.007) and R2-R4 (x> = 45.13, p < .001).
Results can be explained considering that the low HR scores given
to content Queen meant a narrower range of ratings. Thus, bit-rate
point R2, for example, presents relatively higher differential scores
for Queen with respect to the rest of the contents, whereas for bit-rate
point R4, due to the HR removal, all contents have similar ratings.
This is reflected in the statistical analysis conducted on the scores.
Finally, post-hoc interaction analysis with Holm p-value adjustment
on differences between codecs and bit-rates shows that the difference
among codecs is statistically significant at 5% level only between R1
and R2 (2 =10.51, p=0.007), R1 and R3 (32 =7.09, p = 0.031),
and R1 and R4 (2 = 10.17, p = 0.007). This indicates that the dif-
ferences between codecs remain constant at all bit-rates, except
for R1. This is in line with what observed in Fig. 4, which show
similar trends for codec V-PCC with respect to the MPEG anchor,
except for the lowest bit-rate point, for which V-PCC achieves better
performance.

Results of analysis of deviance on the full mixed-effects model for
test T2 showed significance for main effects Content (F' = 139.41,
df =3, p<.001), Codec (F =692.24,df =1, p < .001) and bit-
rate (F = 485.11, df = 3, p < .001), but not for DoF (F = 2.57,
df =1, p=0.115), similarly to what was seen for test T1. In-
teractions were found significant at 5% level between Content
and Codec (F = 3.81, df =3, p =0.01), Content and bit-rate
(F=3.03,df =9, p=0.001), and Codec and bit-rate (F = 39.40,
df =3, p<.001). The lack of significance in interactions involv-
ing DoF is in line with the results of the Wilcoxon signed-rank
test, which showed no significance for DoF in test T2 (Z = —1.96,
p =0.0502, » = 0.05). Post-hoc interaction analysis with Holm p-
value adjustment shows significance at 5% level for the differences
among codecs for content Long dress with respect to content Loot
(%% =10.09, p = 0.009). This confirms what can be seen in Fig. 5:
the gap among codecs is more prominent for content Loot with re-
spect to Long dress, probably due to the reduced range associated
with a low-rated HR. Post-hoc analysis on the interaction between
contents and bit-rates indicates statistical significance at 5% level
for differences among contents Long dress and Soldier when consid-
ering differences between bit-rates R1-R4 (x2 = 17.03, p = 0.001)
and R2-R4 (3% = 11.81, p = 0.021), and among contents Red and
black and Soldier for differences between R1 and R4 (x2 =11.80,
p =0.021). Again, this can be explained considering that both Long
dress and Red and black received remarkably lower scores, which
resulted in a narrower rating range. Thus, differences among lowest
and highest bit-rates are quite different between those two contents
and Soldier, which benefited from a larger rating span. Lastly, post-
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Figure 6: Average time spent looking at the sequence (in seconds)
and relative Cls, against score given to the sequence, for 3DoF (blue)
and 6DoF (red), in test T1 (left) and T2 (right).

hoc analysis on the interaction between codecs and bit-rates reveals
statistical significance at 5% level for all pairwise comparison, ex-
cept R1-R3 (R1-R2: % = 14.60, p < .001, R1-R4: y? = 46.58,
p < .001, R2-R3: x2 =13.81, p < .001, R2-R4: x? = 113.34,
p < .001, R3-R4: x> =48.02, p < .001). Indeed, in Fig. 5 it is
quite evident that the curves for the two codecs follow different
trends. In particular, codec V-PCC seems to saturate between R2
and R3, whereas a steeper slope is observed for the MPEG anchor.

4.2 Additional questionnaires and interaction data
4.2.1 IPQ & SSQ Questionnaires

For T1 and T2, the collected IPQ data under each subscale are all
normally distributed as examined by the Shapiro-Wilk test (p >
0.05). A paired sample t-test was applied to check the differences
between 3DoF and 6DoF in terms of SP, INV, REAL and G. For
T1, there was a significant difference in SP between 3DoF (M=4.13,
SD=0.92) and 6DoF (M=5.04, SD=0.67), t(26)=-4.44, p < .001,
Cohen’s d = 0.52 and also a significant difference in G between
3DoF (M=4.11, SD=1.28) and 6DoF (M=4.96, SD=1.13), t(26)=-
2.60, p < .01, Cohen’s d = 0.64. For T2, SP was also significantly
different in 3DoF (M=4.16, SD=1.17) and 6DoF (M=4.83, SD=1.12),
t(24)=-3.48, p < .01, Cohen’s d = 0.45 and so was G between 3DoF
(M=4.20, SD=1.61) and 6DoF (M=5.08, SD=1.19), t(24)=-3.56,
p < .01, Cohen’s d = 0.71. Other factors showed no significant
differences between 3DoF and 6DoF in both T1 and T2.

With respect to SSQ, no significant differences (p > 0.05) were
found between 3DoF and 6DoF in terms of cybersickness. We
further tested whether there were order effects in experiencing cyber-
sickness, where half of the participants started with 6DoF as the first
condition and 3DoF as the second, and the remainder the inverse. No
significant differences (p > 0.05) were found for any order effects
in experiencing cybersickness.
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Interaction time was found to be strongly correlated with MOS val-
ues in a study conducted on light field image quality assessment [38].
In particular, it was found that users tended to spend more time
interacting with contents at high quality, whereas for low quality
scores, less time was spent looking at the contents. In order to see
whether similar trends could be observed in our data, we compared
the average time spent watching the sequence in 3DoF and 6DoF,
separately for each quality score given by the participants. Results
are shown in Fig. 6. A positive trend can be observed between the
given score and the average time spent looking at the sequence, with
the exception of score 5, which for test T2 shows a negative trend
with respect to the time. However, it should be considered that on
average, a small percentage of scores equal to 5 were given in test
T2 (10% of the total scores), thus, variations may be due to the
difference in sample size. It is also worth noting that, on average,

Interaction time



participants spent more time looking at the sequences in 6DoF, with
respect to the 3DoF case. Indeed, several participants pointed out
that the lowest scores were the fastest to be given, whereas for higher
quality, it was harder to decide on the rating.
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We asked the same interview questions for T1 and T2. So, we com-
bined the interview transcripts of 52 participants (T1=27, T2=25).
The categorized answers are presented as follows:

Factors considered when assessing quality. 56% of the partici-
pants mentioned that they assessed the quality based on three criteria:
1) overall outline and pattern distortion on body and on clothes, 2)
natural gestures and movements of the digital humans, and 3) visual
artifacts such as blockiness, blurriness, and extraneous floating arti-
facts. 48% of the participants mentioned the quality assessment cri-
teria are content related, who agreed that it is easier to spot artifacts
for the content with complex patterns (e.g., Long dress) and domi-
nant colors (e.g., Red and black) than the content with uniformed
colors (e.g., Soldier and Sarge). 46% of the participants considered
facial expressions as an unignorable factor for quality assessment,
which they believe is an important cue for social connectedness. For
the extraneous floating artifacts (e.g., bubbles flickering outside the
digital humans), 23% found it very annoying and lowered the overall
quality for the content, but a few participants (8%) thought these
artifacts do not influence their quality judgement.

Difficulties in assessment. 42% of the participants pointed out
the difficulties in assessing the quality, especially for the high quality
contents, which are not perfect and still have missing details like
blurry faces or wrong fingers. 15% of the participants specifically
pointed out that it is difficult to distinguish between quality level 3
to 5. 17% of the participants commented that it gradually became
easier in rating the quality when they adapted to the contents. So,
the second viewing condition was easier for them.

Comparison between 3DoF and 6DoF. 52% of the participants
preferred 6DoF, because it allowed them to move closer to examine
the details (e.g., shoes and fingers). They felt more realistic when
walking in the virtual space. However, they also commented that
3DoF offered a fixed distance between them and digital humans,
enabling a more stable and focused assessment. 21% of the partic-
ipants preferred relaxation and passiveness in 3DoF, because they
did not find much differences between 3DoF and 6DoF in terms of
quality assessment, but they found 3DoF is less nauseous than 6DoF.

Interviews

4.3 Analysis of results

Results vary considerably depending on the content under assess-
ment. In particular, for test T1, content Queen is generally given
lower ratings with respect to the other contents in the test. This is
made evident by the MOS score given to the HR, which is equal to
3.35 for the 3DoF and 6DoF condition, indicating that even when
uncompressed, the content was never considered as having a good
quality. As a result, the MOS scores computed for the content have
a limited range, spanning between 1.08 and 3.35 for the 6DoF case,
and between 1 and 2.58 for the 3DoF (excluding HR). Such a nar-
row range is inadequate in expressing the quality variations among
different compression parameters: for the 3DoF case in particular,
paired t-test at 5% significance shows that bit-rate points R3 and R4
are statistically equivalent for both codecs, and for codec V-PCC
R2 is considered statistically equivalent to R4, despite the latter
being 10 times as large. Statistical analysis results confirmed that
content Queen showed different rating patterns with respect to the
other contents. The ratings given to the rest of the contents com-
prising T1 have a larger range, seemingly covering the entire rating
space. Trends show that codec V-PCC is generally preferred to the
MPEG anchor, especially at low bit-rates, whereas for the highest
bit-rate point R4, the codecs are always statistically equivalent at 5%
confidence level, in both 3DoF and 6DoF.
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It is worth noting that the two codecs seldom reach the same
quality level as the uncompressed HRs. In particular, for the 3DoF
viewing condition, transparent quality (as in, the level of quality
for which the distortions are “transparent” to the user, meaning
that statistical equivalence with the HR has been observed) is only
achieved by content Manfred at bit-rate R4, by both codecs. On
the other hand, in the 6DoF scenario, V-PCC encoded contents at
bit-rate R4 seem to always be statistical equivalent to the HR.

Rating variability among different contents is even more visible
for contents acquired through photogrammetry. In particular, at high
bit-rates contents Long dress and Red and black are consistently
given lower scores with respect to contents Loot and Soldier, for
both DoF conditions. In fact, as seen with content Queen above,
both contents do not reach MOS levels higher than 4, even when
considering the HR content. This indicates that the source content
is never considered of excellent quality, even when no compression
artifact is involved. This impacts the way scores are distributed
across the rating space: left with a smaller rating range (as the higher
rating values are never given), MOS results show that contents
compressed at high bit-rates are considered statistically equivalent to
the respective HR. This is particularly evident when considering the
DMOS scores, which have an operational range between 4 and 5 for
codec V-PCC, for a range of bit-rates spanning between 4 and 120
Mbps. On the other hand, for contents that were given higher scores
(Loot and Soldier) and use the full rating space, results indicate what
was already seen in test T1: no codec is able to reach transparent
quality, meaning that scores given to the compressed content are
always statistically different with respect to the HR.

Decisions on which codec to employ should be made depending
on the use case. The MPEG anchor is more suitable for real-time
system, due to its fast encoding time, and at high enough bitrates,
differences with the other codec become less noticeable. V-PCC, on
the other hand, might be more appropriate for on-demand streaming
and storage, since it retains better quality for the same bitrate. For
the majority of the contents under test, a bitstream size between
20 and 40Mbps seems to provide an acceptable quality. However,
regarding the selection of the appropriate target bitrate, the decision
should be made taking into account other factors, such as network
conditions, available bandwith and scene complexity.

Statistical analysis showed a small effect of the chosen DoF
condition on the gathered scores for test T1. In general, the two
visualization scenarios led to similar trends in MOS values; however,
several participants pointed out that, while 3DoF offered a more
stable assessment, as the same point of view is used for all contents,
6DoF felt more realistic. Any decision between the two viewing
conditions for quality assessment, thus, should be made consider-
ing the trade-off between immersive, personalized experience, and
fairness of comparison between solutions.

5 DISCUSSION
5.1 Datasets

Despite the rich literature in point cloud acquisition and compression,
few point cloud datasets are publicly available. This is especially
true when considering point cloud datasets depicting photo-realistic
humans. One of the most popular and widely used full-body dataset,
created by 8i Labs [13], consists of only 4 individual contents,
whereas the HHI Fraunhofer dataset has 1 individual content [14].
In the context of point cloud compression, such scarcity of available
data may lead to compression solutions being designed, optimized
and tested while considering a considerably narrow range of input
data, thus leading to algorithms that are overfitted to the specifics
of the acquisition method used to obtain the contents. The conse-
quences of such a scenario are reflected in our results. Whereas
for the contents assessed in test T2 a large difference was observed
between codec V-PCC and the MPEG anchor, for the contents in
test T1 the gap was markedly lower, and indeed the significance of



the effect of the codec selection had a smaller effect size for test T1
with respect to test T2, as seen in section 4.1. Test T2 consisted of
contents that had been used in multiple quality assessment experi-
ments [8,9,11,36], notably including the performance evaluation of
the upcoming MPEG standard [32]. On the other hand, test T1 in-
cluded contents that have not been used so far in assessment of point
cloud compression solutions. The discrepancies in the results of the
subjective quality assessment campaign indicate that performance
gains may vary considerably when new contents are evaluated. A
larger body of contents depicting digital humans, involving several
acquisition technologies, is needed in order to properly design, train
and evaluate new compression solutions in a robust way.

5.2 Personal preferences and bias

Subjective evaluation experiments are complicated by many aspects
of human psychology and viewing conditions, such as participants’
vision ability, translation of quality perception into ranking scores,
adaptations and personal preferences for contents. Through carefully
following the ITU-T Recommendations P.913 [16], we are able to
control some of the aspects. For example, eliminate the scores
given by the participants with vision problems; train participants
to help them understand the quality levels; randomize the stimuli
and viewing conditions to minimize the order effects. However,
we noticed that personal preferences towards certain contents are
difficult to control. Satgunam et al. [29]) found that their participants
were divided into two preference groups: prefer sharper content
versus smoother content. Similarly, Kortum and Sullivan [19] found
that the “desirability” of participants had an impact on video quality
responses, with a more desirable video clip being given a higher
rating. In our experiments, content Queen is generally given lower
ratings with respect to the other contents. In the interviews, many
participants (27%) expressed dislike towards Queen, because of
her lifeless look and static gestures; 40% showed their preference
towards Soldier, due to his high-resolution facial features, unitoned
clothes and natural movements. This observation suggests that
quality assessment may need to be adjusted based on content and
viewer preferences, and offering training with different contents.

5.3 Technological constraints and limitations

The two codecs used in this experiment introduce different distor-
tions during compression. As the MPEG anchor codec uses the
octree data structure to represent geometry, the number of points
in the decoded cloud varies exponentially based on the tree depth.
Thus, at lower bitrates, the decoded point clouds are quite sparse,
and when the point size is increased to make them appear watertight,
they have a block-y appearance. This codec design allows for future
optimizations based on human perception of 3D objects in VR. The
low delay encoding and decoding of this codec makes it suitable
for real time applications such as social VR. On the other hand, the
V-PCC codec leverages existing 2D video codecs to compress both
geometry and color, which introduces noise in terms of extraneous
objects, and general geometric artifacts such as misaligned seams.
However, the approach yields better results at low bitrates, as demon-
strated in our results. The codec is optimized for human perception
of 2D video and this might not transfer to perception of 3D objects
in VR. The mapping from 3D to 2D is critical to codec performance,
thus the encoding phase has high complexity. Decoding has a lower
delay, as it benefits from hardware acceleration of video decoders
on GPUs, making this approach suitable for on demand streaming.
One of the main shortcoming of both compression solutions lays
in their inability to reach visually-lossless quality, as demonstrated
by our results. Achieving a visually pleasant result is of paramount
importance for the market adoption of the technology; indeed, poor
visual quality might lead consumers to tune off from the experience
altogether [1]. Visual perception should be taken into account when
designing compression solutions, especially at high bitrates, to en-
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sure that in absence of strict bandwidth constraints, excellent quality
can be achieved.

5.4 Protocols for subjective assessment in VR

Choosing the right methodology to follow in order to collect users’
opinions is a delicate matter, as it can influence the statistical power
of the collected score, and in some cases lead to difference in results.
Single stimulus methodologies, in particular, lead to larger CIs with
respect to double stimulus methodologies, and are more subject to
be influenced by individual content preference [16]. An early study
comparing single and double stimulus methodologies for the evalu-
ation of colorless point cloud contents indicated that the latter was
more consistent in recognizing the level of impairment, as relative
differences facilitate the rating task [4]. However, the study pointed
out that the single stimulus methodology shows more discrimination
power for compression-like artifacts, albeit at the cost of wider ClIs.

Double stimulus methodologies, while commonly used in video
quality assessment and widely adopted in 2D-based quality assess-
ment of point cloud contents [8, 11,32], are tricky to adopt in VR
technology, due to the difficulties in displaying both contents simul-
taneously in a perceptually satisfying way [26], while ensuring a fair
comparison between the contents under evaluation. When dealing
with interactive methodologies, in particular, synchronous display of
any modification in viewport is usually enforced, to ensure that the
two contents are always visible at the same condition [8,38]. This is
clearly challenging to implement in a 6DoF scenario, in which users
are free to change their position in the VR space at any given time.
Positioning the two contents side by side in the same virtual space
would mean that, at any given time, they are seen from two different
angles; the same problem would arise when temporal sequencing is
employed. A toggle-based method like the one proposed in [26] is
not applicable to moving sequences, as different frames would be
seen between stimuli.

In our study, we saw that content preference had an impact on
the ratings, as several contents were deemed of lower quality, as the
scores given to the HR exemplify. Such bias resulted in a reduced
rating range for the contents. Results of the interviews also pointed
out that naturalness of gestures were an important criteria in assess-
ing the visual quality. Such components would not be normally
evaluated in a double stimulus scenario; however, they are important
in understanding how human perception reacts to digital humans.

6 CONCLUSION

‘We compare the performance of the point cloud compression stan-
dard V-PCC against an octree-based anchor codec (MPEG anchor).
Participants were invited to assess the quality of digital humans
represented as dynamic point clouds, in both 3DoF and 6DoF condi-
tions. The results indicate that codec V-PCC has a more favorable
performance than the MPEG anchor, especially at low bit-rates. For
the highest bit-rate, the two codecs are often statistically equivalent.
Results indicate that the content under test has a significant influence
on how the scores are distributed; thus, new data sets are needed in
order to comprehensively evaluate compression distortions. More-
over, current encoding solutions, while efficient at low bitrates, are
unable to provide visually lossless results, even when large volumes
of data are available, revealing significant shortcomings in point
cloud compression. We also point out that commonly-used double
stimulus methodologies for quality evaluation often reduce the rating
task to a difference recognition, while insights on the quality of the
original contents are missed.
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