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capacità nell’andare sempre oltre il semplice risultato. Anche dalla Francia
non mi ha mai fatto mancare il suo supporto morale.
A loro due poi si aggiungono ovviamente tutti gli altri ragazzi passati
dall’HTC Group (e non solo) che voglio almeno nominare, ovvero Ale,
LoreW, TommyF, Ema, Leopoldo, Sabri, Dani, LoreC, Gama, Domi, Asif,
Palo, Simo, Matte, Carlo, Pier, Langa, TommyD e Francesco. Anche
grazie a loro questi tre anni sono passati senza diventare un peso.
Uscendo dalla sfera lavorativa, anche qui i ringraziamenti non mancano.
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Abstract

Aeroengine industry is being largely affected by the mid- and long-
term targets of civil aviation, that is searching for increasingly efficient
low-emission engines and new opportunities as in the segment of small
aircraft. The dynamically evolving market requires prompt solutions for
the combustor that cannot be easily provided by experiments because
of technical issues and expensive campaigns. On the other hand, the
progressive developments in the field of massively parallel computing
is making Computational Fluid Dynamics the most effective tool for a
deep insight of combustion chambers. Indeed, high-fidelity investigations
on this component is a multiphysics problem requiring to model the in-
teractions between turbulence, combustion, radiation and heat transfer.
Thermal design is a key task in the development loop of novel combustors,
being stressed by lower coolant availability and higher power density. For
this purpose, CFD-based models are required to properly account for the
3-D heat load distribution. Nevertheless, the limits of standard RANS
approaches in accurately modelling highly-turbulent reacting flow is well-
known and nowadays scale-resolving methods, as Large-Eddy Simulation
(LES), Detached Eddy Simulation (DES) and Scale Adaptive Simulation
(SAS), are the most promising ones; the latter, in particular, is emerged
as a valid trade-off for industrial applications.
In the present work a multiphysics tool, called U-THERM3D, is proposed
as potential approach for the prediction of metal temperature in the
context of scale-resolving simulations. The tool is validated on predictable
solutions and applied to two burners, the DLR model aero-engine combus-
tor and the LEMCOTEC combustor. The former is a laboratory sooting
flame simulated using LES and the focus is on the tool capabilities in
modelling the involved interacting phenomena. The latter is an effusion
cooled lean-burn aeroengine combustor investigated from different per-
spectives using SAS to predict exit profile temperature, emissions and
metal temperature. To the author’s knowledge no works can be found in
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literature on multiphysics simulations of lean burn combustors relying on
Scale Adaptive Simulation. For this reason the present work aims to be a
reference for high-fidelity final design as well as a starting point for future
activities. The results in both the burners are compared against steady
THERM3D simulations and experiments emphasizing the detrimental
effects of the swirling flow on the wall temperature, that acts increasing
the heat transfer coefficient and reducing the film cooling coverage. The
improved prediction of metal temperature obtained by U-THERM3D
shows the potential of this tool as a framework for the high-fidelity design
of gas turbine combustors. Obviously, the accuracy of the coupled simula-
tion can benefit from the improvement in the different involved models
and further research efforts should be focused on this task.
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Nomenclature

A Area [m2]
BM Mass Spalding number [−]
c Progress Variable [−]
D Diffusivity [m2 s−1]
d Droplet diameter [m]
f Fanning friction factor [−]
HTC Heat transfer coefficient [W m−2 K−1]
h Coupling relaxation parameter [W m−2K−1]
k Turbulence kinetic energy [J kg−1]
l Length of the hole [m]
L Length scale [m]
ṁ Mass flow rate [kg s−1]

Nu Nusselt number HTC dh
kair

[−]

P Pressure [Pa]
P30 Compressor outlet pressure [bar]
Pr Prandtl number [−]
P/T Pilot to Total fuel flow rate [%]
Q Heat power [W ]
q′′ Heat flux [W m−2]
Re Reynolds number [−]
r Radius [m]
Sh Sherwood number [−]
Sr Source of radiative energy [W m−3]
SMD Sauter Mean Diameter [m]
ŝ Curvilinear abscissa [m]
T Temperature [K]
T30 Compressor outlet temperature [K]
V Velocity [m s−1]
x Stream-wise direction [m]
y Orthogonal to plate direction [m]
y+ Dimensionless wall distance [−]
We Weber number [−]
Y Species mass fraction [−]
z Span-wise direction [m]
Z Mixture fraction [−]
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xviii Nomenclature

Acronyms
ACARE Advisory Council for Aeronautics Re-

search in Europe
CAEP Committee on Aviation Environmental

Protection
CFD Computational Fluid Dynamics
CHT Conjugate Heat Transfer
CIAM Central Institute of Aviation Motors
CS Cold Side
DES Detached Eddy Simulation
DLR Deutsches Zentrum für Luft- und Raum-

fahrt
DOM Discrete Ordinate Method
EFF EFFusion
FAR Fuel Air Ratio
FGM Flamelet Generated Manifold
GSSC Generic Single Sector Combustor
HE Heat Equation
HS Hot Side
IATA International Air Transport Association
ICAO International Civil Aviation Organiza-

tion
LES Large Eddy Simulation
LII Laser-Induced Incandescence
NEWAC NEW Aero engine core Concepts
NSEs Navier Stokes Equations
OPR Overall Pressure Ratio
OTDF Overall Temperature Distributon Fucn-

tion
PDF Probability Density Function
PERM Partial Evaporation and Rapid Mixing
PIV Particle Image Velocimetry
RANS Reynolds Averaged Navier Stokes
RTDF Radial Temperature Distribution Func-

tion
RTE Radiative Transfer Equation
SAFE Source bAsed eFfusion modEl
SAS Scale Adaptive Simulation
SN Swirl Number
SRS Scale-Resolving Simulation
SST Shear Stress Transport
SV-CARS Shifted Vibrational Coherent

Anti-stokes Raman Scattering
TIT Turbine Inlet Temperature
UDF User Defined Function
URANS Unsteady RANS
WALE Wall Adapting Local Eddy

Greeks
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Θ Angle [deg]
ρ Density [kg m−3]
µ Dynamic viscosity [Pa s]
φ Equivalence ratio [−]
ψ Generic variable [−]
κ von Karman constant [s−1]

Subscripts
air Air
eff Effective
eq Equilibrium
fuel Fuel
g Gas phase
l Liner
c Progress variable
rad Radiation
30 Referred to Plane 30 (compressor dis-

charge)
40 Referred to Plane 40 (combustor exit)
s Subgrid-scale
t Turbulent
vK von Karman
w Wall





Introduction

Aviation is increasingly gaining a key role in mid- long-range trans-
portation of people. The improvement in safety and the cost reduction
of air travel have lead to the growth of passenger demand over the past
20 years and this trend will continue in the next future. Recent ICAO
forecasts [1] estimated an average growth per year of about 4.0% in
air traffic for the 2020-2040 period, mainly driven by Asia and Middle
East. The economic relevance of this sector, expected in 1% of world
GDP to be spent on air transport in 2018 [2], has attracted the atten-
tion of the institutions and made available funds for several research
programmes concerning the different aspects of a civil aircraft, from the
airframe to aeroengine. Nowadays, the people sensibility to environmental
issues is deeply affecting the aeroengine industry that have to face the
pressing demands for engine with lower pollutant emissions. In Europe
these and other needs were well-known as early as January 2001 when
the “European Aeronautics: A vision for 2020” report [3] was published,
immediately followed by the establishment of the Advisory Council for
Aeronautics Research in Europe (ACARE) aiming to develop and main-

Figure 1: Evolution of the average price of air travel (left) and total
passenger traffic (right) [1].
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2 Introduction

tain a roadmap that would help achieving the goals of Vision 2020 and
so stimulating all European steakeholders in the planning of research
programmes. Nevertheless, the evolving technologies and international
scenario have recently called into question the sufficiency of the existing
Vision 2020. For example, as a result of the ICAO-CAEP/6 meeting
held in 2004, a −60% reduction of NOx emission by 2026 in respect to
CAEP/6 levels at an Overall Pressure Ratio (OPR) of 30 was expected for
long-range civil aircraft (i.e. turbofan/turbojet engines with rated thrust
> 26.7kN). Moreover, at the ICAO-CAEP/10 meeting held in 2016 [4],
completely new stringent standards for the CO2 and nvPM emissions
were recommended and will apply to engine manufactured from 2020.
As a consequence, the Vision 2020 goals were revised and their horizon
was extended towards 2050 with the Fligthpath 2050, released in 2011.
The Strategic Research and Innovation Agenda (SRIA) [5] developed
by ACARE has the aim of achieving the Fligthpath 2050 goals while
maintaining the global leadership of Europe in a safe, more efficient and
”green” air transport. The short-term (2020), medium-term (2035) and
long-term (2050) objectives proposed by SRIA will require to address five
key challenges:

1. Meeting societal and market needs;

2. Maintaining and extending industrial leadership;

3. Protecting the environment and the energy supply;

4. Ensuring safety and security;

5. Prioritising research, testing capability and education.

European Union is funding the research on aeronautical field by the late
1987 through European Commission Framework Programmes for R&D,
contributing to technology development up to TRL 6. One of the most
important EU programme was proposed in the 2007 by the Clean Sky
Joint Undertaking, a collaboration between public and private entities, for
the development of environmentally friendly technologies related to the
aircraft system. The success of this programme led to a more ambitious
one in 2014, i.e. Clean Sky 2 [6], that is actually ongoing and aims to
investigate novel aircraft, including small air transport, and further break
down NOx, CO2 and noise of 20− 30% by 2024, so contributing to the
achievement of Flightpath 2050 objectives as shown in Fig. 2.
In this context, great research effort is devoted to improve the perfor-
mance of the propulsive system, i.e. the gas turbine. The CO2 emission
are trivially reduced acting on the overall efficiency of the engine, which
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Figure 2: Evolution of the Clean Sky objectives [6].

can mean increasing the propulsive efficiency or the thermal efficiency.
The former action has in the Ultra-High Bypass Ratio turbofan the most
promising solution but it is not enough to meet the goal for 2050. There-
fore, novel thermodynamic cycles are under investigation as well as a
further increase of Turbine Inlet Temperature (TIT) and OPR. However,
all the hot path components, that are the combustor and turbine, undergo
stronger thermal stresses that could lead to dangerous engine damages
and failures. To avoid this, a re-design of the aforementioned compo-
nents is required, especially concerning the adopted materials and the
cooling system; nowadays, this revolution is aided by the onset of new
technologies, as the Additive Manufacturing (AM), that are stimulating
the exploration of innovative cooling architectures, such as shaped holes,
microchannels etc. On the other hand, the future trend of TIT and OPR
lead to higher flame temperature, acting against the achievement of low
NOx emissions because of the exponential dependency by temperature of
the formation rate of Thermal NOx (i.e. Zeldovich mechanism), that is
the dominant contribution in gas turbine applications; then, the reduction
of stoichiometric regions, where the highest temperatures are observed,
together with the minimization of residence time on the same zones is
helpful to limit the NOx emission.
From its introduction in the middle of 1990s, the RQL (Rich burn-Quick
mix-Lean burn) technology became the standard for low emission aero-
nautical burners thanks to its ability in keeping a stable combustion and
therefore a safe operability of the engine during all the flight operations.
Indeed, a small amount of air is sent to the swirler in order to have a
rich primary zone, as shown in Fig. 3. The remaining air is mainly
devoted to the dilution holes, acting to quench the flame and create a lean
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environment in the downstream region. Thus, the flow split is strongly
unbalanced towards dilution air which has a key role to limit pollutant
emissions and control temperature profile at combustor exit (i.e. Pattern
Factor), as required by the turbine designer. Despite their wide use,
the RQL combustors have almost approached an asymptote in terms of
reduction in pollutant emissions, especially concerning NOx. It is related
to the difficulties in a precise control of the combustion process and gas
temperature because of the rapid non-ideal mixing with the dilution jets.
For this reason it will be unable to respect the future limits for NOx, CO
and soot emissions set by ICAO and ACARE Flight Path 2050 goals.
The technology challenge of these last decades regarding the emission
abatement on aeroengine for civil market is leading to deep modifications
in the concept design of aeroengine combustors, as depicted in Fig. 3.
Nonetheless, the ideal condition of lean premixed flame is impractica-

Figure 3: Comparison of size and flow split of RQL (left) and Lean Burn
(right) combustors of General Electric manufacturer. Adapted from [7].

ble for aeronautical purpose because of the liquid fuel that makes the
mixture preparation difficult and the occurring of blow-out, flashback
and thermo-acoustic phenomena which affect the safety operability of
the combustor. To overcome these issues the engine manufactures have
focused the research efforts on Lean Direct Injection (LDI) technology,
featuring a partially-premixed combustion that ensures a more stable
behavior in all the operating conditions. In this new burning concept the
injector design becomes crucial because a quick evaporation and mixing
of fuel droplets with the oxidizer is required to have an homogeneous
temperature field and an efficient combustion process. As a result, the
Lean-burn injector is more complex than the RQL one, where almost all
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the air coming from the compressor (i.e. about 70% of the total inflow) is
delivered to the primary zone in order to have a lean mixture and lower
temperature peaks [8].
Indipendently by combustor architecture, the requirements for control
of exit gas temperature, emissions and metal temperature generate an
intense competition for utilization of combustor airflow [9]. The flow
split is mainly chosen according to design requirements about profile
temperature and pollutant emissions and only the excess air is demanded
to keep liner temperature below alloy melting point and avoid high metal
temperature gradients. Moreover the higher the P30, the lower the cooling
potential of air and the cooling system can be strongly stressed in both
the above mentioned configurations. In RQL systems, as the major part
of air provided by the compressor is delivered to dilution holes, insuf-
ficient coolant could be available. Despite a less critical thermal load,
this issue is more relevant in Lean-burn devices where a large fraction of
compressor efflux passes through the injector. Hence, never as now, the
goal of improving the cooling effectiveness must be pursued. Moreover,
the increasingly attention for Small Air Transport supported by Clean
Sky 2 is rebooting the segment of small gas turbines in the aero-engine
manufactures. The high power density of such engines is reflected in a
high surface to volume ratio of the combustion chamber and, in turn, to
strong thermal load on the liner, where the development of innovative
cooling systems will be a necessary step in the design process.
In this context highly-effective cooling strategies are required and, as a
results, research effort on combustors is widely focused on the investiga-
tion of advanced cooling techniques, such as effusion cooling, double-wall
configurations, thermal barrier coating, matrix cooling and traspiration
cooling [10]. In particular, during past years, multi-perforated liners are
gaining a key role thanks to its double benefit: film coverage that protects
the liner from hot gases and heat sink within holes due to the passage
of coolant [11]. The definition of new hole patterns and geometries (i.e.
shaped holes) as well as the prediction of their effects on adiabatic effec-
tiveness and metal temperature are the object of many experimental and
numerical studies [11, 12, 13, 14]. However, all these research activities
investigated test rigs far from real aeroengine combustors in terms of
geometry, flow field and operating conditions. More recently the attention
was focused on the interaction between swirling flows and effusion cooling.
Many experimental studies on representative test cases (i.e. effusion cooled
lean-burn injectors at non-reactive conditions) pointed out the interaction
between swirling flow and film coverage [15, 16, 17, 18, 19, 20, 21, 22].
The considerable cost and time associated to experimental campaigns
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make such an approach unsuitable during the preliminary stages of com-
bustor design, increasing the attractiveness of numerical simulations. The
complex interaction between turbulence, combustion, radiation and heat
conduction leads the prediction of wall temperatures challenging and mul-
tiphysics approaches are required. Tools combining 0D and 1D approaches
[23, 24] based on the procedure described by Lefebvre [25] are able to
quickly solve Conjugate Heat Transfer (CHT) problems with acceptable
accuracy on simple geometries but lack of predicting capabilities when
applied on complex geometries and reacting flow field as in practical
combustors. One of the common numerical methods to deal with such
geometries is Computational Fluid Dynamics (CFD), which can provide
high fidelity results and, if compared with experiments, a deep insight
on the involved phenomena. These investigation can be performed at
different levels of detail. RANS approaches, i.e. the standard tool in
industrial framework, are useful to obtain thermal design tips with an
affordable computational cost but they are not always suitable to catch the
strong interactions between turbulence, chemistry and spray of swirling
reacting flows as well as the turbulent wall heat fluxes and Scale-Resolving
Simulations (SRSs) should be recommended [26, 27, 28]. The intrinsically
unsteady characteristic of these last approaches, unlike steady RANS,
requires to handle a wide range of time scales for the involved phenomena.
The solution of such a multiphysics problem have to deal with the need
of huge computational resources and cannot be efficiently faced in a fully-
coupled manner, where the entire set of equations is solved together for
all the iterations. Alternatively, loosely-coupled methods have dedicated
simulations for each physics and exchange only some quantities at a given
frequency at the interface between two coupled domains, so minimizing
the CPU cost. For this reason, several applications can be found in
literature, both for RANS [29] and SRS [30, 31, 32] models. In addition,
loose coupling increases the feasibility of simulations on multiperforated
liners, taking advantage of the many approaches [33, 34, 35] with reduced
computational effort proposed to model the film cooling injection and the
heat sink effect.

Aim of the work

The issues associated to the solution of a multiphysics problem within
a combustion chamber led to the development in ANSYS CFX framework
of the THERM3D in-house procedure [35], employing three steady sim-
ulations for fluid, solid and radiation. This procedure replaces effusion
holes with inlet/outlet patches that ensure mass and energy conservation



Introduction 7

with lower computational cost. During the present research work the
THERM3D was implemented in ANSYS Fluent to exploit a wider choice
of numerical models and schemes.
The main aim of this study was the development of an unsteady multi-
physics tool, both in steady and unsteady framework, for the aero-thermal
design of aeronautical combustors. In particular, the focus was on the
CHT modelling in the context of scale-resolving simulations to have a
high-fidelity computationally-effective method for the final design that can
support experimental campaigns as well as minimize failures during the
component tests, reducing the overall cost for the development. Starting
from THERM3D, the U-THERM3D (Unsteady-THERM3D) procedure
was set up and validated to several test cases in order to assess the predic-
tive capabilities of the methodology. Even though the present application
is restricted to CHT problems, the tool aims to be a framework where
loosely coupled problems can be efficiently solved.

Thesis outline

During this research activity the different phenomena involved in the
investigated multiphysics problem and their mutual interactions were
analysed from a numerical perspective. Several aspects related to heat
transfer, combustion and radiation modelling as well as to the numerical
treatment of the cooling system must be taken into account and, there-
fore, a special effort was devoted to review the state of the art on CHT
studies. This necessary stage has called the attention on the importance
of an optimization of the procedure for a CPU expensive simulation as
the multiphysics one. The final application of the unsteady tool on a
real aeroengine burner was anticipated by the assessment on increasingly
complex test cases to isolate a lower order of modelling aspects and have
a deep insight on each of them.
The manuscript will be organized as follows.

Chapter 1: The most important aspects of Conjugate Heat Transfer
are here reviewed from a multiphysics perspective. The main governing
equations are reported to emphasize the huge differences in terms of time
and space scales. In addition, the methodologies available in literature
to solve unsteady heat transfer problems are presented, with a focus on
stability and main limitations.

Chapter 2: In this chapter the U-THERM3D procedure is described and
the need of a loose coupling as well as a proper load balancing is pointed
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out to minimize the computational cost. Lastly, the tool is validated on
predictable simple problems whereas a further assessment of spray flame
modelling is carried out for high pressure applications.

Chapter 3: The present approach is applied in the multiphysics simula-
tion of a swirl-stabilized sooting flame where radiation has a key role in
the redistribution of energy and in the soot emissions. Quartz window
temperature is computed and compared against THERM3D results and
experimental data to appreciate the huge improvement in a scale-resolving
context.

Chapter 4: This chapter is devoted to a complete investigation of the
parameters affecting an high-fidelity design of a novel combustion chamber.
An effusion-cooled lean burn aeroengine combustor is simulated at differ-
ent levels of complexity with a focus, once again, on the liner temperature.
The results show the main advantages of a scale-resolving modelling in
the prediction on the aero-thermal field, emissions and metal temperature.

In the last chapter, a summary of the main achievements of this re-
search is given together with conclusions and recommendations for future
works.



Chapter 1

Multiphysics and multiscale

characteristics of CHT modelling

The constrain on metal temperature is one of the main requirements
during the design of modern gas turbine. Steep thermal gradients, heat
load cycles, fast transient warm up and hot spots can promote creep,
oxidation, hot corrosion and fatigue failures of hot section components,
affecting their durability, efficiency and, then, the overall operating cost of
the engine. The progress in material technology, in any case remarkable
during the last decades, will not be able to keep up the rise of Turbine Inlet
Temperature, as shown in Fig. 1.1 for turbine blades. The introduction
of cooled components added a degree of freedom in the design of turbine
blades, partially freeing the developing trend in thermal efficiency and
materials. The design of cooling systems in rotor blades gets complicated
by the rotating framework that generates centrifugal forces and coriolis
effect on the coolant flow.
The trend of Fig. 1.1 remains still valid as far as the combustor liner
is concerned but the thermal design can become even more challenging.
Indeed, it experiences a severe environment with the highest pressure
and temperature of the engine as well as complex phenomena, such as
combustion and radiation. Under such conditions, the prediction of metal
temperature is in all respects considered a multiphysics problem. In a
typical configuration, the liner is two-side cooled and wall temperature at
the solid-fluid interfaces depends on heat transfer through the liner that,
in turn, depends on wall and gas temperatures. However, the external
heat transfer must be equal to the internal conduction that is a function
of the temperature at the two wall interfaces. This coupled problem is
also referred as Conjugate Heat Transfer (CHT).

9
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Figure 1.1: Historical trend for Turbine Entry Temperature of Rolls
Royce engines and material capability [36].

The complexity of this matter makes the numerical modelling of CHT
very challenging. Fig. 1.2 shows an overview of the thermal design tools
available in literature. Low-order approaches, as 0D and 1D ones [23, 24],
are based on procedures similar to that described by Lefebvre [25] and
provide a prompt solution. 0D tools return a unique value for the metal
temperature, that must be considered as a spatially-averaged quantity
given by reference values for properties and geometry. A 1D temperature
distribution in the streamwise direction can be provided considering the
axial variations of the inputs to the model that always occur in a combustor
chamber. Correlations are employed to close the problem but they are
usually developed using simplified hypothesis and geometry. Even if a
tuning can extend their applicability range, correlations lack in accuracy
when applied to complex 3D flow fields as in a combustor. In this case,
inhomogeneities in the liner temperature can be numerically predicted only
using CFD. Nowadays steady-state simulations exploiting RANS models
are the standard in industrial applications as the improvement in CPU
speed allows to perform calculations with a reasonable computational time.
Nevertheless, turbulence has a strong influence on the aerothermal field
and can benefit of unsteady simulations in a Scale Resolving framework
that ensure a better resolution of turbulence spectrum despite a higher
computational cost. Even though the increasingly performing hardware for
Computer-Aided Engineering (CAE) makes Scale-Resolving Simulations
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Figure 1.2: Main classification of thermal design tools (contributions
from [37]).

less time-demanding, difficulties arise because of the different domains
and time scales involved in the present multiphysics problem. All these
aspects will be here generically addressed from a theoretical and numerical
perspective and, more specifically, in the context of aeroengine combustors.

1.1 Classification of CHT approaches

The first grouping of CHT methods was already depicted in Fig. 1.2
based on the geometrical resolution. While in 0D and 1D approaches
other classifications are of poor interest, in a 3D discretisation they
are useful because characterized by differences in computational cost,
accuracy as well as in the algorithm of resolution and the complexity of
its implementation.
The three thermal phenomena involved in aeroengine combustors, that
are convection, conduction and radiation, require the continuity of energy-
related quantities. In the follow the term “coupling interface” will be
used to identify the region where two distinct physics show their coupling.
At the fluid/solid coupling interface, i.e. the walls, heat fluxes and
temperatures must equal on the two sides. At the fluid/radiation coupling
interface, corresponding to the fluid domain, source/sink of energy due to
radiation as well as pressure, temperature and chemical species are the
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same. Last but not least, analogous considerations are valid for radiative
heat fluxes and solid temperatures at the radiation/solid coupling interface,
but also for energy source/sink when solid material has semi-transparency
properties.
The main classification in CFD context relies on the solution strategy, so
that a CHT approach can be:

� Strongly coupled;

� Loosely coupled.

Strongly (or fully) coupled methods solve all the equations of the multi-
physics problem at each iteration. The solver goes to the next iteration
when convergence is reached for the variables at the coupling interfaces.
A loose coupling, instead, satisfies the convergence criteria only at the
end of simulation. Equations of the different phenomena are solved in
a segregated manner, meaning that they are coupled only at specific
iterations where interface variables are updated relying on information of
the previous coupling.
Depending on the objective of the CHT simulation the approaches can
be distinguished, as mentioned in Fig. 1.2, in:

� Steady coupled;

� Unsteady coupled.

Steady coupling is exploited when the mean metal temperature is desired.
On the other hand, if the interest is on the transient evolution of wall
temperature or its fluctuations over time, unsteady coupled solvers are
needed.
If a loosely coupled approach is chosen, the iteration/time-step advance-
ment is another question that is worth an answer. The possibilities
are:

� Sequential (or staggered) coupling;

� Parallel coupling.

In a sequentially coupled approach the solvers run one at a time: each
solver gets information from the previous one and provides data to the next
one. Using a parallel coupling, instead, the solvers run simultaneously and
exchange quantities at the same time at a given frequency. In literature,
steady coupled methods are usually solved in a sequential manner while
unsteady coupling is efficiently employed with a parallel algorithm.
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1.2 Multiphysics heat transfer problem

The Conjugate Heat Transfer in aeroengine combustors requires the
knowledge of all the actors playing in this process and how they inter-
act each other. Fig. 1.3 shows the main phenomena involved in the
determination of the liner heat load, that are:

� convection;

� combustion;

� radiation;

� conduction.

In addition, other phenomena can be added to the list, i.e. spray evolution,
that could affect the prediction of flow field quantities and, as a result, of
metal temperature but also increase the complexity of the investigated
problem. The use of “multiphysics” term in this context is related to

Figure 1.3: Summary description of the main phenomena involved in a
combustor, with emphasis on the characteristic scales and the governing

equations.

the different nature of the above mentioned physics, which are governed
by their own transport equations and can take place on distinct physical
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domains. The main consequence is the extension of characteristic time and
space scales from very small to large orders of magnitude. This wide range
unavoidably adds modelling difficulties that will be illustrated in the follow.
In the present section, instead, each phenomena will be investigated from
a theoretical perspective to estimate the order of magnitude of these
scales.

1.2.1 Conduction

When a solid, liquid or gas is observed at a microscopic level, differences
of kinetic energy between two molecules coming into contact by means
of vibration (solid) or collision (fluid), lead to a transfer of energy from
the more to less energized particle [38]. At a macroscopic level, instead,
the same phenomenon is named conduction and consists of heat transfer
from higher temperature regions to lower ones following the Fourier’s law,
that is:

q′′ = −λ(T )
dT

dx
(1.1)

where λ(T ) is a transport property of the material known as thermal
conductivity and function of temperature. Even if conduction can be
observed in all states of matter, in the following it will be referred only to
the solid domain, where it represents the governing heat transfer mode.
In this case, the conservation equation, obtained by an energy balance on
a control volume, is the Heat Equation:

ρs
∂cvT

∂t
= −

3∑
i=1

∂

∂xi
(λ
∂T

∂xi
) + ω̇T (1.2)

where ρs is the solid density, cv is the specific heat at constant volume
and ω̇T is the energy source/sink term.
Eq. 1.2 can be solved if one or more of the following boundary conditions
are defined:

− λ∂T
∂n

∣∣∣∣
y=yw

= q′′w (1.3a)

T
∣∣
y=yw

= Tw (1.3b)

representing fixed heat flux (Eq. 1.3a) and temperature (Eq. 1.3b) at
wall.
With the hypothesis of constant properties and negligible source term,
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Eq. 1.2 can be rewritten in the following dimensionless form [38]:

∂T ∗

∂t∗
= −ατ

L2

3∑
i=1

∂2T ∗

∂x∗2i
(1.4)

where α = λ/(ρcv) is the thermal diffusivity of the material while T ∗,
t∗ and x∗i are respectively dimensionless temperature, time and space
coordinates defined as:

T ∗ =
T

∆T
, t∗ =

t

τ
, x∗i =

xi
L

(1.5)

In these fractions, the denominator terms are characteristic temperature,
time and length of the investigated problem. Choosing τ = L2/α the
non-dimensional time corresponds to the Fourier number Fo:

t∗ = Fo =
αt

L2
=

heat conduction rate

thermal energy storage
(1.6)

In a transient conduction problem thermal diffusivity plays a key role for
the temperature evolution of the solid. Similar solutions in the (Fo, T ∗, x∗i )
space can provide different results in the physical one depending on α;
high values are usually associated to fast transient while lower ones lead
to quasi-steady problems.

1.2.2 Convection

Convection is an heat transfer mechanism that is associated to mass
transport and, then, to a fluid in motion. More specifically, it is not heat
that is convected but internal energy [38].
In fluid dynamics the system of Navier-Stokes Equations (NSEs) is the
more complete model to represent the continuum regime of a flow field.
Conservation equations for mass, momentum, species and sensible enthalpy
of a gaseous reactive mixture are:

Dρ

Dt
= Ω̇mass (1.7a)

ρ
Dui
Dt

= − ∂p

∂xi
+
∂τij
∂xj

+ ρgi + Ω̇mom (1.7b)

ρ
DYk
Dt

=
∂ρJY,j
∂xj

+ Ω̇Y,k + ω̇k (1.7c)
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ρ
Dhs
Dt

=
Dp

Dt
+
∂ρJh,j
∂xj

+τij
∂ui
∂xj

+ρ

N∑
k=1

Ykfk,iVk,i+Ω̇vap+Ω̇h+ω̇T (1.7d)

where ρ, ui, p, Yk, Vk and hs are the gas density, i-th velocity component,
static pressure, k-th species mass fraction, diffusion velocity of k-th species
and sensible enthalpy, respectively. Newton’s law, Fick’s law and Fourier’s
law are commonly used to model respectively momentum, species and
energy diffusion fluxes (i.e. Jφ) while other phenomena, such as Dufour and
Soret effects, are neglected for most industrial applications. Momentum
diffusion fluxes are usually rewritten in the form of a stress tensor τij .
Species diffusion JY,j can redistribute the energy with two mechanism:
volume forces fk,i and differences in species sensible enthalpy. While the
former can be neglected, the latter becomes important in combustion
processes as a result of the strong gradients of species concentration that
increase JY,j . Hence, the general form of Jh,j in Eq. 1.7d is:

Jh,j = −λ ∂T
∂xj

+ ρ

N∑
k=1

hkYkVk,j (1.8)

where the first right-hand term represents conduction.
In the previous system a key role is played by the source/sink contribu-

tions: terms ¯̇Ωmass,
¯̇Ωmom, ¯̇ΩY,k and ¯̇Ωvap are related to the interactions

with a liquid phase within the computational domain while ¯̇Ωh includes
other phenomena, such as radiation. Moreover, source terms related to
combustion are specified with (¯̇ωψ) and its specific modelling will be
discussed in Section 1.2.3. This PDEs system must be accompanied by
proper boundary conditions for its closure and numerical solution. In
particular, concerning wall boundaries, energy equation requires fixed
heat flux or wall temperature condition, similarly to Eqs. 1.3.
If the problem involves a non-reacting incompressible flow with a single
phase and component, Eq. 1.7d can be simplified and with the additional
hypothesis of constant properties and absence of source terms it becomes:

ρcp
DT

Dt
= −λ

i=3∑
i=1

∂2T

∂x2
i

+ τij
∂ui
∂xj

(1.9)

As in Section 1.2.1, this last equation can be rewritten in a dimensionless
form introducing, in addition to the variables defined in Eq. 1.5, the
dimensionless velocities:

u∗i =
ui
U

(1.10)
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where U is the characteristic velocity. Considering for a fluid flow the
characteristic time τ = U/L, Eq. 1.9 becomes [38]:

DT ∗

Dt∗
= − 1

RePr

i=3∑
i=1

∂2T ∗

∂x∗2i
+

2Ec

Re
Φ∗ (1.11)

Here, Φ∗ is the dimensionless form of the viscous dissipation function:

Φ =
1

µ
τij

∂ui
∂xj

(1.12)

Three dimensionless groups appear in Eq. 1.11, that are the Reynolds
number Re, the Prandtl number Pr and the Eckert number Ec:

Re =
inertia forces

viscous forces
=
ρUL

µ
(1.13a)

Pr =
molecular momentum diffusivity

thermal diffusivity
=
µcp
k

=
ν

α
(1.13b)

Ec =
kinetic energy of the flow

enthalpy difference of boundary layer
=

U2

cp∆T
(1.13c)

The magnitudes of these numbers affect the relative contribution of the
different heat transfer mechanisms to the temperature field. However, the
term related to viscous dissipation is often neglected. In laminar flows,
characterized by low Re, steep temperature gradients can promote heat
transfer by conduction. On the other hand, high Re flows as the turbulent
ones, simplify Eq. 1.11 in:

DT ∗

Dt∗
≈ 0 (1.14)

highlighting the prevalence of convective motions in the energy distribution
of turbulent flows. If the fluid flow is dominated by buoyancy effects the
process is called natural convection. If the inertia forces drive flow motion
forced convection occurs, that in the present applications is definitely the
dominant process.
Independently by the flow regime, approaching a wall the flow velocity
tends to zero and the surface is covered by a stagnant fluid layer, where
conduction occurs:

q′′cond,w = −λf
∂T

∂n

∣∣∣∣
y=yw

(1.15)

Here, λf is the thermal conductivity of fluid and at equilibrium q′′cond,w
must be equal to the convective heat transfer. However, in Eq. 1.15
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the near-wall temperature gradient depends on the above flow where
convection prevails. Consequently, the Newton’s law of cooling is used to
model convection:

q′′conv,w = h(Tw − Tf ) (1.16)

where h is the heat transfer coefficient and Tf is a reference fluid temper-
ature, often set to the far-field temperature. Unlike λf , h is not a fluid
property because it takes into account of the flow field characteristics.
Indeed, making equal Eqs. 1.15 and 1.16 and making dimensionless the
temperature gradient, the heat transfer coefficient can be expressed as:

h =
λf
L

∂T ∗

∂n∗

∣∣∣∣
y∗=0

(1.17)

or, in its dimensionless form:

Nu =
hL

λf
=
∂T ∗

∂n∗

∣∣∣∣
y∗=0

= f(Re,Pr,Ec) (1.18)

where Nu is the Nusselt number that in general terms, according to Eq.
1.11, depends on the Re, Pr and Ec numbers.

Turbulence

Turbulence is the natural state of a fluid flow and occurs when the
Reynolds number exceeds a critical value. In this case inertia of the
flow (convection contribution) is higher than viscous forces (diffusion
contribution) and the flow becomes irregular and chaotic, increasing the
transport phenomena, such as diffusion of mass, heat and momentum.
In turbulent regime, the flow is characterized by small coherent vortices,
the eddies. These three-dimensional turbulent structures, that born
random, are responsible for stochastic velocity fluctuations u′i(t) and for
their correlation between two points closer than a certain distance named
integral length scale l0. These turbulent structures are superimposed in
space, with larger ones that contain the smaller ones, as shown in Fig.
1.4. The size of smallest vortices depends strongly on Reynolds number
and since eddies evolve in all directions the phenomenon is intrinsically
three-dimensional.
Turbulence can be represented with the so-called Reynolds decomposition:

ui(x, t) = ūi(x) + u′i(x, t) (1.19)

where ūi is the mean value, while the fluctuating component can be viewed
as a statistical population with its probability distribution and, accord-
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Figure 1.4: Effect of Reynolds number on the turbulent structures in a
mixing layer (adapted by Brown and Roshko [39])

ingly, standard deviation ui,rms. Such quantity is related to turbulent
kinetic energy (TKE) k, reflecting the level of unsteadiness and expressed
as:

k =
1

2
(u2
x,rms + u2

y,rms + u2
z,rms) =

3

2
u2
rms (1.20)

In a turbulent flow, eddies can be found in a wide range of spatial, temporal
and velocity scales. Each one has a specific role in the so-called Energy
Cascade process, which explains how the flow dissipates the turbulent
kinetic energy: biggest anisotropic scales (energy containing range), that
have a characteristic length similar to the domain dimension, introduce
this energy in the cascade process whereas the smallest isotropic ones
work to dissipate it (dissipation range). Between these scales there is the
inertial sub-range that transports k towards smaller scales. This transfer
process occurs because eddies disrupt and become ever smaller and more
isotropic. In some cases backscattering phenomena can also occur, where
the energy flux between the scales is inverse respect the cascade process.
The energy distribution between the eddies of different scales is represented
by the energy spectrum E(κ) (Fig. 1.5), such that:

E(κ)dκ = dk (1.21)
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where κ = 2π/l is the wave number related to eddies of size l. From the

Figure 1.5: Energy spectrum with representation of the Energy Cascade
process

shape of E(κ) in the inertial subrange shown in Fig. 1.5, a more general
expression of the energy spectrum may be determined as:

E(κ) = Cε2/3κ−5/3fLfη (1.22)

where fL and fη are empirical functions that must be introduced to model
the energy containing range and the dissipation range, respectively.
As already reported, the largest eddies have scales, called integral scales
(lo,u0,τ0), with dimensions of the same order of characteristic scales of
the flow (l0 = o(L) and u0 = o(urms) = o(ū)) and therefore influenced
by boundary conditions. As a results, such turbulent structures do not
shown universal features and have the most part of energy and anisotropy
of the flow. On the other hand smallest scales, i.e. the Kolmogorov
scales, are responsible of the dissipation process and present viscous forces
comparable to the inertial ones (Reη = uηη/ν ≈ 1). In equilibrium
condition the energy transfer equals the energy dissipation and this last
term depends only on the integral scales. Thus an useful parameter,
specified as turbulent dissipation rate ε, can be defined through of a
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dimensional analysis as:

ε ≈ u3
0

l0
≈ u2

0

τ0
(1.23)

It is worth noting that such quantity is independent from cinematic
viscosity ν and that equilibrium hypothesis is especially valid for the small
eddies which promptly adapt themselves on large scales dynamics.
Combining Equation 1.23 with k ≈ u2

0 the integral turbulent length scale
can be rewritten as:

l0 ∝
k1.5

ε
(1.24)

The remaining scales may be calculated for high Re flows using the
well-known three Kolmogorov hypothesis [40]:

1. In turbulent flows exist a length scale lE1 << l0 below which the
turbulent scales are statistically isotropic. These are the Kolmogorov
scales.

2. These isotropic scales and their statistics have an universal shape
only determined by ν and ε. Thus, by means of a dimensional
analysis, those quantities can be estimated as:

η =
(ν3

ε

)0.25

, uη = (εν)0.25 , τη =
(ν
ε

)0.5

(1.25)

3. Statistics of intermediate scales, such that l0 >> l >> η (i.e.
corresponding to the inertial subrange), have an universal shape
which depends only on ε. In this range, for a given length scale l,
velocity and time scales are estimated as:

u(l) ≈ (εl)1/3 ≈ u0(l/l0)1/3 , τ(l) ≈ (l2/ε)1/3 ≈ τ0(l/l0)2/3

(1.26)
Hence, it is clear that in this range smaller eddies have also smaller
characteristic velocity (≈ u(l)) and “lifetime” (≈ τ(l)).

1.2.3 Combustion

Combustion is an oxidation reaction highly exothermic in which, for
aeroengine applications, oxidant species is oxygen O2 and fuel species is
an Hydrocarbon (CxHy). The reaction mechanism is usually extremely
complex, involving hundreds of species and thousands of elementary re-
actions, each of them taking place in gaseous state, where molecular
mixing is achieved and the elementary reaction occurs; thus, liquid fuels
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need to evaporate before oxidize. The process includes chain branch-
ing reactions, a series of consecutive reaction steps with a globally net
positive production of highly reactive intermediate species causing the
self-acceleration of fuel consumption. These species, said chain carriers,
are atoms or free radicals (i.e. components having unpaired electrons) in
small concentration and with a short lifetime. As the residence time of
species is not normally sufficient to reach equilibrium state in practical
conditions, combustion is dealt with chemical kinetics.
Considering a simple reaction as follows:

nAA+ nBB → nCC + nDD (1.27)

the reaction rate RR can be expressed with the law of mass action as:

RR = K(T )CαAC
β
B (1.28)

where K is the specific reaction rate constant, depending on temperature.
This law, with experimental basis, states that RR is a strict function of
the reactants concentrations Ci. The exponents α and β correspond to the
stoichiometric coefficients for elementary reactions or to experimentally-
fitted values for global reactions.
In order to evaluate K the Arrhenius model is usually chosen:

K(T ) = AfT
βe−

Ea
RT (1.29)

where Af and T β (0 ≤ β ≤ 1) are, respectively, the collision frequency
and the Boltzmann factor. This last specifies the fraction of collisions
that have energy level greater than the activation energy Ea, defined as
the energy barrier that reactants must overcome to initiate the reaction.
Afterwards, when combustion takes place, Ea is supplied by heat gener-
ated from reaction process.
Eq. 1.28 highlights that combustion is strongly influenced by species
concentration. As the reactions occur only when stoichiometric conditions
are reached at a molecular level, mixing plays a key role to the success of
the entire process. In laminar flames, mixing is only driven by molecular
diffusion with unavoidable low reaction rates. On the other hand, turbu-
lence can increase the burning rate because of the interaction between
flame and eddies. Indeed, flame front is stretched by vortices resulting in
higher flame surface and gradients while the enhanced mixing promotes
the addition of fresh reactants into the reaction zone: these properties
make turbulent flames more interesting from an industrial point of view.
A key parameter for premixed flames is the laminar flame speed sL, that
is the speed at which the flame front moves with respect to the fresh
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gases [41]. It takes small values that depend on thermal diffusion and,
above all, on reaction rate. The flame brush, defined as the envelope of
the instantaneous flame front that still moves at a flame speed sL locally
normal to the flame front, can be identified by experiments. However,
due to the turbulence, a wrinkling of the flame front occurs, causing an
increase in flame surface AT and consumption of reactants, as shown in
Fig. 1.6. This increased reaction rate is justified with a turbulent flame

Figure 1.6: Effects of turbulence on a premixed flame front [41]

speed, higher than sL. Referring to Fig. 1.6, sT can be expressed as
[42, 43]:

sT
sL

=
AT
A
≈ 1 +

u′

sL
(1.30)

that shows the direct link with turbulence by means velocity fluctuations.
Different regimes can be found in turbulent premixed flames that are
summarized in the Borghi Diagram [44] shown in Fig. 1.7, as a function
of the Damkohler number Da and the Karlovitz number Ka:

Da =
turbulent mixing

chemistry
=
LT sL
δLu′

(1.31a)

Ka =
chemistry

turbulent micromixing
= (

δL
Lk

)2 (1.31b)

which represent a comparison between turbulence and chemical scales.
Damkohler number is defined for the largest eddies and corresponds to
the ratio of the integral time scale to the chemical time scale, whereas
Karlovitz number corresponds to the inverse of a Damkohler number
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Figure 1.7: Borghi diagram for turbulent premixed flames[45]

computed for the smallest eddies, i.e. is the ratio of the chemical time
scale to the Kolmogorov time scale.
When Ka < 1, the chemical time scale is shorter than any turbulent
time scales and the flame front is thin, with thickness smaller than the
Kolmogorov scale. The inner structure of the flame is close to a laminar
one and this regime is identified as flamelet regime.
When 1 < Ka < 100 a thickened wrinkled flamelet is observed because
the smallest eddies are able to modify the preheat zone while the reaction
zone, smaller than η is kept laminar. This regime, called thin reaction
zone, is typical of gas turbine combustors.
As Ka further increasing, (Ka > 100, Da < 1) turbulent motions have
shorter characteristic times than the chemical reaction time and reactive
phenomenon is limited by chemistry. Here, both preheat and reaction
zone are affected by turbulent motions and no laminar structure could be
longer identified (distributed reaction regime).

1.2.4 Radiation

Unlike conduction and convection, radiative heat transfer occurs inde-
pendently by the presence of a material medium. All the bodies with a
temperature above 0 K emits thermal radiation in the form of electro-
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magnetic waves. A strongly non-linear relation links radiative heat flux
emitted by any body with its temperature:

E = σ0εT
4 (1.32)

where σ0 = 5.67 · 10−8[W/(m2K4)] is the Stefan-Boltzmann constant and
ε is a material property called emissivity with 0 ≤ ε ≤ 1 (ε = 1 only for
blackbody). Eq. 1.32 represents the generalization of Stefan-Boltzmann’s
law for real surfaces and quantifies the energy emitted by a surface per
unit time and per unit area in the whole wavelength spectrum. The
emissive power per unit wavelength Eλ, called monochromatic emissive
power, is well-known for a blackbody by the Planck’s law, that shows the
distribution of Eλ among the wavelengths for a certain temperature. In
real surfaces, instead, the emissivity becomes dependent on wavelength
as well as the emissive power itself and a graybody approximation is
commonly applied, as depicted in Fig. 1.8, where the emissivity is set
equals to a constant average value.

Figure 1.8: Radiation spectra from a blackbody at 3000 °F, an ideal gray
body and a real surface [46]

In addition to emissivity, a generic material shows radiative properties also
regarding the incident radiation on its surface. Given the total upcoming
energy, a fraction r will be reflected, a fraction a will be absorbed and
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the remaining part t will be transmitted across the matter, so that:

r + a+ t = 1 (1.33)

These three parameters, that are the reflectivity (r), the absorptivity (a)
and the transmissivity (t), are once again a function of wavelength and
influence the behaviour of a surface towards incident rays; for example,
if t = 0 the material is opaque but when t = 1 it becomes transparent.
The absorptivity is always equal to the emissivity for each wavelength as
stated by Kirchhoff’s identity. The reflectivity can be affected by surface
finishing. Ideally, an incident beam can be reflected uniformly in all
directions (diffuse reflection) or with an angle equal to the incident ones
(specular reflection). Even if no real surface is either diffuse or specular,
the former behaviour is typical of a rough surface while the latter can be
observed in polished surfaces.
When two bodies, respectively at temperature T1 and T2, exchange energy
each other in vacuum, the net heat flux on the surface of body 1 is:

Q = σ0A1F12(T 4
1 − T 4

2 ) (1.34)

Here, A1 is the surface area of body 1 and F12 is a factor depending on
both the geometric view factor and the emissivity of the surfaces. However,
in real applications the radiative heat transfer problem is quite complex.
It can involve many surfaces at different non-uniform temperatures that
radiate each other with their mutual view factor through a participating
media. Materials are far from both a blackbody and graybody. The
participating media itself, as the name suggest, can emit and absorb
radiation for certain wavelengths as well as can be transparent for others.
Moreover, emissivity is not only a function of wavelength and temperature
but also of direction. As a result, the radiation beams are characterized
more effectively in terms of spectral intensity of radiation Iλ(θ, φ). It
represents, in a spherical coordinate system, the thermal radiation power
emitted at the wavelength λ per unit solid angle centered around the
direction (θ, φ) by a surface of unit area normal to this direction. In
addition to I(θ, φ), the spectral irradiation Gλ is widely exploited in
radiative problems to compute the incident radiation from all the directions
and it is defined as:

Gλ =

∫ 2π

0

∫ π/2

0

Iiλ(θ, φ, λ)cosθsenθdθdφ (1.35)

where Iiλ(θ, φ, λ) is the incident intensity of radiation for a given wave-
length per unit area of a surface normal to the direction (θ, φ) per unit
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solid angle about the same direction.
Dealing with a participating medium, the intensity of radiation of a beam
can be attenuated or extinguished travelling along the direction ~Ω = (θ, φ).

The decrease of Iλ(~Ω) in an infinitesimal length ds is proportional to the
intensity itself, or:

dIλ(~Ω) = −βλIλ(~Ω)ds (1.36)

The proportionality constant βλ is the extinction coefficient and represents
the energy lost per unit length by the beam. It can be rewritten in the
following form:

βλ = κλ + σλ (1.37)

emphasizing the main attenuating mechanisms, that are absorption (κλ)
and scattering (σλ). Even if they can be grouped in Eq. 1.36, these two
phenomena lead to different fates for the incoming radiation. Indeed,
while absorbed beam energy is converted into internal energy, scattering
results in a change of beam direction.
The contributions to the conservation of radiant energy are depicted in
Fig. 1.9 for a pencil of radiation with direction ~Ω, length ds and volume
dV . The incoming radiation Iλ is intensified by the energy emitted in

Figure 1.9: Conservation of radiant energy principle [38]

the volume (1) and reduced by the absorbed one (2). Concerning the
scattering, beams coming from all the directions can be scattered in the
direction ~Ω increasing Iλ (3). On the contrary, the beam along ~Ω can
change its direction (4), coming out of the Iλ budget. All these four terms
act as source/sink terms in the conservation equation for the spectral

intensity of radiation Iλ(~r, ~Ω, t) along a given direction ~Ω, that is the
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Radiative Transfer Equation (RTE):

1

c

∂Iλ
∂t

+ ~∇ · ~ΩIλ + βλIλ = κλIbλ(T ) +
σλ
4π

∫
Ω′=4π

ψλ(~Ω′, ~Ω)Iλ(~Ω′)dΩ′

(1.38)

where the operator ~∇· ~Ω is to denote the projection of divergence operator
on the direction ~Ω and Ibλ(T ) is the blackbody radiation at temperature
T . The integral term on the right-hand side represents the scattering from
all the directions to ~Ω and it depends on the phase function ψλ(~Ω′, ~Ω),

which returns the fraction of energy scattered from ~Ω′ in ~Ω. As the
changes in time of Iλ are small for the applications discussed in the
present manuscript and the time derivative is divided by the speed of light
c, the transient term of Eq. 1.38 can be omitted. To close the problem
emissivity and reflectivity properties must be provided at the boundary
surfaces.
The RTE is coupled with energy equation through the temperature. Hence,
source/sink term of energy in dV due to radiation can be computed in
the domain starting from a distribution of Iλ as follow:

ω̇rad =

∫ ∞
0

κλ[4πIbλ(T )−Gλ]dλ (1.39)

Here, ω̇rad is an integral value over the entire solid angle and the spectrum.

1.3 Time scale analysis

In the previous section governing equations of the main phenomena
that can be involved in a CHT problem were presented, highlighting
the various mechanisms by which thermal energy is generated and trans-
ported. The transport properties of the materials as well as the processes
themselves determine the thermal response time of the system, leading to
a wide range of time scales.
Convection is strongly affected by turbulence in real applications. Eddies
have sizes ranging from the Kolmogorov length to the integral length.
Each vortex structure transports mass and heat by convection with its
own velocity. As a result, at wall the convective heat fluxes fluctuate
in the whole turbulence spectrum. The smallest time scales related to
the Kolmogorov scale have a key role in the cascade process, influencing
the turbulent diffusion of heat in the fluid flow. However, the effects of
these scales on metal temperature distribution are moderate. On the
other hand, time scales as the integral ones cause the largest temperature
fluctuations in the fluid, gaining importance in the transient evolution of
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wall temperature. As the integral scales depend on the inlet conditions
and geometry of the problem, the characteristic convective time scale can
be expressed as:

τconv =
L

U
(1.40)

where L and U are a reference length and velocity, respectively. In
aeroengine burners L is the combustor length and U is the bulk velocity
within the flametube. Considering typical order of magnitude for these
quantities, that are L = o(0.1m) and U = o(100m/s), τconv is of the order
of 1 ms.
In Section 1.2.1 the dependency of conduction on thermal diffusivity α
was emphasized. Unlike convection, now, having to deal with a solid, this
transport property determines the speed of heat propagation through the
material that is α/L. Using the solid thickness t as reference length, the
characteristic conductive time scale is:

τcond =
t2

α
(1.41)

Here, reference values for a combustor (i.e. t = o(1mm) and α =
o(10−6m2/s)) give τcond of the order of 1 s. This value is at least two
order of magnitude higher than the fluid convective time scale τconv.
Radiation is an electromagnetic phenomenon, then the beams travel to the
speed of light c independently by their wavelength, as shown in Eq. 1.38.
Occurring mostly in fluid, the radiative heat transfer is characterized by
the same reference length of convective processes. With this assumption,
the characteristic radiative time scale is easily expressed as:

τrad =
L

c
(1.42)

As the speed of light is about 3 · 108m/s, τrad is of the order of 1 ps,
widely below the Kolmogorov scale of turbulence. If compared with the
others heat transfer mechanisms, radiation occurs instantaneously and
can be treated as a steady-state process.
Chemical time scales governing a reacting flow differ by many orders
of magnitude because combustion involves both slow (o(1s)) and fast
(o(10−9s)) reactions, the former limiting the global speed of the process.
In aeroengine combustion regime is identified by Da = o(10)− o(103) and
Ka = o(10−1)− o(10) [47]. A characteristic time scale for combustion can
be estimated using the laminar flame speed sL as reference velocity and
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the laminar flame thickness δL as characteristic length:

τchem =
δL
sL

(1.43)

While sL = o(10−1)−o(1) m/s for aviation fuels, δL can be approximated
using the mass diffusivity D by the ratio D/sL and is of the order of
o(10−5)− o(10−4) m. Hence, replacing these order of magnitudes in Eq.
1.43 gives a range for combustion time scales of o(10−5)− o(10−3) s that
is smaller than both conduction and convective scales.

1.4 Stability of coupling interface

The physical interface between fluid and solid is characterized by the
continuity of energy equation. As heat fluxes and temperature are contin-
uous at the interface, these are the natural quantities to share between the
domains. In strong coupling the interface condition is automatically set
by the heat balance on control volumes including the interface itself. In
loosely coupled approaches, these information must be exchanged between
the solvers and applied as boundary conditions, as shown in Fig. 1.10.
The choice of strong or loose coupling is not straightforward and it is

Figure 1.10: Interface quantities in a fluid-solid interaction

worth a deeper discussion.



1.4 Stability of coupling interface 31

1.4.1 Strong vs Loose coupling

In the context of Conjugate Heat Transfer problems involved in the
present work, conduction is a phenomenon having a weak interaction
with the aerothermal field of the flametube core. A direct effect of metal
temperature on the gas phase is found only in the near-wall region, where
convective heat transfer occurs. This is particularly true dealing with
liner walls but in other cases, however, wall temperature can affect the
stabilization mechanism of the flame and, then, the combustion process.
For instance, in bluff-body stabilized flames the temperature of flame
holder can determine flame front positions [48, 49] as well as contribute
to blow-off phenomena [50]. Similar effects was found for swirling flames,
where the wall heat transfer can modify the flame structure [51, 52], flame
dynamics [53] and emissions [54]. On the other hand, radiation has a
huge dependency by the aerothermal field but a limited impact on the
flow field. Small effects are only due to the redistribution of energy that,
however, results in temperature changes of 200 K at most [54, 55].
From a physical and numerical point of view modifications in these phe-
nomena can require several iterations to significantly adjust the different
field quantities of the multiphysics problem. For this reason an iteration-
by-iteration coupling, as in the strongly coupled approach, could not
make sense in many applications and requires a useless computational
effort to reach the converged solution of metal temperature. Alternatively,
reaching the same final result, the variables can be exchanged every a
certain number of iterations to reduce CPU hours: this is the main idea
behind loosely coupled methods. Nonetheless, the gain in computational
cost is not always justified by the higher complexity, mainly related to the
exploitation of a dedicated solver for each physics and a specific procedure,
or even code, to couple them.
In addition to considerations about CPU time and the complexity of
implementation, a comparison between the methods highlights also dif-
ferences in the numerical stability. For this purpose, the main finding of
the stability analysis carried out by Giles [56] on a simple 1D unsteady
thermal diffusion problem are here reported. The governing equation is:

ρc(x)
∂T

∂t
= −∂q

′′

∂x
(1.44)

where c(x) is the specific heat and q′′ is the heat flux, which in absence
of convection follows the Fourier’s law 1.1. The heat transfer process in a
combustor liner is definitely more complex for the presence of different
phenomena, as widely explained in Chapter 1. However, in the absence
of radiation the wall heat transfer is dominated by diffusive phenomena
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not only in the solid but also in the fluid as far as the viscous sublayer is
concerned. Eq. 1.44 can be rewritten in the integral from:

d

dt

∫ x2

x1

ρcTdx = −[q′′]x2
x1

(1.45)

to solve it similarly to a finite volume method. Considering the conjugate
heat transfer between two different materials (i.e. a solid and fluid) with
constant properties and the grid depicted in Fig. 1.11 the numerical
Fourier number for the generic material d can be defined as:

Fod =
λd
ρdcpd

∆t

∆x2
d

(1.46)

where ∆t and ∆xd are, respectively, the time-step and mesh element size.
In the present problem, ∆xd is uniform in each domain but different sizing
can be used in solid and fluid. Eq. 1.45 is discretized using a forward Euler

Figure 1.11: Computational grid and time advancement of the domains
for the 1D diffusion problem investigated in [56].

scheme in time and a conservative spatial scheme in space, consisting in a
heat balance on the length element connecting two neighbouring centroids
of the grid elements. As a result the temperature in the j-th interior node
is:

T t+1
j = bT tj−1 + (1− a− b)T tj + aT tj+1 (1.47)

At the nodes within each domain the coefficients a and b are:

a = b = Fod (1.48)

At the interface node, instead, these two parameters are:

a =
2Fofr

1 + r
, b =

2Fos

1 + r
(1.49)
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where r is the ratio of the heat capacities of the computational cells on
either side of the interface:

r =
ρfcpf∆xf
ρscps∆xs

(1.50)

Following Eq. 1.47 the coefficients on the interior nodes of each domain
can be grouped in band square matrices [(nd − 1)× (nd − 1)]:

Md
ij =


Fod for j = i− 1

1− 2Fod for j = i

Fod for j = i+ 1

(1.51)

In addition, interface condition at the node joining the two domain can
be represented by a row vector I respecting Eqs. 1.47 and 1.49. Lastly,
boundary conditions must be imposed on the first and last grid node (i.e.
j = 1 and j = ns + nf + 1 in Fig. 1.11). For fixed temperature or zero
heat flux the boundary condition results in a row matrix as:

BCdj =

{
[1 0] that is T s0 = T sbc or q′′fbc = 0

[0 1] that is T f0 = T fbc q′′sbc = 0
(1.52)

The above defined matrices can be grouped into a unique band square
matrix [(ns + nf + 1)× (ns + nf + 1)]:

Mcht =


[BCs] 0
[Ms] 0

0 [I] 0

0 [Mf ]

0 [BCf ]

 (1.53)

This matrix depends only on constant parameters as the grid element
size, time step size, material properties and boundary conditions. The
temperature evolution over time in each point can be solved simply as a
matrix product between [Mcht] and the temperature vector [T ]n at time
step t:

[T ]t+1 = [Mcht][T ]t (1.54)

The stability in the computation of [T ]n+1 is driven by the spectral radius
ρ([Mcht]) of [Mcht]. A stable numerical scheme must satisfy the following
constraint:

ρ([Mcht]) ≤ 1 (1.55)

As demonstrated in [56] the fully coupled approach is stable if Fod ≤ 0.5,
that is the Fourier stability condition related to the time discretization
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scheme.
Moving to a loosely coupled approach Eq. 1.47 is still valid for the interior
grid nodes of solid and fluid domains. However, at the interface a different
condition is required because two separate overlapped nodes are formally
used, one for the solid and the other for the fluid. For this reason, Eq.
1.45 at the interface is discretized on a control volume of width ∆xd/2.
In the solid domain the equation becomes:

ρscps∆xs
2∆t

(T t+1
I − T tI ) = −q′′w −

λs
∆xs

(T tI − T tns) (1.56)

The heat flux q′′w, specified as interface boundary condition, is computed
from the fluid domain as:

q′′w = − λf
∆xf

(T tns+2 − T tI ) (1.57)

It is worth mentioning that fluid solution can affect the solid temperature
by means q′′w, which is the only data coming from the fluid domain. In turn
Eq. 1.56 computes the temperature T t+1

I used by the fluid as interface
boundary condition for Eq. 1.47. Hence, distinct solvers can be employed
for the solution of the two halves, that can run in parallel exchanging q′′w
and T t+1

I at the end of the timestep. As shown in Eq. 1.56, the interface
temperature is computed by an heat balance on a control volume half the
width of the one used in a fully coupled approach, so including only the
solid part. Although the form of Eq. 1.47 still represents the row vector
I, the a and b parameters must account for the different discretisation
and can be expressed as:

a = 2Fofr , b = 2Fos (1.58)

Comparing these parameters with Eq. 1.49, in a loosely coupled approach
[Mcht] tends to the corresponding matrix of a strong coupling if r << 1.
Indeed, in a strongly coupled algorithm heat capacity of the control volume
through the interface becomes influenced mostly by the solid contribution.
The numerical stability of the loose coupling scheme is ensured when
Fod < 0.5.
This analysis highlights that the parameter r has a key role in the definition
of the requirements for coupling stability. A detailed analysis of this
algorithm was reported in [56] using asymptotic solutions and, here, it
is summarized for the sake of brevity. When Fod << 1 the condition
r < 1/Fof must be satisfied. However, when r << 1 the Fourier stability
ensures also the coupling stability. On the other hand, when r >> 1 the
loosely coupled system is unstable. The value of r for which instability
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begins is:

rlim =

√
1− 2Fos

1−
√

1− 2Fof
(1.59)

The previous analysis was conducted hypothesizing at the interface a
Neumann boundary condition for the solid (i.e. q′′w) and a Dirichlet
boundary condition for the fluid (i.e. TI). Making this choice, the loose
coupling will be always stable because the heat capacity of solid is largely
higher than the fluid one. Reversing the two BCs, which is equivalent
to interchange solid and fluid domain in Fig. 1.11 (i.e. the ”f” and ”s”
subscripts/superscripts in the previous equations), the numerical solution
becomes unstable because r >> 1. In this case, stability can be recovered
using an extremely small time-step in fluid solver such that Fof ≤ 1/r,
largely below the needed for Fourier stability.
Time discretization can be explicit or implicit. In the previous analysis
the performance of an explicit algorithm were investigated. However,
implicit algorithms have interesting stability properties. In [56] a backward
Euler discretization is applied on both the strongly and loosely coupled
approaches. The former shows an unconditionally stable behaviour related
to the absence of Fourier stability limits in implicit algorithms. Once
again, the loose coupling is stable if r << 1, independently by the Fod

values, while it is unstable for r >> 1. However, large timestep size
are allowed by the implicit assumption and Fod >> 1. Under these
conditions, the stability limit is:

r <

√
Fos

Fof
(1.60)

or:
(ρfcpf )3∆x4

f

λf
<

(ρscps)
3∆x4

s

λs
(1.61)

Concerning the choice of boundary conditions, comments similar to explicit
time discretisation can be made and the Neumann type for solid and
Dirichlet type for fluid are preferred for stability reasons.

1.4.2 Synchronization of the solvers

In the context of unsteady loosely coupled approaches one of the main
problems to be addressed is the time-advancement of the involved solvers.
In the stability analysis reported in [56] (see Section 1.4.1) the solvers are
kept synchronized in time or, in other words, communication occurs at
the end of time-step, whose size is the same in solid and fluid domains.
In CFD applications this solution strategy is infeasible because of the
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different time scales and the CPU time required to solve the fluid flow.
An effective technique is to desynchronise the solvers [31] as shown in Fig.
1.12 that, however, strongly modifies all the terms in Eq. 1.54 and, in
turn, the stability properties of the loose coupling.

Figure 1.12: Computational grid and time advancement of the domains
for the 1D diffusion problem with desynchronization of time steps.

The time advancement in the interior nodes is still governed by Eq.
1.47, where ts and tf are used in place of t, representing the time step
of solid or fluid respectively. Hence, the two solvers run in a segregated
manner solving the following system:

[Td]
td+1 = [Md

ht][Td]
td (1.62)

where [Md
ht] is the matrix representing heat transfer within the domain

”d” and [Td] is the vector of temperature at the grid nodes. At interface
in solid domain Eq. 1.56 is slightly different:

T ts+1
I,s = T tsI,s − 2Fos(T tsI,s − T

ts
ns) + 2

∆ts
∆tf

rFof (T̃
tcpl
ns+2 − T̃

tcpl
I,f ) (1.63)

In addition to the temperatures at solid nodes, the [Ts] vector must contain
T̃ , which is kept constant during the solid computation and updated by
the fluid solver at the coupling iteration tcpl such that:

Ts =
[
T0 T1 ..... TI,s T̃I,f T̃ns+2

]
(1.64)

The segregated computation of this new domain including the solid and a
thin fluid layer is therefore characterized by a constant heat flux imposed
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by the temperatures T̃ . The resulting [Ms
ht] is:

Ms
ht =


[BCs] 0
[Ms] 0

0 [Is]
0 1 0
0 1

 (1.65)

where the interface row vector [Is] can be derived from Eq. 1.63. In
the fluid domain Eq. 1.47 is valid for all the interior nodes while at the
interface node a fixed temperature boundary condition is applied, whose
value is kept constant during the fluid coupling iteration, or:

T
nf+1

I,f = T̃
ncpl
If

(1.66)

Now, for the fluid, the vector [Tf ] of temperatures and the matrix [Mf
ht]

of the heat transfer are, respectively:

Tf =
[
T̃I,f Tns+2 ..... Tns+nf+1 Tns+nf+2

]
(1.67)

and:

Mf
ht =

 1 0

[Mf ] 0

0 [BCf ]

 (1.68)

The application of [Md
ht] on [Td]

td (i.e. Eq. 1.62) must be repeat for the
number of inter-coupling iterations, that is tcpl,d times. The powered
matrices can be assembled in a unique matrix Mass as:

Mass =

[
[Ms]tcpl,s 0

0 [Mf ]tcpl,f

]
(1.69)

A new matrix Mcpl, however, is required to update the boundary temper-
atures and heat flux at the interface side of the halves, so restoring the
coupling. This matrix is defined as:

Mcpl =

[1]s 0 0
0 [U ] 0
0 [1]f

 (1.70)

The identity matrices [1]s and [1]f are of (ns × ns) and (nf × nf ) size,
respectively. The matrix [U ] of (3× 5) size is devoted to the updating of
the temperatures T̃ .
The solution of a 1D CHT problem using a loosely coupled approach
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with separate timesteps for solid and fluid is summarized by the following
matrix form: [

[Ts]
[Tf ]

]tcpl+1

= [Mcpl][Mass]

[
[Ts]
[Tf ]

]tcpl
(1.71)

This equation is similar to Eq. 1.54 but now the temperature array
advances at the coupled timestep. Moreover, in Eq. 1.71 [Mcht] =
[Mcpl][Mass] depends on the number of sub-iterations tcpl,s and tcpl,f
which, therefore, can affect the numerical stability.
It is worth emphasizing from Eq. 1.63 that the desynchronisation tech-
nique is practically equivalent to a scaling of solid heat capacity ρscps
by a factor f = ∆ts/∆tf in the synchronised case because the matrix
coefficients do not change.

1.4.3 Interface boundary conditions

Three types of boundary conditions are commonly employed in CHT
simulations, that are:

� Dirichlet condition

TI = Tbc (1.72)

� Neumann condition

q′′I = −λ∂T
∂n

∣∣∣∣
I

= q′′bc (1.73)

� Robin condition

q′′I + αT = Qbc (1.74)

The Robin boundary condition is a linear combination of the others and
can be regarded a generalization of Eqs. 1.72 and 1.73. The positive
weighting coefficient α [Wm−2K−1] is the coupling relaxation parameter
that has a key role on the stability of coupling and convergence rate. On
the fluid side Eq. 1.74 becomes:

q′′f = −q′′s + αs(Tf − Ts) (1.75)

and similarly for the solid side:

q′′s = −q′′f + αf (Ts − Tf ) (1.76)
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When α = 0 Eq. 1.73 is obtained whereas Eq. 1.72 can be derived setting
α =∞.
In terms of boundary pair at interface the mixed boundary conditions are
usually preferred for CHT computations. However, the combinations are
not all stable. The solid Dirichlet/fluid Neumann pair is unstable because
does not satisfy the Giles’ condition [56], as shown in Section 1.4.1.
Most CFD codes provide the convective heat transfer boundary condition:

q
′′I
s = HTC(T Iref − T Is ) (1.77)

where T Iref is a reference temperature at interface and T Is is the interface
temperature on the solid domain. Eq. 1.77 is a particular case of the
Robin boundary condition [57] with:

HTC = αf , T Iref = −
q
′′I
f

αf
+ T If (1.78)

For this reason, here the focus is on the solid Robin/fluid Dirichlet pair.
The parameter αf affects stability of the CHT algorithm, both in steady
and transient simulations. In a steady approach the convergence rate of
interface temperature on fluid side is related to the chosen αf as [58]:

T I,nf = T∞f +

[
B̃i−Bi
B̃i+ 1

]n
∆T0 (1.79)

Here, the physical Biot number Bi and the numerical Biot number B̃i
are defined, respectively, as:

Bi =
hL

λs
(1.80)

and:

B̃i =
αfL

λs
(1.81)

whereas temperature difference ∆T0 represents the initialization error.
Eq. 1.79 highlights that stability can be ensured if:∣∣∣∣∣ B̃i−BiB̃i+ 1

∣∣∣∣∣ < 1 (1.82)

corresponding to the blue areas in Fig. 1.13. A value of this function
close to zero can speed up the convergence of a CHT problem. However,
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Figure 1.13: Stability domain in the steady CHT as function of Bi and
B̃i [57]

according to Eq. 1.81 the coupling relaxation parameter must satisfy:

αf >
h

2
− λs

2L
(1.83)

Hence, the choice of αf is not arbitrary and depends on the solid char-
acteristics (λs and L) as well as the flow field (h). For the convective
boundary condition the lower the αf , the lower changes in temperature
during one iteration because it acts relaxing the heat flux computed by
the fluid, as shown in Eq. 1.76.
Stability analysis of the convective boundary condition on unsteady cal-
culation was carried out in [59] for the 1D Giles’ problem. The interface
row vector [Is] of matrix Ms

ht in Eq. 1.65 must satisfy the convective
formulation, including the parameters αf and Tref that are introduced
as follow:[

Fos 1− Fos(1 + B̃i∆x) FosB̃i∆x
FosB̃i∆x

αf

]
(1.84)

where B̃i∆x is the numerical Biot number based on the element size
∆xs. The vector of temperatures [Ts] is modified according to the new
boundary condition and the T̃ values are replaced by the variables q′′f
and Tf of Eq. 1.76. The stability region of matrix [Ms

ht] and, therefore,
of solid computation depends on the choice of both Fos and B̃i∆x. Fig.
1.14 shows the stability region of B̃i∆x as function of the Fos using an
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explicit algorithm. Hence, chosen Fos the B̃i∆x must be kept below a

Figure 1.14: Stability region of matrix [Ms
ht] as a function of the

numerical Biot number B̃i∆x and the Fourier number Fos [59].

threshold value. The curve suggests that a reduction in time step size
allows higher values for the coupling relaxation parameter. Indeed, even if
higher changes in solid temperature would be permitted by the boundary
condition, these are limited by the smaller time step in any case. Even
if intrinsic stability of Mf

ht does not change from Section 1.4.2 because
of the same interface condition, the stability of Mass is affected by αf as
well as tcpl,s and tcpl,f (see Eq. 1.69). Given the timescale τd and the
time-step ∆td for each domain d, if the number of iterations is expressed
as:

td = αt
τd

∆td
(1.85)

the Mass becomes a function of αf and αt, where αt is the coupling
synchronization time parameter that is equal for both the domains. Mak-
ing this assumption, stability region for the coupling procedure can be
depicted as in Fig. 1.15. Two stability limits are established for the nu-
merical Biot number: a constant upper limit and a lower limit depending
on the αt value. For definitely small coupling synchronization time param-
eter, only the upper limit is present and the B̃i∆x can be lowered. Indeed,
a small αt leads to a more frequent coupling that improves stability range.
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Figure 1.15: Stability map of matrix [Ms
cht] as function of coupling

relaxation parameter αt and numerical Biot number B̃i∆x [59]

1.4.4 Penetration depth and aliasing

In Section 1.4.2 the benefits of a desynchronisation of time steps on
loosely coupled approaches were stressed, especially concerning the speed-
up of solution convergence. The communication between the solvers is
a sampling process of fluid heat flux and solid wall temperature. These
quantities are mapped on a different time line. For instance, changes in
heat flux on fluid domain are viewed by the solid as an apparent (smaller)
frequency relying on the following scaling rule:

fs =
1

a

∆tf
∆ts

ff (1.86)

where a = ns/nf is the acceleration parameter. As a result, numerical
issues must be faced that are unphysical penetration depth and aliasing.
Penetration depth is defined as the length for which the amplitude of a
sinusoidal forcing signal of temperature at wall decays of 99% crossing
the solid thickness. Solving for this problem the 1D version of Eq. 1.2
without heat source terms, the temperature distribution is derived [31]:

T (x, t) = ∆Te−
√

ω
2α
xcos

(
ωt−

√
ω

2α
x

)
(1.87)
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where ∆T is the amplitude of the input signal and ω is its pulsation. This
expression highlights that the frequency of the signal is preserved but the
amplitude is exponentially damped moving through the solid. Moreover,
the higher the frequency, the stronger the damping of an input signal,
as shown in Fig. 1.16. Eq. 1.87 can be used to derive the penetration

Figure 1.16: Decay of temperature amplitude in the solid thickness for
two different frequencies of the input signal.

length, that is:

x1% = ln(100)

√
2α

ω
(1.88)

Unfortunately, the forcing frequency of the solid is enlarged by the desyn-
chronisation for a loosely coupled problem, causing the overprediction
of penetration depth. This is one of the reasons leading this kind of
approaches suitable only for quasi-steady solutions. However, these un-
realistic oscillations can provide a wrong prediction also for the mean
temperature if they affect the flow field as for thin solid.
Aliasing, instead, is a direct consequence of bad sampling. Considering
the simple 1D problem of a thermal capacitor heated through convection
by a fluid with pulsating temperature of amplitude Tfluc:

q′′(t) = Hc(Tf (t)− Ts(t)) (1.89)
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The analytical solution of the problem is [31]:

Ts(t) = (Ts0 − Tf0 −
Tfluc

1 + ω2
0τ

2
)e−

t
τ +

Tfluc√
1 + ω2

0τ
2
cos(ω0t− arcsin(

ω0τ√
1 + ω2

0τ
2

)) + Tf0

(1.90)

where τ = ρcps/Hc. The temperature fluctuation is damped by the solid
that acts as a low pass filter. However, if the same problem is solved in a
discrete fashion as for loose coupling, the convective flux is kept constant
for a certain time interval depending on the coupling frequency [31]. As
in the sampling theory, the results of Nyquist-Shannon theorem should
be taken into account, which states sampling frequency must be at least
twice the signal frequency to avoid aliasing. This issue can appear in
loosely coupled approaches because if the coupling frequency is not small
enough, some relevant flow instabilities are sent to solid solver with a lower
frequency. At worst, an unfortunate sampling frequency not respecting
Nyquist-Shannon theorem can affect also the final wall temperature, as
shown in Fig. 1.17. A possible criteria for the choice of coupling frequency

Figure 1.17: Example of undesirable aliasing on fluid temperature (blue)
that makes a wrong prediction of solid temperature (red).

is to keep the most energy-carrying frequencies, as shown in Fig. 1.18
for a polychromatic spectrum representative of a combustion chamber.
High coupling frequencies fcpl preserve the spectrum shape as aliasing
occurs only on the highest frequencies that, anyway, are poorly energy-
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Figure 1.18: Spectrum of solid temperature for different sampling
frequencies on the spectrum of fluid temperature[31]

carrying. On the other hand, when fcpl is moved below the frequency of
the combustion instability, the whole heat transfer spectrum is shifted
towards lower frequencies. As a results, these aliased frequencies, being
able to penetrate deeply in the solid, make the solutions unrealistic.
In conclusion, the choice of coupling frequency should be a compromise
between computational cost and accuracy, this last obtained limiting the
undesirable aliasing and unrealistic penetration depth for the characteristic
frequencies of the investigated problem.

1.5 State of the art on unsteady CHT modelling

During the past decades several approaches have been developed to
solve transient CHT problems.
Duchaine et al. in [59] proposed a methodology to solve LES-CHT sim-
ulations on massively parallel architectures. As shown in Fig. 1.19 it
relies on the desynchronisation technique for a parallel coupling strategy.
Mixed Dirichlet/Neumann boundary conditions provide a stable coupling
at a constant frequency, leading this method suitable for the prediction
of steady state metal temperature. The AVBP [60] and AVTP codes are
used as fluid and solid solvers, respectively. The codes are coupled with
the OpenPALM software [61], a general tool managing almost all the
aspects of the coupling. It distributes the CPU between the solvers to
optimize the computational resources and limit the queue time. Moreover,
it exploits an efficient client-server mechanism to directly exchange the
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Figure 1.19: Parallel coupling strategy adopted in [59]

interface data between the communicating partitions of the solvers. To
preserve the value of fields at the interface when different meshes are
adopted, appropriate interpolation scheme are provided. The procedure
was successfully applied on a turbine blade, where a sensitivity analysis on
both the coupling relaxation parameter and coupling synchronization time
parameter is presented. The same strategy was adopted in [62] to solve
the CHT problem on a reverse flow RQL combustor. Here, a radiative
solver exploiting the DOM model was added and coupled to both the
solid and fluid.
He et al. in [63] illustrate a method to solve unsteady CHT problems
based on a time-scale decomposition of the near-wall fluid temperature.
The mean value is used to solve the steady conduction problem in the
solid. Fluctuating component, instead, is decomposed in its harmonics
using a Fourier transform. The pairs amplitude-frequency thus obtained
are required by a semi-analytical interface model to compute the wall tem-
perature in the spectral domain. This model is obtained by conservation
of energy at the interface, where heat fluxes are derived by the flow field
solution for the fluid side and by an analytical 1D solution of conduction
in a semi-infinite domain for the solid side. The resulting wall temperature
is transformed in the time domain, summed to the mean value provided by
the steady solid solver and applied as time-dependent interface boundary
condition for the fluid side. If the unsteady temperature field within the
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solid is desired, the same wall temperature spectrum can be adopted as
boundary condition for the unsteady conduction problem. This approach
was demonstrated for a turbine cascade subject to inlet unsteady hot
streaks using URANS [63] and natural convection problems using URANS
[64] as well as LES [65].
Koren et al. in [32, 55] developed a different coupling procedure to sim-
ulate multiphysics problems involving turbulent reacting flow, radiative
heat transfer and wall heat transfer. As in [59], these phenomena are
solved on different solvers following the scheme depicted in Fig. 1.20 and
the data exchange is performed through the coupling library OpenPALM.
Unlike the previous approach, the application of an Hybrid-Cell interface

Figure 1.20: Solution strategy adopted in [32] with focus on the interface
fluctuating temperature

model ensures the energy conservation. Indeed, it solves in a dedicated
ODE solver the energy balance equation on an hybrid cell around the
interface composed by the first cell layer of fluid and solid meshes. The
resulting interface temperature is set as Dirichlet boundary condition on
both the domains. The interface solver is aided by a PID controller that
dynamically adjusts the coupling time step size to keep the numerical
integration error of the ODE below a threshold value. For obvious reasons
this method, called Hybrid-Cell Neumann-Dirichlet (HCND), is not com-
patible with the desynchronization technique. To have a solution in an
affordable computational time, the superposition of both steady (for mean
value) and unsteady (for fluctuating component) solid solvers are exploited
to predict the transient evolution of wall temperature. The steady Heat
Equation requires the mean wall heat flux as interface boundary condition
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from the unsteady fluid solver and provides the mean temperature. On
the other hand the unsteady solid solver exploits the fluctuating compo-
nent of the wall temperature returned by the HCND method using the
fluctuating wall heat fluxes. The main advantage of this approach is the
acceleration of the transient temperature to a permanent regime. Indeed,
the mean wall heat flux is not yet converged during the first coupling
steps because the data are averaged over a small time and, then, affected
by the fluctuating fluxes. As a result, the highest frequencies are not
filtered by the meaning process and are treated in a quasi-steady fashion
by the steady solid solver.

1.6 Modelling strategies for multi-perforations

Conjugate Heat Transfer applied to turbomachinery is a multiscale
problem, in the sense of both time and space scales. Indeed, in addition
to the wide range of time scales involved for the multiphysics nature of
the problem, the small geometrical features related to the cooling system
create a huge disparity in spatial scales. This is particularly evident for
effusion cooling of combustor liner, where the hole diameter is around
three orders of magnitude below the combustor size. From a numerical
perspective the solution of the flow field within thousands effusion holes
is infeasible, especially as far as Scale Resolving Simulation is concerned.
Nevertheless, this full-coverage film cooling can affect the mainstream,
the combustion process, the gas temperature and, above all, the metal
temperature distribution. Hence, several approaches have been developed
to treat effusion cooling with different levels of accuracy and computa-
tional costs, trying to replicate the exchange of momentum and energy
with the hot gases as well as the heat sink effect on the solid.
A first interesting approach is the Homogeneous Model (HM) [66]. It ap-
plies an homogeneous boundary condition over the entire multi-perforated
surface that must satisfies the global momentum fluxes as well as the mass
flow rate of the discrete perforation. On the injection side an inlet bound-
ary condition is set, where the normal component of velocity is scaled
by the reciprocal of porosity to ensure the real mass flow rate through
the perforation. This assumption does not respect the momentum flux
on the normal direction which, however, is dominated by the pressure
term that limits the negative impact of this discrepancy. Concerning the
preservation of streamwise momentum flux, the tangent of the injection
angle must be scaled again by the porosity. On the suction side an outlet
boundary condition is required. Here, an equivalent formulation is made
for the normal momentum flux whereas an equilibrium assumption on the
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near-wall cell is made concerning the streamwise momentum flux. Local
coolant flux is computed from the pressure drop across the liner, once the
discharge coefficient and the geometrical characteristics of the perforation
are chosen. The homogeneous model was developed to solve adiabatic
simulations including the effects of effusion cooling on the mainstream.
Indeed, replacing walls with inlet/outlet boundary conditions, the original
model is not suitable for conjugate heat transfer. In [67], however, the
heat transfer coefficient is locally computed using the Cottin’s correlation
[68] that, together with the adiabatic wall temperature provided by the
first node value, are send to the conduction solver for the prediction of
metal temperature.
Despite the low computational cost, the Homogeneous Model is not able
to properly predict the mixing close to wall. Moreover, the model does
not benefit of Scale Resolving Simulations for the resolution of wall macro-
mixing because a smaller size of the mesh elements has not effects on
the model. An evolution of HM is the Thickened-Hole Model (THM)
[69]. It employs a distribution function to limit the application of HM
on the faces around the hole centroid. On the remaining faces a wall
law model is applied. This particular thickening of the holes can take
into account of flow disuniformities generated by effusion jets without the
need of extremely fine meshes. Obviously, as shown in [69], decreasing
the thickness factor together with a finer wall discretisation improve the
prediction of both the mean and root mean square values of the quantities.
As a result the THM model takes advantage in the combustor design from
its mesh independent behaviour in the testing of different multi-perforated
geometries on the same liner using a unique mesh. Application of this
methodology can be found in [70, 71].
Heterogeneous models relying on imprinted effusion was developed in
[72, 73], where the effusion orifices are eliminated to avoid an inaccurate
flow resolution because of the difficulties in their proper discretisation.
Hence, only the imprinted inlet/outlet faces are kept, dramatically reduc-
ing the computational effort. In [72] the methodology was applied to the
RANS and LES adiabatic calculation of a through flow and reverse flow
combustor. Mass flow rate within the hole is computed locally using a
correlation for discharge coefficient that depends on the flow conditions
at the imprinted faces and probing the pressure drop close to inlet/outlet
boundaries. In [73] the approach was extended to account for heat sink
effect within the holes.
Source-based models are the most intuitive to include the energy removed
from the solid by the coolant. In [74] point source/sink terms were applied
also to the main flow quantities (i.e. mass, momentum, temperature and
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turbulence) in order to model injection/aspiration phenomena. All the
source values were set according to a preliminary detailed simulation or
correlations. To recover solution-dependent values, in [75] the mass flow
rate was computed similarly to [74] while a correlation for Nusselt number
was required for the heat sink. Distributed mass sources, instead, were
applied in [76] within a group of cells on the injection side. In particular,
in [76] the CFD solver was coupled with external tools to estimate the
change in coolant properties through the hole. In [77] the PAPRICO
model was developed in ANSYS Fluent and exploited on the adiabatic
RANS simulation of a combustor liner. It applies source terms on the
inlet/outlet cells similarly to [76] and includes an automatic parallel search
algorithm for the holes.

1.7 Concluding remarks

The present chapter has highlighted the key aspects of Conjugate Heat
Transfer on combustor liners, that must be extended to the more general
perspective of multiphysics heat transfer. The problem has been analysed
focusing on the different requirements for the involved phenomena, mainly
concerning time and space resolution. In particular, the large time
scale disparities make loosely coupled approaches the only affordable
ones in the context of scale-resolving simulations which are increasingly
exploited to have a deeper insight of the complex reacting flow field
and improve the accuracy of results. Several numerical issues at the
coupling interface have been faced up ranging from the choice of boundary
conditions to the frequency of data communication. The main solutions
available in literature have been presented to deal with unsteady CHT and
multiperforated liners, being relevant components of the U-THERM3D
approach. The tool in question aims to be an ANSYS Fluent-based
framework as general as possible to exploit the predictive capabilities
of scale-resolving simulations in the high-fidelity design of combustor
liners and will be described in the next chapter. In the present work, in
particular, U-THERM3D will be applied as a common framework for the
modelling strategy for turbulent spray flames developed by Puggelli in
[78] and the steady loose coupling approach for Conjugate Heat Transfer
developed by Mazzei [79].



Chapter 2

Numerical modelling of

multiphysics heat transfer

Heat transfer from a multiphysics perspective requires to model differ-
ent interacting phenomena as widely discussed in the previous chapter.
Here, the models employed in this manuscript and the proposed framework
for their coupling will be presented and the main tasks will be validated.

2.1 U-THERM3D tool

In the past years, a 3D coupled approach for the thermal design of
combustor liners, called THERM3D, was developed by Mazzei [79] for
steady applications which will be briefly presented in Section 4.2. Such a
tool was exploited as a starting point for the present work, that has the
objective of developing a coupling code in ANSYS Fluent to solve conju-
gate heat transfer in the context of an unsteady multiphysics problem.
The basic idea behind U-THERM3D procedure is a desynchronisation of
time steps in the solution of the involved phenomena, that can be summa-
rized in convection (including several sub-phenomena as combustion, spray
evolution etc.), conduction in the solid and radiation. Each of them is
solved in a dedicated simulation, running with a parallel coupling strategy.
As in [59], instantaneous values are exchanged at the coupling iteration
and consist of surface quantities for the solid-fluid and solid-radiation
interactions whereas volume quantities for the fluid-radiation coupling.
The procedure used in U-THERM3D is depicted in Fig. 2.1. The CFD
and conduction solvers advance in time with their own time-step. As
far as radiation is concerned a steady solver is exploited because of the

51
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Figure 2.1: U-THERM3D parallel coupling strategy

extremely small time scales (see Section 1.3). Convective and radiative
wall heat fluxes are manipulated before sending them to the conduction
solver. Convective heat fluxes at fluid-solid interfaces are converted into
the more stable convection boundary condition:

q′′conv = h(Tref − Tw) (2.1)

where h is a coupling relaxation parameter and Tref is a reference tem-
perature respecting wall heat flux computed in fluid solver. Concerning
radiation, a black-body model is employed, so that:

q′′rad = σ0(T 4
rad − T 4

w) (2.2)

Consequently, the computation of radiative gas temperature Trad is re-
quired in order to set the radiative heat fluxes provided by the dedicated
simulation. On the other hand, wall temperature is used as Dirichlet
BC by flow and radiative field computations, then transferred to their
respective solvers. Even though the employed mixed Dirichlet-Robin BC
does not ensure a conservative behaviour at the interface, it provides a
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stable coupling. The inaccuracies, however, are definitely below the global
error of the methodology if a high coupling frequency is set. Radiation
solver requires some field variables from the CFD solver, that are gas
pressure, temperature and composition. The resulting energy source
due to absorption and emission phenomena is returned to the flow field
computation.
User Defined Functions were written to handle the synchronisation of the
solvers as well as, together with Scheme scripts, to exchange interface
data.

2.1.1 Effusion holes solver

In addition to the three solvers, a dedicated tool for the calculation of
effusion holes is coupled, relying on the imprinted technique. The orifices
are replaced by inlet/outlet boundaries as sketched in Fig. 2.2. A UDF

Figure 2.2: Sketch of the effusion holes modelling.

computes gas temperature at the outlet boundary, so taking into account
of heat sink effect by means of the Eq. 2.3:

QEFF = HTC ×Ah × (T̄w,h − T̄f ) (2.3)

where Ah is the hole wetted area, T̄w,h is the mean hole wall temperature,
T̄f is the mean inlet/outlet coolant temperature and HTC is the Heat
Transfer Coefficient, evaluated in terms of Nusselt number NuD with the
Gnielinski correlation [80] as:

NuD =
(f/2)(ReD − 1000)Pr

1 + 12.7(f/2)1/2(Pr2/3 − 1)
[1 + (

D

l
)2/3] (2.4)
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where ReD is the Reynolds number based on hole diameter D, l is the
hole length and f is the Fanning friction factor that depends on ReD:

f = [1.58ln(ReD)− 3.28]−2 (2.5)

Flow rate through each hole is imposed as boundary condition and can
be computed by a flow network solver as well as by a resolved simulation,
chosen by a flow split assumption or dependent by the local pressure drop
and discharge coefficient. The inlet temperature is given back to the UDF
in order to compute a mean gas temperature into the holes for molecular
properties estimation.

2.1.2 Efficiency in High-performance Parallel Computing

The present approach shows the best performances in massively par-
allel computing. For this reason it is suitable in the prediction of the
complex thermal interactions within gas turbine combustors. Nonetheless,
a good balancing in terms of CPU is required between the involved solvers
to minimize the queue time and, therefore, the waste of computational
resources. This goal is pursued with a synchronization in CPU time in
place of physical time.
Given a certain number of processors P , a fully coupled approach uses all
the available resources to solve the complete set of equations. On the other
hand, in a loose parallel coupling a portion of the total processors is de-
voted to solve only the equations modelling the investigated phenomenon.
In a convective-conduction problem, for instance, hypothesizing a perfect
scaling for both the solvers, load balancing requires that the processors
Pf and Ps assigned to fluid and solid computations, respectively, must be
such that [59]:

Pf
Pf + Ps

=
Pf
P

=
1

1 + Ts
Tf

(2.6)

Here, Tf and Ts are the execution times of the fluid and solid solvers on
one processor to compute physical times ∆τf and ∆τs, respectively.
A deeper analysis to quantify the advantages in terms of saved computa-
tional resources can be performed for the present methodology. In the
following Ix is the execution time of one time step of the ”x” solver on
a single grid element exploiting a single processor whereas Nel,x is the
corresponding number of elements. Given a CHT problem involving con-
vection (f), radiation (r) and conduction (s), a strongly coupled approach
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would require an execution time ∆Tcht estimated as:

∆Tcht =
∆τmax
∆tmin

Nel,f (If + nr,chtIr) +Nel,sIs
P

(2.7)

where nr,cht represents the number of iterations in a fluid time step for
the radiative computation and it is introduced because radiation is solved
in a steady fashion unlike the other solvers. The maximum physical time
∆τmax = max(∆τf ,∆τr,∆τs) is driven by the solid. The minimum time
step ∆tmin = min(∆tf ,∆ts), instead, is limited by the fluid solver.
Moving to the U-THERM3D approach, the parallel scheme provides a
different form of the execution time:

∆Tuth = max(
∆τf
∆tf

Nel,fIf
Pf

,
∆τf
∆tf

nr,uth
Nel,rIr
Pr

,
∆τs
∆ts

Nel,sIs
Ps

) + ncplTcom

(2.8)
where nr,uht represents the total number of iterations performed by the
radiative solver during a fluid time step and it is commonly set less
than 1. The second right-hand term is added to account for a non-ideal
communication method, that depends on the number of coupling ncpl
as well as the execution time Tcom for the communication on a single
coupling. The characterization of Tcom is not trivial because can depend
on the size of the exchanged data, the communication scheme and, last but
not least, the computational power estimated as the number of processors,
the CPU quality and the communication protocol.
To have a gain in the use of U-THERM3D approach, ∆Tuth must be such
that:

∆Tuth < ∆Tcht (2.9)

Substituting Eqs. 2.7 and 2.8, in the case of ideal communication and
normalizing by the total number of available processors P , Eq. 2.9
becomes:

max(
∆τf
∆tf

Nel,fIf
P ′f

,
∆τf
∆tf

nr,uth
Nel,rIr
P ′r

,
∆τs
∆ts

Nel,sIs
P ′s

) <

∆τs
∆tf

(Nel,f (If + nr,chtIr) +Nel,sIs)

(2.10)

where P ′x = Px/P is the fraction of P demanded to the ”x” solver. A
perfect synchronization in CPU time should avoid queue time of the
solvers, then all the simulations stop in the same instance and restart
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immediately. This ideal condition is expressed as:

∆τf
∆tf

Nel,fIf
P ′f

=
∆τf
∆tf

nr,uth
Nel,rIr
P ′r

=
∆τs
∆ts

Nel,sIs
P ′s

(2.11)

As a result, more computationally expensive simulations will require a
larger portion of the processors. The ideal distribution of the computa-
tional resources should be:

P ′f =

∆τf
∆tf

Nel,fIf
∆τf
∆tf

Nel,fIf +
∆τf
∆tf

nr,uthNel,rIr + ∆τs
∆ts

Nel,sIs
(2.12a)

P ′r =

∆τf
∆tf

nr,uthNel,rIr
∆τf
∆tf

Nel,fIf +
∆τf
∆tf

nr,uthNel,rIr + ∆τs
∆ts

Nel,sIs
(2.12b)

P ′s =

∆τs
∆ts

Nel,sIs
∆τf
∆tf

Nel,fIf +
∆τf
∆tf

nr,uthNel,rIr + ∆τs
∆ts

Nel,sIs
(2.12c)

and Eq. 2.10 becomes:

(∆τf −∆τs)
1

∆tf
Nel,fIf + (

∆τf
∆tf

nr,uthNel,r −
∆τs
∆tf

Nel,fnr,cht)Ir+

(
1

∆ts
− 1

∆tf
)∆τsNel,sIs = Guth < 0

(2.13)

The left-hand side represents the gain Guth in computational time for the
present loosely coupled approach if compared with a strong coupling in the
ideal condition of perfect synchronization in CPU time and instantaneous
communication between the solvers. Observing Eq. 2.13, the first and
third terms in brackets are always negative because ∆τf < ∆τs and
∆tf < ∆ts: a problem involving the only convection and conduction is
always characterized by a safe in computational cost if solved in a loosely
coupled fashion. In presence of radiation the second term in brackets
should be negative to ensure Eq. 2.13. This condition is verified also in
the worst case of Nel,rnr,uth = Nel,fnr,cht because ∆τf < ∆τs. However,
in the radiative solver of a loosely coupled approach is common practice
to set both Nel,r < Nel,f and nr,uth < nr,cht in order to reduce the
computational effort for the solution of this phenomenon.
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Defining the time scale factor ∆τ ′:

∆τ ′ =
∆τf
∆τs

(2.14)

and the following ratios:

if =
If
Is

, ir =
Ir
Is

,

mr =
Nel,r
Nel,f

, ms =
Nel,s
Nel,f

, f =
∆tf
∆ts

(2.15)

a general expression for the relative gain g can be defined as:

g =
∆Tuth −∆Tcht

∆Tcht
= max(gf , gr, gs) (2.16)

where:

gf =
( ∆τ ′

P ′
f
− 1)if − nr,chtir −ms

if + nr,chtir +ms
(2.17a)

gr =
(

∆τ ′nr,uthmr
P ′r

− nr,cht)ir − if −ms

if + nr,chtir +ms
(2.17b)

gs =
( 1
fP ′s
− 1)ms − if − nr,chtir
if + nr,chtir +ms

(2.17c)

Solving Eq. 2.16 with reasonable values for the parameters reported in
Tab. 2.1 and a perfect load balancing provides a gain of 99.9% in respect
to a strong coupling that need to be run for a time comparable to ∆τs
but with the fluid time step ∆tf .

∆τ ′ f if ir mr ms nr,cht nr,uth
0.001 1000 11 16 0.3 2 1 0.5

Table 2.1: Reasonable normalized parameters for a combustor.

More interesting is the relative gain obtained exploiting a separate solver
for radiation in the absence of conduction. Fig. 2.3 shows the gain as
a function of the processors distribution P ′f and the mesh element ratio
mr for two different values of iteration frequency nr,uth. Black curve
(mr = 0) represents the limiting case where the bottleneck is the fluid
solver and all the curves collapse on mr = 0 for low values of P ′f . If a
bad load balancing is chosen no advantages (i.e. g ≥ 0) are obtained
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Figure 2.3: Computational gain using U-THERM3D in place of a strong
coupling approach for the fluid-radiation interaction as function of P ′f for

different values of mr and nr,uth.

with a decoupling approach. This is the case of computational resources
excessively unbalanced towards radiative or fluid solvers. In the latter
condition, the bottleneck is radiation. When radiative simulation becomes
more computational expensive, as for increasingly iteration frequency and
radiation mesh size, the gain in using separate solvers is unavoidably less
evident. On the other hand, decreasing mr and nuth below critical values
can lead to numerical instabilities in the coupling as well as poor accuracy
of the results and a good compromise can be found only with experience.
As previously mentioned, even if the U-THERM3D approach saves huge
computational time, a lack of attention in the distribution of the processors
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between solvers has a negative effect on the performance of the present
method. Hence, the degree of performance losses ∆g can be defined as:

∆g =
∆Tuth −∆Toptuth

∆Toptuth

(2.18)

where ∆Toptuth is the minimum execution time provided by a perfect load
balancing. Fig. 2.4 shows the trend of ∆g as function of the load balance
(i.e. P ′f and P ′r) for the parameters of Tab. 2.1. Obviously, only values

Figure 2.4: Relative computational losses for U-THERM3D in the case of
non-ideal balancing as function of P ′r and P ′f .

of P ′f and P ′r such that P ′f + P ′r < 1 are permitted. The ideal load
balancing for the present parameters corresponds to P ′f = 0.68, P ′r = 0.2
and P ′s = 0.12 but the computational time can increase beyond the 400%
when different values are chosen. The location of the optimal point is
critical because a small change in P ′r as well as a small increase of P ′f
can lead to abrupt worsening of performance. This occurs because the
execution time becomes driven by solid or radiation solvers depending on
the value of P ′r. The three bottleneck are evident in Fig. 2.4: the rate
of performance losses when more processors are devoted to a solver is
inversely proportional to the cost of the simulation. Indeed, while solid
and radiation show steep increase of ∆g, fluid solver is less sensible to a
reduction in the number of processors. Moreover, for lower values of P ′f a
wider margin of P ′r is allowed without a further loss of performance.
It is worth remember that the present analysis was performed with the
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main hypothesis of ideal communication between the solvers, correspond-
ing to Tcom = 0 in Eq. 2.8. However, especially when a high coupling
frequency is required, this parameter can strongly affect the computa-
tional performances of a loose coupling approach. For this reason, one
of the main goals in the development of such a tool is the minimization
of inter-communication time through advanced methods exploiting, for
instance, MPI protocol. However, optimization of these aspects are not
the focus of the present work and in U-THERM3D data are exchanged
using standard tools provided by ANSYS Fluent such as interpolation
and profile files. Further effort is required from this perspective and it
could be the starting point for future activities.

2.1.3 Preliminary assessments

A test case was simulated to check the consistency of U-THERM3D
in terms of energy balance. Comparison between CFD and experiments
is always affected by uncertainties in the measurements as well as in the
numerical schemes. In addition, attempt to reproduce the experimental
conditions in a numerical simulation is challenging because of difficulties in
having full details on the geometry and accurate boundary conditions. For
these reasons a test case with a well-known solution for metal temperature
was conceived and set.
Fig. 2.5 shows the domain. It consists in a flat plate in contact with a gas

Figure 2.5: Sketch of the flat plate problem.

on one side, keeping the other sides adiabatic. This boundary condition
ensures a final solid temperature equals to the mean value of an oscillating
temperature signal at fluid inlet. Properties of materials were chosen to
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have a speed-up in the convergence of the coupled simulation and they are
reported in Tab. 2.2. A constant velocity of 30 m/s, atmospheric pressure

Density
[kg/m3]

Heat capacity
[J/kg/K]

Thermal Conductivity
[W/m2/K]

Fluid 3 1006 0.0242

Solid 7030 48.2 1.6

Table 2.2: Properties of materials for the simplified CHT problem.

and an harmonic temperature signal (mean value=1000 K, amplitude=50
K and frequency=20 Hz) were set at the fluid inlet. In order to limit the
computational cost of the simulation, an URANS k-e turbulence model
was chosen for this non-stationary test; such an approach is justifiable
when the interest is on the effect of a small number of characteristic fre-
quencies of the problem that are known a priori. The coupled simulation
was run using a time step of 0.004 s and 0.005 s respectively for solid
and fluid domains. The coupling was performed every 50 time steps in
the solid simulation and at each time step in fluid one. Starting from
an initial value of 950 K, the temperature history on the monitor point
located in the solid domain (see Fig. 2.5) is reported in Fig. 2.6 as red
line, overlaid with the fluid input temperature seen by the solid (black
line). The final value obtained at the monitor point is the expected one,
i.e 1000 K, confirming the validity of the present methodology.
A further assessment was performed on a backward-facing step depicted
in Fig. 2.7, once again in the URANS k − ε framework. A 2-D conjugate
heat transfer problem between air and a solid was investigated limiting the
domain size in the spanwise direction and applying symmetry conditions.
The set of boundary conditions was completed by a constant temperature
and a sinusoidal velocity at the inlet and a constant pressure at the
outlet. The solid was coupled with the fluid domain on one side while a
convective boundary condition was applied on the other side. As a result,
the location of the stagnation point is time-dependent with a consequent
unsteady wall heat flux and temperature. The mean wall temperature
predicted by U-THERM3D was compared against the results provided by
a strongly coupled approach. To have an affordable computational cost
of the reference simulation material properties of the solid were chosen to
reduce its characteristic time scale and are summarized in Tab. 2.3. The
initial solid temperature was set according to the steady RANS results
to avoid the thermal transient. Hexahedral meshes of 800K and 20K
elements was built to solve the fluid and solid, respectively. To model
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Figure 2.6: Result of wall temperature over time (red line) for the flat
plate problem, overlaid with the fluid temperature at the inlet (black line)

and the mean expected value (dotted line).

Figure 2.7: Geometric details and boundary conditions of the
backward-facing step problem.

Density
[kg/m3]

Specific Heat
[kJ/(kgK)]

Thermal Conductivity
[W/(mK)]

100 50 5

Table 2.3: Solid properties for the backward-facing step problem.



2.1 U-THERM3D tool 63

wall heat fluxes and shear stresses, scalable wall functions were adopted.
Independently by the accuracy of the numerical setup, the main aim in
this phase is the assessment of U-THERM3D as a valid alternative of a
standard strongly coupled CHT approach. Hence, using the same mesh,
numerical setup as well as boundary conditions in both the unsteady
simulations the effect of a different coupling on the prediction of wall
temperature can be isolated.
Fig. 2.8 shows on the axial plane the cooling of gas due to the heat
transfer at wall for the U-THERM3D simulation. The different distri-
bution of instantaneous and mean gas temperature are related to the
fluctuating inlet velocity that modifies over time the size of the recir-
culation zone. The comparison of axial distribution of temperature at

Figure 2.8: Instantaneous and mean temperature resulting form the
U-THERM3D simulation for the backward-facing step problem.

the coupled wall between the two approaches is reported in Fig. 2.9. In
addition, the strongly coupled (CHT) and the U-THERM3D simulations
are superimposed on the result of THERM3D, a steady loosely coupled
approach that will be discussed in Chapter 4. The peak wall temperature,
located around the stagnation point where the heat transfer coefficient is
maximum, moves upstream in unsteady simulations. The main interesting
result, however, is the perfect matching of the present method with a
more computational expensive one as the strongly coupled simulation,
highlighting the consistency in terms of energy balance.
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Figure 2.9: Axial distribution of temperature at the coupled wall obtained
with a strongly coupled method (CHT), U-THERM3D and THERM3D

2.2 Modelling of turbulent spray flames: a brief

Numerical modelling of turbulent spray flames is a very challenging
problem because it involves several interacting phenomena as turbulence,
spray evolution and combustion. Gas velocity and turbulence, for instance,
affect the spray evolution and the turbulent dispersion of the fuel droplets.
The fuel distribution, but also the aerothermal field, determine the flame
shape and position which, in turn, modify gas temperature. On the other
hand, gas temperature is directly related to the aerodynamic field by
means density changes and, as a result, can impact on all the aspects of
spray evolution, from the motion of liquid particles to their evaporation.
To face this strongly coupled problem, different approaches are proposed
in literature [81, 82, 83, 84]. However, being this topic beyond the scope of
this manuscript and for the sake of brevity, the interested reader is referred
to [85] for a detailed overview of the most successfully methodologies and
applications.
The numerical modelling here employed for the present simulations relies
on the Flamelet Generated Manifold (FGM) combustion model and the
approach has been widely assessed on previous works. As depicted in
Fig. 2.10 the numerical procedure was applied on increasingly complex
configurations, from a jet spray flame [26] to a swirled atmospheric
spray flame [86, 87] and a model aero-engine combustor [27, 87, 88],
highlighting the capabilities of this setup in the modelling of the coupled
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phenomena. The FGM model was also investigated in the context of a

Figure 2.10: Overview of the stages towards the definition of an accurate
numerical setup for turbulent spray flames.

methane gaseous swirled burner [89], revealing a good prediction of the
stabilization mechanism as well as the concentration of the main species.
Even though the setup here discussed shows the best potential in the
context of scale-resolving simulations, it can provide acceptable solutions
also when RANS models are employed.

2.2.1 The Flamelet Generated Manifold model

The use of a detailed mechanism by means of solving transport equa-
tions for every species is challenging and reduced chemistry techniques, i.e.
steady-state and partial equilibrium assumptions, are not often sufficient,
especially as far as scale-resolving approaches are concerned. With the aim
of simplifying flame calculations, FGM method combine the philosophy of
the flamelet model that a multi-dimensional flame may be considered as
an ensemble of one-dimensional flames with the low-dimensional manifold
ones, as explained by van Oijen in [90]. However, unlike the original
flamelet models, where flamelet solution is parametrized on strain χ as
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the only non-equilibrium variable, FGM is parametrized on a progress
variable to account for quenching and ignition phenomena. As a result,
in FGM a 2-D manifold φ(Z, c) is created through the solution of a set
of laminar adiabatic 1-D flamelets and parametrizing the chemical state
only as function of two key variables, i.e. the mixture fraction Z and the
normalized progress variable c = Yc/Yc,eq. In the present work, the un-
normalized reaction progress variable, which characterizes the transition
from fresh to burnt gases, is always defined as Yc = YCO + YCO2 . Such a
choice usually provides a monotonous behaviour of Yc between fresh and
burnt gases for hydrocarbon combustion.
To include the turbulence-chemistry interactions, laminar quantities of
the manifold are integrated in a pre-processing step using a presumed
β-Probability Density Function (β-PDF) for both mixture fraction and
progress variable, as in [91]. Assuming a statistically independence of Z
and c in the flame a generic turbulent quantity ψ̃ is computed as:

ψ̃ =

∫ ∫
ψ(c, Z)P (c, c̃, c̃”2)P (Z, Z̃, Z̃”2) dcdZ (2.19)

where Ψ(c, Z) is the corresponding laminar quantity. As shown in Eq.

2.19, both mean values (̃·) and variances (·̃′′2) relying on a Favre-averaging
of mixture fraction and progress variable are employed to account for
turbulence. As a result, a 4-D tabulation is required for all the manifold
quantities, that are species, temperature and progress variable source
term as shown in Fig. 2.11. However, a fifth dimension is commonly

Figure 2.11: Source term of progress variable as function of Z and c
(left) or Z′′ and c′′ (right), obtained by Ramaekers et al. [47] applying

the FGM to the GRImech 3.0

added to include the non-adiabatic effects through the enthalpy defect.
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Once the values of these quantities are computed, the manifold data are
retrieved and an interpolation on tabulated values is performed.
The following two transport equations are solved for mean values of
mixture fraction and un-normalized progress variable:

∂ρ̄Z̃

∂t
+
∂ρ̄ũjZ̃

∂xj
=

∂

∂xj
(ρ̄Deff

∂Z̃

∂xj
) + ¯̇Ωz (2.20)

∂ρỸc
∂t

+
∂ρũj Ỹc
∂xj

=
∂

∂xj

(
ρDeff

∂Ỹc
∂xj

)
+ ω̇c (2.21)

where Deff = D + µsgs/Scsgs is the effective diffusivity of the scalars,
including molecular and Sub-Grid Scale (SGS) terms, whereas ω̇c is the
mean source term of progress variable provided by the PDF table under
the finite-rate assumption. It is worth noting that in spray combustion
mixture fraction is no longer a passive scalar due to the source term of

spray vaporization ˜̇Ωz.
While in RANS simulation two additional transport equations are solved
for the unknown variances, in the context of scale-resolving simulations
algebraic gradient-based closures are acceptable and in ANSYS Fluent
they are expressed as [92]:

Ỹc
”2 = Cvar,c

L2
s

Sct
(∇Ỹc)2 (2.22)

Z̃”2 = Cvar,ZL
2
s(∇Z̃)2 (2.23)

where Cvar,c = 0.1 and Cvar,Z = 0.5 are model constants whereas Sct is
the sub-grid turbulent Schmidt number. Such approximation is able to
provide a good accuracy with a lower computational effort.

2.2.2 Lagrangian spray tracking

A coupled Eulerian-Lagrangian formulation has been instead adopted
to account for the spray dynamics. Such an approach is suitable when
no primary breakup takes place and in the present work no efforts have
been prompted to introduce the generation of the liquid film and its
subsequent atomization. It is worth pointing out that all the physical
phenomena taking place in the dense spray region have been therefore
overlooked as well as droplet combustion events. Models for droplet
motion, evaporation and heat transfer are employed to calculate the
source terms for the gas phase. Drag effects are taken into account for
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the liquid momentum equation, where the drag coefficient is computed
through the hypothesis of spherical not deformable droplet [93]. Secondary
breakup effects are evaluated through the Wave model [94] due to the high
Weber number (i.e. We >100) in all the reported calculations. Concerning
evaporation modelling, a uniform temperature approach is used [95], that
assumes vaporization as mainly governed by the gradient of fuel vapour
concentration at the droplet surface. This is a standard hypothesis in
the context of dilute sprays. The fuel vapour is considered in equilibrium
with the liquid, thus the vapour partial pressure is equal to the saturation
value at the droplet temperature. Employing these hypothesis, the flux
of fuel vapour in the carrier phase is related to the difference in vapour
concentration at the droplet surface and in the bulk gas leading to the
following expression for the evaporation rate:

˜̇md = −πdρDShBM (2.24)

where d is the droplet diameter, ρ and D are density and mass diffusivity
of the air-vapour mixture and BM represents the mass Spalding number
[95]. Sh is instead the Sherwood number, which has been evaluated as a
function of Schmidt and particle Reynolds numbers [96].
Spray-turbulence interaction is modelled by a Discrete Random Walk [92]
approach in RANS framework whereas is demanded to the only resolved
component of gas velocity in scale-resolving simulations.

2.2.3 Scale-resolving turbulence modelling

Direct Numerical Simulation (DNS) is the most accurate approach
because an extremely fine spatial and temporal discretization, of the
same order of Kolmogorov scale, is exploited. However, the high CPU
cost limits its applications to particular research activities. With the
aim of better characterize turbulent structures and their effects on mean
flow, scale-resolving approach can be a cost-effective solution; Large-
Eddy Simulation (LES), Scale Adaptive Simulation (SAS) but also hybrid
RANS-LES models, such as Detached Eddy Simulation (DES), belong to
this class.

2.2.3.1 Large-Eddy Simulation

In Large-Eddy Simulation (LES) a filtering operation is applied to
NSEs in order to resolve, like a DNS, the large energy-carrying scales (i.e.
the large eddies) and model only the smaller ones. Two main advantages
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of such approach in comparison to previously cited models immediately
arise:

� Reduction of the computer resources compared to DNS;

� In comparison to RANS only smallest scales are modelled and,
exploiting the Kolmogorov hypothesis (see Section 1.2.2), simpler
turbulence closures can be adopted.

From a mathematical point of view, in physical space a generic filtering
operation represents a convolution operation as:

φ̄(x, t) =

∫
T

∫
V

G(x, r, t, τ)φ(x− r, t)drdτ = G ∗ φ (2.25)

for a scalar quantity φ and a given filtering function G. Hence, the
subfilter component φ′ can be defined as:

φ′(x, t) = φ(x, t)− φ̄(x, t) (2.26)

where φ̄ is the resolved part.
The sub-filter components of velocity are grouped in the subgrid stress
tensor that must be properly modelled to account for the effects of these
scales on the resolved spectrum of the flow field.

2.2.3.2 Scale Adaptive Simulation

Scale Adaptive Simulation (SAS) approach represents a second gener-
ation URANS formulation based on the introduction of the von Karman
length scale LvK into the turbulence equations in order to dynamically
adjust the resolved structures and locally reduce the eddy viscosity.

LvK = κ| U
′

U ′′
|; |U ′| =

√
∂Ui
∂xj

∂Ui
∂xj

; |U ′′| =
√
∂2Ui
∂x2

j

∂2Ui
∂x2

k

; (2.27)

where κ is the von Karman constant. The SAS model remains in RANS
mode in zones characterized by low flow instability, while it provides
LES-like results in the unsteady regions of the flow field. However, if
spatial and temporal discretizations are not adequate to correctly solve
the LES part, SAS simulation will permanently stay in RANS mode
due to an overprediction of turbulent viscosity. The RANS part of the
model is unaffected by the grid spacing, preventing the issues related to
possible grid induced separation (GIS), and, unlike DES, the model can
be employed to perform simulations on a much wider range of numerical
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grids. In its SST-SAS formulation, the governing equations of this model
differ from those of standard k − ω SST RANS model by an additional
SAS source term in the ω-equation [97].

Discrete Ordinate radiation model

Discrete Ordinate Method (DOM) [98] is a ray tracing approach to
solve the Radiative Transfer Equation for a discrete number of finite
solid angles. The balance depicted in Fig. 1.9 is applied in the control
volumes for each direction. Hence, the RTE is discretized using the same
mathematical treatments of NSE. Considering a polar coordinate system
the whole angular space is discretized in Nθ ×Nφ solid angles as shown
in Fig. 2.12. However, such a discretization can lead to a misalignment
between solid angle directions and face normals of the control volume.
This overhang causes inaccuracy in the computation of fluxes of radiation
intensity. To correctly account for the overhanging fraction a pixelation
is applied to the overhang angles, dividing the solid angle in Nθp ×Nφp
pixels. A validation of the radiation modelling approach can be found in
[99].

Figure 2.12: Discretization of the angular space and pixelation on a
control angle overhang. Adapted from [92].

2.2.4 A further assessment of the modelling strategy

As shown in Fig. 2.10 the present modelling strategy was set up
and applied in last years on increasingly complex test cases. However,
these spray flames operate at an atmospheric and low pressurized environ-
ment and, therefore, they are not fully representative of real aeroengine
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combustors. To simulate combustion chambers at flight conditions a
further assessment step was needed. For this purpose the DLR-GSSC
apparatus was chosen again because accompanied by measurements at an
operating pressure of 4 and 10 bar. It consists in a combustor developed
and investigated at DLR in the framework of the TIMECOP-AE Project.
The main features of the burner and injection system, together with the
flame shape, are shown in Fig. 2.13-left. A complete description of the

Figure 2.13: DLR Generic Single Sector Combustor with details of the
swirler geometry (adapted from [100, 101]).

test case can be found in [100, 101]. The burner was designed in order
to be representative of a lean burn aero-engine combustor. It consists
of a cylindrical plenum feeding a square-section combustion chamber. A
control of inlet air temperature, combustor pressure and Air Fuel Ratio
(AFR) can be realized in order to cover different operating conditions.
Jet A-1 is injected through a prefilming injection system shown in Fig.
2.13-right. Several experimental diagnostics were employed in reacting
conditions like Phase Doppler Anemometry (PDA) to study velocities
and droplet size of the evaporating spray and Planar Laser Induced Flu-
orescence (PLIF) of OH to determine the temperature distribution and
flame lift-off. Tab. 2.4 summarizes the operating conditions of this test
case, which can be considered as representative of a cruise condition.
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Inlet pressure [bar] 10
Inlet temperature [K] 650

Burner AFR [-] 20
Burner air flow rate [g/s] 140

Slot cooling air flow rate [g/s] 39
Burner fuel flow rate [g/s] 6.8

Table 2.4: Operating conditions for DLR-GSSC [101].

Setup

The present test article has been the subject of several research works
in last years employing the numerical methodology described above in the
context of SAS turbulence modelling. Different aspects of the numerical
procedure have been already assessed and here, for the sake of brevity,
only the most important ones are mentioned. The interested reader is
addressed to [27, 87], where an overview about all the work done so far is
reported. The considered numerical domain together with the boundary
conditions used for the gas phase are shown in Fig. 2.14. Mass flow rate

Figure 2.14: Computational domain used for DLR-GSSC burner.

was imposed at inlets of both air and slot coolant, whereas static pressure
was prescribed at the outlet following data reported in Tab. 3.1. All the
other patches are treated as smooth, no slip and adiabatic walls. In [27]
a grid refinement study both in isothermal and reactive test conditions is
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shown. The obtained results indicate that the velocity and temperature
fields can be correctly determined even with the coarsest grid and that
the proposed mesh refinement does not lead to appreciable improvements.
Therefore, in the present work, only the coarse grid is employed. This
mesh, shown in Fig. 2.14, was generated with ANSYS® ICEM-CFD and
is composed by 3.28M elements and 0.76M nodes, with a mesh size of
0.75 mm at the swirler exit.

Results obtained on the present test case are strongly dependent on
spray boundary conditions. In fact, the film breakup completely defines
the liquid evaporation and the subsequent reacting flow field. In [88], a
dedicated Eulerian wall film model was exploited to perform a detailed
analysis on film evolution. A different test point (4 bar, representative
of Idle condition) of the same test case was studied in order to evaluate
different aspects of liquid film evolution and disruption. It was noticed that
the experimental Gepperth’s correlation [102] can be reliably employed
to include the primary breakup at prefilming lip. Based on the operating
conditions reported in Tab. 2.4 and employing a Rosin-Rammler PDF,
a mean diameter of 20 µm has been defined together with a spread
parameter of 2. The fuel is injected in the axial direction and with a
velocity of 2 m/s in order to leave the liquid free to evolve just based on
the turbulent flow field. In Tab. 2.5 the main characteristics of spray
boundary conditions are briefly summarized.
The time step used has been 1e-06 s, as suggested in [27], in order to control
the Courant number and properly reproduce also the main characteristics
of the liquid phase.

Mean Diameter [µm] 20
Injection Velocity [m s−1] 2

Cone angle [deg] 0
Spread Parameter [-] 2

Table 2.5: Main parameters for liquid injection for the DLR-GSSC.

Results

The instantaneous and time-averaged axial velocity and temperature
contour plots obtained in such test condition are shown in Fig. 2.15.

The co-rotating double swirler generates a swirling flow field with
a pockets of hot gases located at the center of the burner. Due to the
high operating pressure and temperature of the carrier phase, the inner
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Figure 2.15: Time-averaged and instantaneous temperature and velocity
contour plots obtained with SAS-FGM for Test Point C.

recirculation zone arrives nearly inside the injector. The flame moves
towards the burner walls with a strong reduction of the lift-off distance
with respect to results obtained at lower pressure [27, 87]. Focusing the
attention on the instantaneous temperature contour, reactions seem to take
place mainly in the inner surface of the spray cone where higher values of
temperature can be observed. A detailed comparison of the instantaneous
temperature distribution between CFD and experiments is shown in Fig.
2.16. In both images the red line indicates the presence of the liquid

Figure 2.16: Instantaneous temperature contour plots obtained with
SAS-FGM (left) and experimental map (right) adapted from [101].

phase. Clearly, the two snapshots are referred to different physical times
and so the absolute local temperature is not the same. Anyway, the main
characteristics of the flame can be observed and analysed.
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As soon as the liquid is injected, the higher pressure and tempera-
ture here investigated lead to a strong evaporation of the fuel that is
highlighted by the low temperature region inside the red iso-line. The
generated kerosene vapour is mixed with air and the flame assumes a
standard V-shape. Temperature peaks are located all along the inner
surface of the spray cone and the flame tends to spread out towards the
burner walls (1-3). Part of the fuel is instead trapped by the turbulent
structures of the swirling flow field (2) and is burnt with the heat trans-
ferred from the hot inner recirculation region. From a numerical point
of view, it should be pointed out that the sizing of turbulent structures
is larger than in experiments. This is consistent with the SAS approach
here employed, which is not probably switching everywhere to a LES-like
behaviour. Nevertheless, a consistent representation of the aforementioned
physical phenomena can be pointed out at least from an instantaneous
point of view.
As far as time averaged distributions are concerned, the obtained contour
plot of heat release is compared against experimental data in Fig. 2.17.
A satisfactory agreement has been obtained. As already mentioned, with
respect to results obtained at lower pressure [27] the lift-off distance is
strongly reduced and this leads to a much stronger interaction between
the liquid fuel and the flame.

Figure 2.17: Time-averaged heat release contour plot obtained with
SAS-FGM (left) against the experimental map (right) adapted from [101].

Finally, in Fig. 2.18 the obtained temperature distribution is shown
together with the experimental map. It is worth noting that the experi-
mental temperature map was obtained from absolute OH-PLIF technique
and, as reported in [100, 101], they are generally affected by an over-
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estimation of around 100 K. In fact, OH density has been calculated
experimentally using simultaneous PLIF and absorption under the hy-
pothesis of chemical equilibrium for OH. The OH super-equilibrium can
lead locally to the afore-mentioned temperature overestimation. For the
sake of clarity, from a numerical point of view the contour plot obtained
accounting for such experimental uncertainty is shown in the figure, which
confirms again the overall good quality of the prediction.
Therefore, from these comparison, it has been shown that, in an operating
condition representative of cruise, the SAS-FGM approach determines a
proper description of the reacting flow-field. These results, together with
data already shown in [27, 87] with the same numerical setup, assess the
proposed methodology for its exploitation on a real aero-engine combustor,
which is the topic of Chapter 4.

Figure 2.18: Time-averaged temperature contour plot obtained with
SAS-FGM (left) against the experimental map (right) adapted from [101].

2.3 Concluding remarks

The U-THERM3D tool has been presented as potential framework
for the modelling of multiphysics heat transfer in gas turbine combustors.
The coupling strategy of the solving blocks as well as the numerical aspects
of the main modelling tasks have been described in detail. A theoretical
analysis on the computational cost of the procedure has confirmed the
infeasibility of unsteady strong coupling and the need of a proper load
balancing in HPC applications to save computational resources. The
fluid/solid coupling has been successfully validated on simplified test cases
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whereas a further assessment of the modelling strategy for turbulent spray
flames has been required by the high pressure applications.





Chapter 3

DLR model aero-engine

combustor

Even though research effort is widely devoted to the development
of new concept designs, the RQL technology remains the standard for
aero-engine combustors. The rich zone of the burner is characterized by
an heavy soot production which has a negative impact on the operational
safety of the combustor chamber, contributing to increase heat loads
on liners due to radiation and affecting the thermal resistance of the
components. Moreover, near future standards on pollutant emissions
recommended by ICAO-CAEP/10 will include new criteria for the engine
certification, aligning non-volatile Particle Matter (nvPM) standard to
the NOx and CO ones. Indeed, it aims to replace the old smoke number
criterion with a new standard regulating the number and mass of nvPM,
which will be revised and made more stringent in the next CAEP/11
meeting.
Soot processes are a consequence of complex chemical processes sensitive
to the temperature distribution. On the other hand, gas temperature is
affected by mixing, heat transfer and thermal radiation, the latter in turn
depending on soot concentration. Experimental campaigns at relevant
operating conditions are associated to significant difficulties and high
costs. Therefore, numerical simulations play a key role to improve the
design of combustion systems and to investigate the involved phenom-
ena. For this purpose, a proper modelling of all complex phenomena
that characterize a sooting flame has to be employed. In this context,
scale-resolving simulations carried out from a multiphysics perspective
are required for high-fidelity results.
In the present chapter U-THERM3D will be employed to investigate the

79
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main features of a non-premixed sooting flame. The experimental test rig
is characterized by various experimental measurements in terms of gas
and wall temperatures as well as soot mass concentration. In particular, a
comparison on the wall temperatures will be useful to assess the procedure
in the prediction of Conjugate Heat Transfer.
The chapter is structured as follows: first, a description of the experi-
mental test case is presented together with the characterization of the
mathematical models used to address physical phenomena involved in a
reacting flow field and the description of the adopted computational setup.
Then, numerical results are presented and compared with experimental
data. Finally, the computed wall temperature is reported together with
experimental measurements.

3.1 A brief review on soot modelling

The presence of soot can be accounted in numerical calculations in
several ways depending on the levels of detail and complexity required.
According to [103], numerical methods can be divided into three main
groups: empirical, semi-empirical and detailed methods. Detailed soot
models employ detailed chemistry algorithms to predict PAH formation
for accurate predictions in a wide range of fuels and operating conditions,
since it strongly influences soot inception and growth. At the same
time, a description of soot particle size distribution is performed by these
models through of a Number Density Function (NDF), defined as the
number of particles of a given size. This is related to the high influence
of soot particle sizes on their formation and destruction processes. The
NDF is obtained by solving the Population Balance Equation (PBE) for
which statistical approaches must be adopted. This is achieved with
three classes of resolution methods of the PBE: the Method of Moments
(MOM), the Sectional Method (SM), and the Monte Carlo (MC) stochastic
Lagrangian approach. The MOM approach consists in solving the N
first moments of the NDF, employing specific source terms to compute
them which require untransported moments. A common approach is the
Hybrid MOM (HMOM) [104], where an algebraic relationship between
moments is used. On the other hand, in sectional approaches the NDF is
discretised into a finite number of sections, where the soot mass fraction
of each section is transported [105]. However, since at least 25 sections are
required for a reliable prediction, this method is high expensive in terms of
computational costs for a LES simulation. Finally, stochastic particles are
tracked in a Lagrangian framework in the MC approach, directly solving
the PBE to obtain the NDF. Although good results have been performed
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[106], these models are computationally expensive and take much longer
to return data compared to empirical and semi-empirical models. In
the semi-empirical method of Moss and Brookes [107] two additional
transport equations are solved for normalized radical nuclei concentration
and soot mass fraction. Although deep investigations on soot distribution
cannot be carried out with such model, the low computational cost and
the easy implementation into CFD solvers appoint this model as a robust
alternative to more complex approaches for soot investigation [108].

3.2 Experimental test case

In the present study, numerical simulations of DLR model aero-engine
combustor are reported. The considered test case shows the typical
features of a real aero-engine combustor and it is representative of a RQL
technology. This test rig has been developed and investigated by Geigle
et al. [109, 110] at German Aerospace Center (DLR), providing a rich
dataset of accurate measurements for several operating conditions. For
a detailed description of the experimental setup and the investigated
operating conditions, the reader is addressed to [109] and references
therein. In Tab. 3.1, the conditions of the investigated operating point
are highlighted.

Operating pressure [bar] 3
φ [-] 1.2

Pprimary [kW] 32.2
Qair,c [slm] 140.8
Qair,r [slm] 328.5
Qfuel [slm] 39.3
Qoxi [slm] 187.4

Table 3.1: Investigated operating condition.

A sketch of the main geometrical features is reported in Fig. 3.1. The
combustion chamber has a square section of 68x68 mm2 and is 120 mm
high. It is surrounded by a stainless-steel pressure housing. Combustor
and housing walls consist of quartz windows in order to ensure optical
access within the combustion chamber for the collection of experimental
data.
Primary air is supplied through a dual radial swirler. The inner swirler
has a Swirl Number SN = 0.82 and consists of 8 vanes, whereas the outer
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Figure 3.1: DLR-FIRST burner.

one is composed of 11 vanes (SN = 0.78). This configuration generates
a recirculation zone and a highly turbulent region next to the injector
outlet. An additional system of ducts are located at each of the four
corners of the combustion chamber at a height of 80 mm for the injection
of secondary air. These dilution jets create a quench region, according to
the RQL concept. Ethylene is injected by means of a concentric ring of
60 equally spaced straight channels between the internal and the external
air channels. As far as the experimental campaign is concerned, available
data consist of measurements in terms of velocity components with Stereo-
PIV (Particle Image Velocimetry), temperatures with SV-CARS (Shifted
Vibrational Coherent Anti-stokes Raman Scattering) [110] and in terms
of soot volume fraction adopting LII (Laser-Induced Incandescence) [109].

3.3 Numerical details

3.3.1 Turbulence Modelling

The compressible Navier Stokes Equations (NSEs) for a reacting
mixture have been solved employing a LES turbulence modelling. In
this work, the Wall Adapting Local Eddy viscosity (WALE) model [111]
has been employed for the closure of the sub-grid stress tensor. In this
approach, the eddy viscosity µt is related to the resolved strain rate Sij
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as:

µt = ρL2
s

(
SdijS

d
ij

)3/2(
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d
ij

)3/2 (3.1)

Here, Ls and Sdij are, respectively, the characteristic SGS mixing length
and the traceless symmetric part of the square of the velocity gradient
tensor gij defined as:
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where κ is the von Karman constant, d is the local distance to the closest
wall, Cw = 0.325 is the WALE constant, V is the cell volume and δij is
the Kronecker delta.

3.3.2 Soot Modelling

According to Moss and Brookes model [107], two additional trasport
equations for radical nuclei concentration b∗nuc and soot mass fraction
Ysoot have been solved:

δ (ρb∗nuc)

δt
+5 · (ρ−→v b∗nuc) = 5 ·

(
µt
σnuc

5 b∗nuc

)
+

1

Nnorm

dN

dt
(3.4)

δ (ρYsoot)

δt
+5 · (ρ−→v Ysoot) = 5 ·

(
µt
σnuc

5 Ysoot

)
+
dM

dt
(3.5)

where M is the soot mass concentration and N is the soot particle number
density.
In Eq. 3.4, the instantaneous production rate of soot particles dN/dt is
the result of two opposite contributions, nucleation from the gas phase
(source) and coagulation in the free molecular regime (sink):
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Coagulation

(3.6)
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where Cα, Cβ and l are model constants.
In Eq. 3.5, the source term for soot mass concentration dM/dt is affected
by the effects of different mechanisms of nucleation (source), surface
growth (source) and oxidation (sink):
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where Cγ , Coxid, Cω, m and n are additional model constants.
It is worth specifying that the components of the source terms of each
equation show a strong non-linear dependency by temperature which
highly affects soot distribution within the combustor, making soot for-
mation strongly coupled to spatial evolution of the reactive flow and to
temperature distribution. This strict dependency by the temperature
was investigated in previous RANS studies [112] on the same test case,
highlighting how including radiation can drastically modify the soot con-
centration field. At the same time, it is important to note the source term
dependence on the mole fraction of soot precursors. Therefore, a proper
numerical setup in this sense is crucial for a reliable prediction of soot
distribution.

3.3.3 Setup

As required by U-THERM3D, three different computational grids were
generated with ANSYS Meshing. The governing equations of CFD solver
have been discretised and resolved on the 11Me tet mesh shown in Fig.
3.2. Size of the elements was deduced by preliminary RANS simulations
as shown on the top of Fig. 3.2 and verified a posteriori with the Pope’s
criterion. Local refinements were carried out in the primary and dilution
zones, characterized by a higher unsteadiness. To properly solve turbulent
structures in the flame zone a minimum size of 0.8 mm was applied. It is
worth mentioning that the outlet was extruded for 2.5 diameters to avoid
non-physical disturbances in the flametube. Instead, an hexahedral mesh
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Figure 3.2: Preliminary sizing calculation (on the top) and gas phase
mesh (on the bottom).

of 2.5Me has been employed to solve conduction in the quartz windows
with 10 elements on the thickness.
An LES-FGM simulation was carried out to simulate the aerothermal
field. Since an ethylene/air combustion occurs within the combustion
chamber, Wang and Laskin mechanism [113] has been adopted for the
description of the chemical kinetics, considering 75 species and 529 reac-
tions. A set of 64x64 flamelets was generated for the tabulation of the
species, temperature and progress variable source. For the present study,
the Discrete Ordinate radiation model was adopted with a 4x4 angular
discretisation and a 3x3 pixelation for each direction. Finer discretisa-
tions were investigated in RANS context but the simple burner geometry
did not highlighted improvements in the results. In addition, spectral
radiation has been included through a weighted sum of grey gases, using
Modest expression [114] to account for the presence of soot.
Timesteps have been chosen relying on the requirements of the different
solvers and applying the desynchronisation technique [59]. As a result,
fluid time step has been set to 2e-6 s, whereas the solid solver has been
advanced for a larger timestep of 1e-3 s. The coupling between simulations
was performed every 10 fluid timesteps and 40 solid timesteps.
The whole multiphysics simulation was run on 160 CPU (Xeon E5-2630v4),
requiring 2 and 3 flow through times, respectively for flushing and averag-
ing, corresponding to a total effort of 85000 CPU hours.

3.4 Results

In the following section, the results of the computed numerical simu-
lations are reported. Firstly, an analysis of the aerothermal features of
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the combustor is performed, focusing the attention on velocity, gas tem-
perature and soot fields. Then, experimental data of metal temperature
distributions are compared with the numerical results obtained in [112]
using the THERM3D approach and a similar numerical setup with the
exception of turbulence modelling. For more information, the reader is
addressed to [112] and references therein.

Aerothermal fields

The computed instantaneous and time-averaged velocity and tempera-
ture distributions in a plane passing the centerline of the combustor are
reported in Fig. 3.3. Velocity fields highlight the typical flow structure of

Figure 3.3: Instantaneous and time-averaged velocity (left) and
temperature (right) distributions in a midplane of the combustor.

a swirling flow. In fact, an inner and outer recirculation zone generated
by the double swirler system can be appreciated downstream the injector
outlet and all around the burner respectively, whereas higher velocities
remain along the combustor walls.
Regarding temperature fields, peak values are located in the first part of
the combustion chamber where the flame is stabilized and a typical V-
shaped flame can be observed. This occurs since the secondary air injected
by the dilution holes recirculates backward up to the swirler, shifting the
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flame towards the stoichiometric conditions. Moving downstream, the
highest temperatures are placed close to the walls, far from the axis of the
burner where a significant amount of secondary air is present. Such air
determines a significant quenching of the flame, strongly reducing the gas
temperature towards the chamber exit. From the instantaneous contour,
turbulent structures can be appreciated, causing the corrugation of the
flame front in the primary region and the mixing of the oxidation air in
the secondary zone
As far as temperature profile along the centerline of the combustor is
concerned, a quantitative comparison is reported with respect to experi-
mental data and RANS results in Fig. 3.4. The numerical values are in

Figure 3.4: Comparison in terms of temperature profiles along the
centerline of the combustor.

good agreement with experimental measurements, where the stabilization
of the flame occurs and a better prediction of temperature axial trend is
performed compared to RANS results, especially in terms of peak location.
However, an underestimation of the peak value and an under-prediction
of about 100 K downstream of secondary air inlets can be observed.
This is probably due to an incorrect computation of turbulent mixing
levels around the injection region of the oxidation jets, causing an higher
penetration of secondary air and a lower convection towards the flame,
which does not feed the combustion process. This may be related to the
absence of secondary air ducts in the computational domain and to the
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top-hat profiles adopted for velocity and temperature at secondary inlets.
For a deeper understanding of the effects of turbulent fluctuations on the
temperature field within the combustion chamber, a comparison between
experimental and numerical results in terms of Probability Density Func-
tions (PDFs) of instantaneous temperature is reported in Fig. 3.5, where
r is the radial coordinate with respect to the axis of the combustor.

Figure 3.5: PDF temperature at four locations in the combustor.

As far as axial locations are concerned (r = 0mm, on the bottom of the
figure), a general agreement can be appreciated in terms of range and
values for Z = 3mm whereas a shift towards lower temperatures of the
modal value occur downstream the secondary air inlets for Z = 95mm,
related to the underestimation of temperature levels in this region, as
previously shown. A better prediction is performed close to the walls (on
the top) where it is possible to note a fairly good agreement with experi-
mental data in terms of the spreading of the distribution as well as the
statistic mode value. Some discrepancies can be observed at Z = 95mm
where it seems that less fluctuations are computed, probably due to an
under-predicted spreading of dilution air. Nevertheless, as aforementioned,
during the simulation the resolution of the turbulence field was checked by
means of Pope criterion [115], confirming the goodness of the methodology
used to determine a priori the mesh sizing.
Regarding soot formation within the combustor, Fig. 3.6 and Fig. 3.7
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show a comparison between experimental and numerical results in terms
of time-averaged and instantaneous soot volume fraction distributions,
respectively. From the experimental map, it can be noted that soot is
primarily formed in the high temperature region next to the injector exit
and in the outer part of the recirculation zone. High soot levels can be also
observed close to the walls when the pollutant particles are transported
downstream until dilution air causes soot oxidation.

Figure 3.6: Experimental and numerical time-averaged soot volume
fraction distributions in a midplane of the combustor.

Considering time-averaged results, a similar qualitative distribution is
performed by numerical simulation and the same cone shape enclosing
the peak value regions can be identified. However, soot levels are under-
predicted by one order of magnitude from a quantitative point of view.
This can be ascribed to the simplified soot model as well as to the lower
temperature in the flame zone, reducing the soot source terms defined in
Eqs. 3.6-3.7 that, as mentioned before, is highly sensitive to temperature.
From the instantaneous contour, the intermittent and localized nature of
soot production is highlighted, due to high temperature dependence of
all complex phenomena involved in this process. In the numerical map,
the red line bounds the region with a positive soot mass source maxi-
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Figure 3.7: Experimental and numerical instantaneous soot volume
fraction distributions in a midplane of the combustor.

mum value (related to soot formation) while the white line highlights the
negative values zone (related to soot oxidation), allowing to understand
where soot particles are generated and oxidized. As described before, soot
formation regions are mainly localized at the burner outlet where the
reaction process starts. Secondary injections supplies fresh air also to the
recirculation zone where oxidation can be observed. Also in this case, an
under-prediction of roughly one order of magnitude is performed by CFD.
As shown in Fig. 3.8 and 3.9, the computed instantaneous and time-
averaged distributions are also reported for OH mass fraction in order to
better visualize the flame structure and a qualitative comparison with
experimental maps is discussed.
As far as instantaneous plots are concerned, it can be observed how the
LES approach allows to describe turbulent structures which corrugate
the flame front downstream the injector exit. Peak regions are predicted
at the inner and outer surface of the swirling flow (1-2), whereas lower
values are located where the flow spreads next to the injector exit as
observed in the experimental map (3). High levels of OH remain also
downstream, surrounding the quenching zone in contrast to experimental
map. Here, unburned hydrocarbons which come from the first reaction
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Figure 3.8: Experimental and numerical instantaneous OH mass fraction
distributions in a midplane of the combustor.

zone feed a second flame front. This is probably related again to the
underestimation of the turbulent mixing of the oxidation jets, leading to a
more pronounced flame front in this region rather than in the recirculation
zone.
A general qualitative agreement can be also appreciated when time-
averaged distributions are considered. High values of OH means that
reactions occur in the central region and go on downstream close to the
walls, observing a similar evolution both in the numerical and in the
experimental results. A similar distribution can be also noted in the
corner vortex region with a slightly smaller spreading of the flame front
in the numerical map.

Quartz temperature

The previous section has highlighted the main findings about the
investigation of a sooting flame using U-THERM3D. The gas temperature,
however, is not only affected by an energy redistribution due to radiation.
Convective and radiative wall heat fluxes related, respectively, to the
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Figure 3.9: Experimental and numerical time-averaged OH mass fraction
distributions in a midplane of the combustor.

fluid-solid and radiation-solid interactions can generate relevant heat
losses that modify the aerothermal field. These interactions are taken into
account using multiphysics tools as U-THERM3D, whose main output
is precisely the solid temperature. Nevertheless, in the present work, for
the hypothesis of totally-transparent window, radiative wall heat flux
corresponds to the incident radiation and is independent by the surface
temperature, eliminating the need of radiation-solid coupling.
Fig. 3.10 shows the temperature distribution on the hot and cold sides
of the quartz window. The wall region that faces to the burner primary
zone has the highest thermal load. Convective heat transfer in this
zone is driven by flame-wall interactions that expose the surface to high
temperatures as well as to high turbulence which increases the heat
transfer coefficient. The peak temperature reaches almost 1600 K. This
value is not surprising because the windows are uncooled on the hot side
and cooled only by tangential air jets on the cold side. According to the
lower gas temperature, at downstream positions along the axial direction
the window temperature decreases as well. Closer to the boundaries,
solid temperature drops abruptly to the constant value of 900 K sets
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Figure 3.10: Quartz windows temperatures compared with experiments
[116] and RANS results [112].

on the adjoining surfaces that are not included in the conjugate heat
transfer problem at this point of the work. Because of the low thermal
conductivity of quartz, however, boundaries limit their influence to few
millimeters and the region around mid-line is unaffected.
A comparison with experimental data on the window centerline reported in
Fig. 3.10 emphasizes the predictive capabilities of U-THERM3D as far as
the wall temperature is concerned. Indeed, numerical results are in good
agreement with experiments along the whole surface. Compared to the
THERM3D results obtained in [112], the window is 200 K warmer in the
peak region. This different behaviour is mainly related to the resolution
of turbulence scales in LES. The turbulent structures influence all the
processes involved in swirling flames, from combustion to aerodynamics,
playing a key role also in the convective motions. A resolution of the
larger scales of the turbulent wall heat flux improves the prediction of
the heat load that, in this case, is higher than the one computed by a
RANS model. As a result of the major heat losses, wall temperature
decreases gradually and similarly to the experimental trend. In [116]
the wall heat flux is correlated to the downstream oxidation at higher
radii caused by the additional air as shown in Fig. 3.9. Indeed, the
mixing with the partially-burned rich mixture releases further energy
that contributes to keep the gases warm. In the present simulation
secondary air recirculates less than in experiments and the aforementioned
phenomenon is reduced, making the temperature plateau narrower and the
wall temperature slightly underestimated for Z > 40mm. Nevertheless,
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as the U-THERM3D curves match the measurements on both the window
sides with good accuracy, conduction within the solid seems well-predicted
by the present methodology.

3.5 Concluding remarks

In the present chapter, a reactive Large Eddy Simulation of a non
premixed ethylene/air sooting flame has been performed, employing a
semi-empirical model for the prediction of soot formation. The calculation
has been carried out in the framework of the U-THERM3D multiphysics
procedure employing three loosely-coupled simulations for fluid, solid
and radiation. This allows to appropriately account for the mutual
interaction of convective and radiative heat transfer, combustion and soot
production. The computed results have been compared with the available
experimental measurements in terms of aerothermal fields, emissions and
solid temperatures.
Regarding the gas phase temperature, LES results provide a general good
agreement along the centerline of the combustor with a slight under-
prediction of the peak value in the rich region and some discrepancies
downstream of the secondary air inlets. The reason of these differences has
been ascribed to an underestimated secondary air recirculation, causing
an improper enhancement of the reaction process in the rich region. These
considerations have been confirmed by the analysis of PDF temperature
distributions at different characteristic locations within the combustor,
where a better prediction can be noted closer to the walls rather than on
the combustor axis.
Together with the simplified adopted model, these discrepancies have
led to an underestimation by one order of magnitude of soot volume
fraction. However, the cone shape and the location of the peak values in
the rich region are generally predicted from a qualitative point of view
and soot particles remain next to the combustor walls until they reach
the oxidation region. From the instantaneous plots, the intermittent and
localized nature of soot production can be observed.
Concerning wall temperature distributions, U-THERM3D procedure is
able to properly predict the heat loads acting on combustor walls and the
conduction within the solid. In this context, an accurate evaluation of
local wall heat flux fluctuations is fundamental for a reliable calculation
of the wall temperature which can only be provided with a scale resolving
approach, such as LES model.



Chapter 4

LEMCOTEC combustor

With the aim of fulfilling pollutant emission limitations required for
the next generation of civil aero-engines [4], lean burn combustion appears
as one of the most promising technologies. Differently from current RQL
technology, reduction of NOx emission levels is achieved working in a
narrow range of flame temperature and local equivalence ratio. Indeed, it
should promote a rapid mixing between air and fuel in the primary zone
to minimize mixture inhomogeneities. Moreover, the absence of dilution
holes complicates the control of exit profile temperature that must be
attained acting on the burner aerodynamics. As far as the liner heat
load is concerned, highly-effective cooling systems are required to face
the limited availability of coolant. Considering the costs and complexity
related to experimental investigations at high pressure and temperature
conditions, Computational Fluid Dynamics has been adopted as primary
tool to have a deeper insight into the involved phenomena and, as a result,
support the aerothermal design of modern LDI combustors.
In this chapter, a modelling strategy for turbulent spray flames is applied
to a lean burn annular combustor designed and tested during the LEM-
COTEC (Low EMission COre-engine TEChnologies) European Union
Project. The main goal here is the investigation of methods from a design
perspective to assess its capabilities in the prediction of the burner perfor-
mance with different levels of accuracy, with a special focus on the metal
temperature. The chapter is divided into two part: first, steady CHT
analysis were carried out with the THERM3D tool for a preliminary in-
vestigation of the heat load trend in different operating conditions. Then,
the aerothermal field and metal temperature were investigated from a
high-fidelity perspective solving adiabatic flametube and U-THERM3D
multiphysics simulations, respectively.

95
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4.1 LEMCOTEC combustor

The test case consists in the prototype of a single annular combustor
developed in the context of the LEMCOTEC European project. Part of
the air passing through the dump diffuser is directed to the annuli where
it is used for the liner cooling and the bleeding holes. The remaining
part is instead divided between the swirler and the dome cooling system.
The dome is protected by an impingement-cooled heat shield, which
additionally provides slot cooling through coolant discharge, whereas the
liners are equipped with staggered arrays of inclined effusion cooling holes
with circular cross section. Despite the impossibility to show the actual
device due to confidentiality issues, it can be considered an evolution of a
previous combustion chamber designed, manufactured and tested during
the NEWAC program (see Fig. 4.1). Compared to such a device, volume
of the combustion chamber, shape of the flametube and characteristic
of the effusion cooling system were revised to enhance emissions and
durability of the liners. Another significant improvement to the reduction
of pollutant formations was achieved through the redefinition of internal
flow split and injection system.

Figure 4.1: GE Avio’s NEWAC combustor prototype.

The combustion system, based on lean burn combustion, achieves low
NOx emission using an innovative injection system called PERM (Partial
Evaporation and Rapid Mixing), developed for medium overall pressure
ratios (20 < OPR < 35). The device, whose sketch is reported in Fig. 4.2,
is characterized by co-rotating double radial swirlers. Flame stabilization
is ensured by fuel staging between the pilot injection from a pressure
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atomizer (for low-power stability) and the main injection achieved through
the formation of a film on the outer side of the lip.

Figure 4.2: Sketch of the injection system.

Design validation was carried out in the final stage of the project through
tests performed at the Central Institute of Aviation Motors (CIAM). All
the experimental data reported in the present paper were collected at
CIAM during the experimental campaign. The details about the operating
point considered in this work have been reported in Tab. 4.1. It is worth
mentioning that tests were performed only up to the Cruise condition,
while the Take-Off test point was considered in this work only from a
numerical point of view, exploiting the validated CFD methodology.

Test point P30 T30 FAR P/T Active
bar K � % injectors

Idle (ICAO 7) 5.4 518 14.5 100 9
Approach (ICAO 30) 13.5 655 17.2 70,90,100 18

Cruise (ICAO 85) 13.5 655 28.3 5,10,20 18
Take-Off (ICAO 100) 19.0 840 28.3 5,10,20 18

Table 4.1: Description of the investigated test points. Underlined the
value of P/T used in the CFD simulations.

The experimental measurements performed on such full annular combustor
allowed to obtain valuable data in terms of pollutant emissions, exit
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temperature profile and wall temperature. In details, temperature profiles
and emissions were acquired with a rotating traverse system installed at
the combustor outlet (Plane 40). Available data consist of CO2, H2O, CO,
NOx and uHC emissions sampled by two rotating probes characterized by
4 extraction holes, from which the gas is collected, mixed and analysed.
As shown in the left side of Fig. 4.3, the traverse system is equipped
also with four rakes that measure the temperature at 5 span locations.
An example of the resulting temperature pattern is shown in the right
side of Fig. 4.3. Metal temperature of the liners, instead, were measured
at different stream- and span-wise locations by means of thermocouples
equipped on the cold side of the liners. Measurement points were located
in selected sectors at different angular positions and grouped to obtain a
tangential distribution for a single ideal sector.

Figure 4.3: Sketch of the traverse system (left) and example of resulting
temperature pattern at Plane 40 for the Approach condition (right).

4.2 Preliminary steady CHT analysis

In each design process, a preliminary investigation of the combustor
using low time-demanding approaches should be mandatory as intermedi-
ate stage. In the context of CFD methodologies for a detailed design of
combustor liners, the aerothermal field is computed employing a RANS
simulation and the in-house THERM3D approach is here applied for the
3D prediction of the metal temperature.
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4.2.1 THERM3D procedure

The key concepts of the methodology are analogous to that made
in [35] for ANSYS® CFX code, i.e. the execution of a multiphysics
calculation composed of an iterative sequence of three different simulations:
reactive CFD, radiation and heat conduction. The interaction among
the simulations is accomplished through the exchange of data according
to [30, 59, 117]. Then, the new procedure can be seen as an upgrade
of THERM3D design tool [35] in order to exploit the ANSYS® Fluent
capabilities in terms of combustion, spray and radiation models. The three
simulations run in a sequential manner; then, in order to minimize the
computational time, all of them are simultaneously loaded. The queues
and exchange of data are handled by User Defined Functions (UDFs)
[118] and Scheme language [119].
The conceptual representation of the procedure is depicted in Fig. 4.4:

Figure 4.4: Conceptual representation of the THERM3D methodology.

1. The flow field simulation can involve turbulent combustion, heat
transfer and liquid fuel injection. After a predefined number of
iterations, temperature, pressure and species fields are passed to
the radiative solver.

2. On the basis of the actual wall temperature profile (i.e. a guess
solution at the first loop) and a frozen aerothermal state within
the domain, the radiative solver provides a wall heat flux for solid
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calculation while the energy source/sink ascribable to radiation are
returned to the flow solver.

3. As in U-THERM3D, convective and radiative heat fluxes at coupled
walls are passed to heat conduction solver after converting them to
convective and black-body radiation boundaries, respectively. Using
these fluxes the solid solver returns a wall temperature distribution
for the other simulations. Metal temperature into film cooling holes
is averaged and passed to the effusion solver for the estimation of
heat sink effect.

4. The previous steps are repeated until the convergence of the pro-
cedure, evaluated in terms of mean metal temperature variation
between the last two iteration, is satisfied.

The THERM3D procedure is composed of two different internal loop, as
shown in Fig. 4.4. An inner loop exploits an effusion solver (i.e. “effusion
holes” block in Fig. 4.4) to compute and set the temperature of coolant
exiting the hole based on a continuous updating of gas temperature at
hole inlet due to the CFD computation. An outer loop, instead, performs
the metal temperature evaluation that is given back to the CFD solver
as wall temperature distribution and to the UDF as mean hole wall
temperature. It is worth mentioning that a first guess CFD solution is
obtained assuming a uniform metal temperature distribution.

4.2.2 Numerical setup

As explained in the previous section, the present thermal procedure
is based on three different simulations that must be independently set,
with specific requirements in terms of computational grid, discretization
schemes, stability and convergence criteria. First of all, the coupled walls
must be chosen. In this work only the liner walls are fully subject to the
coupling procedure, as shown in Fig. 4.5. Nearest-neighbor interpolation
scheme is used to communicate the fields between the solvers because
more accurate and costly interpolation schemes (i.e. inverse distance)
were tested without appreciable benefits.

CFD solver

A significant part of the whole computational effort in the present
procedure is devoted to the solution of the compressible Navier Stokes
Equations (NSEs) for a reacting mixture. In particular, employing a
steady approach, RANS (Reynolds Averaged Navier Stokes) equations
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Figure 4.5: Computational domain with measurement locations.

have been solved using a realizable k − ε turbulence model [120] due to
its capability in the prediction of the main features of swirling flow fields.
Computations have been carried out on the computational grid shown
in Fig. 4.6, which was created with ANSYS® Meshing, and consists of
nearly 17M tetrahedral elements and 4.6M nodes. It includes the flame-
tube as well as the cold sides. From the scheme it is possible to notice the
inlet (on the left), where a mass flow rate was imposed, and the outlet
where a static pressure was prescribed. Flow split was determined from
preliminary RANS simulations with holes modelled through point mass
sources using the SAFE (Source bAsed eFfusion modEl) methodology,
presented in [121] and applied also in [35]. Temperature at the plenum
inlet, operating pressure and mass flow rates were set according to the
specific operating condition reported in Tab. 4.1. Boundary conditions
at the outlet and inlet patches of the multi-perforation were set relying
on the THERM3D methodology. Hence, for each row of effusion holes,
uniform pressure outlet and mass flow inlet boundary conditions were
applied to keep the chosen flow split, while coolant temperature exiting
from the holes is computed at run-time by the dedicated effusion solver.
All the uncoupled walls were treated as smooth, no slip and adiabatic.
Particular attention has been devoted to wall treatment. Two different
methods have been considered to assess the impact on wall heat flux and,
consequently, metal temperature. Both scalable wall functions [122] and
an enhanced wall treatment, developed in [92] and able to extend the
model in all the near-wall regions, have been tested. In the first case 3
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prism layers have been employed, whereas in the latter one 10 elements
have been used to ensure proper y+ values. In all the analysed test points
a negligible impact of wall modelling on the resulting metal temperatures
has been pointed out (≈ 25 K). Therefore, in the following just data
obtained with scalable wall functions are discussed for the sake of brevity.

Figure 4.6: Computational grid of fluid domain.

The simulations reported in the present work were performed modelling
kerosene as pure C10H22 (n-decane), using a detailed reaction mechanism
taken from [123] with 96 species and 856 reactions. The manifold for the
FGM model was generated using a set of 64x64 non-premixed flamelets.
The technical report published by [124] was used to characterize Jet A-1
fuel. Temperature-dependent properties, instead, were applied to the gas
phase. In addition, to include the effects of change in composition due to
the combustion process, a dependency from progress variable and mixture
fraction was formulated.
Spray boundary conditions on the prefilming airblast atomizer were es-
timated using the Geppert’s correlation [102] that provides a physical
treatment of the related atomization process, as already observed in
Section 2.2.4.

Radiation solver

The radiation between burnt gas mixture and metal, in addition
to the gas-gas and solid-solid radiative interactions, are computed by
solving the Radiative Transfer Equation (RTE). This is accomplished
by freezing the aerothermal field predicted by the CFD solver and the
temperature distribution at the walls provided by the heat conduction
solver in the previous coupling iteration. As mentioned in the previous
section, a dedicated simulation is performed to solve the RTE. A suitable
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computational grid on the same CFD domain is generated keeping a
good balancing between accuracy and CPU effort. The mesh counts 4M
elements and 800k nodes. If compared to the CFD mesh, the element
number is strongly reduced thanks to the absence of the prismatic layer
and a substantial coarsening of the mesh core, especially in the regions
poorly influenced by radiative heat transfer. Boundary conditions for the
radiation problem consist of absorbing/emitting walls, inlets and outlets.
The phenomenon is modelled by the Discrete Ordinate (DO) model using
a 4x4 angular discretization and 3x3 pixels for each direction. The spectral
radiation is approximated with a weighted sum of gray gases while metal
emissivity is set 0.8. A validation of the radiation modelling approach
can be found in [99].

Conduction solver

Solid calculation is characterized by a limited computational cost.
Indeed, heat transfer in the liner walls is governed by the Fourier’s law
and the Heat Equation (HE). Moreover, only the coupled walls (i.e. inner
and outer liners) are solved by the conduction solver. The computational
domain includes all the 2000 effusion holes, resulting in 21.28M tetrahedral
elements and 4.23M nodes. As previously mentioned, at the solid-fluid
interfaces wall heat flux provided by the CFD solver is converted in a
convective boundary condition, while radiative heat flux is expressed in
terms of radiation temperature and emissivity. Heat sink effect in the
perforation is modelled recovering the HTC and the average inlet/outlet
fluid temperature of each row of holes from the CFD solver. These couple
of values are exploited in a convective boundary condition. Solid was
modelled as a metal alloy, for which a temperature-dependent thermal
conductivity and heat capacity were set.

4.2.3 Results

Results of the simulated operating conditions are here reported. First
of all, aerothermal fields are investigated followed by a detailed comparison
on metal temperature distributions.

Aerothermal field

The flow field of the different test points is shown in Fig. 4.7 in terms
of velocity and temperature distributions.
Velocity fields are similar in all the operating conditions, even if the jet
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Figure 4.7: Velocity magnitude field (top) and Temperature field (bottom)
at the meridional plane for all the operating conditions.

core becomes stronger moving towards Take-Off condition. The high-
velocity swirling jet exits from the injector with a large opening angle,
impinging on the liner walls and generating a strong recirculation of hot
exhaust gases. This widely observed feature, typical of swirling flow,
promotes flame stabilization at the low velocity shear between the cold
and hot flows, as highlighted by the peak temperature region. A global
rise of temperature within the flametube can be appreciated when the
FAR increase, as in Cruise condition if compared to Approach test point.
However, when P30 and T30 grow up at a fixed FAR value, as moving
from Cruise to Take-Off simulation, the augmentation of temperature
is relevant only at the cold sides, with a smaller influence on flametube
distribution in terms of peak value. In addition, the fuel injection at lip is
prevailing at the highest load conditions, leading to burn a small portion
of reactant mixture in the corner regions. The temperature fields were
compared against experimental data obtained with the rotating probe. A
CFD postprocessing on the Plane 40 was performed to provide 1D profiles
of RTDF and OTDF, as defined in Eq. 4.1 and 4.2:

RTDF (r) =
T (r)− T40

T40 − T30
(4.1)



4.2 Preliminary steady CHT analysis 105

OTDF (r) =
T (r)max − T40

T40 − T30
(4.2)

The results are reported in Fig. 4.8. All the operating conditions show a
typical parabolic profile characterized by significant temperature gradients
in the radial direction. This is essentially ascribable to the absence of
dilution holes capable of controlling the temperature peak at midspan of
the exit section as well as the thick layer of coolant generated by effusion.

Figure 4.8: RTDF and OTDF profiles at Approach (left), Cruise (center)
and Take-Off (right) conditions.

Concerning the comparison against the test data, it is possible to
observe overall a reasonable agreement, both for Approach and Cruise
conditions, with a consistent slight overprediction. Moreover, it is worth
pointing out that the maximum value of RTDF shows a displacement
from r = 60% (Approach) to r = 40% (Cruise). CFD seems incapable of
reproducing such an effect, which may be ascribed to a too dissipative be-
haviour that could be overcome exploiting more accurate Scale-Resolving
Simulations.

Metal temperature

Metal temperature and heat flux distributions resulting from the
THERM3D calculation are shown in Fig. 4.9 for all the operating condi-
tions on the hot side facing the flametube. A common peak temperature
zone can be observed for all the test points. These spots are related to the
increased heat fluxes, which are ascribable to two main effects associated
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Figure 4.9: Wall Heat Flux (left) and Temperature (right) distributions
on the hot side of inner and outer liners for all the operating conditions.

to the impact of the swirling jet on the surface. The first is the increase in
heat transfer coefficient for an impinging effect of the jet. The latter is a
reduction in film effectiveness caused by the coolant swept away from the
liner by flow rotation. Thus, the swirling flow leads to opposite tangential
locations of the peak value for the two liners (i.e. inner and outer).
A general heating effect can be observed in Fig. 4.9 moving from Approach
to Take-Off, associated to higher heat fluxes. A prominent temperature
increase is shown by Take-Off contour and confirmed more quantitatively
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in Fig. 4.10. The picture reports, both for inner and outer liners, the
area-averaged hot side metal temperature and the energy budget, repre-
sented by surface integrals of convective (CONV) and radiative (RAD)
heat fluxes on hot (HS) and cold (CS) sides, as well as the heat sink (EFF)
contribution. On the hot side, convective and radiative heat transfer

Figure 4.10: Normalized energy budget and mean temperature on Outer
(top) and Inner (bottom) liners for all operating conditions.

are comparable, unlike the cold side. In that case radiation is almost
negligible in all the test point, which can be justified by the cold side
aerothermal condition. In fact, this region is characterized by a channel
flow with a temperature slightly higher than T30, wetting the liner on
one side and the casing on the other one, where an adiabatic boundary
condition is applied. The view factor between these surfaces can be
assumed equal to 1, so that only their mutual radiative heat exchange
can be considered. Since the casing reaches the T30 temperature, the
difference between the two wall temperature is small and the radiative
heat fluxes are not appreciable. This is confirmed by Take-Off condition,
where an abrupt increase in metal temperature is not accompanied by a
larger contribution of radiation, which can be explained keeping in mind
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the characteristics of the operating conditions (see Tab. 4.1). On the hot
sides, while the convective term shows a monotonous trend increasing
the burner thermal load, the radiative heat transfer curve highlights a
maximum at Cruise condition followed by a slight reduction at Take-Off.
In fact the FAR value between these simulations is unchanged and the
flame is only slightly hotter, even if T30 rises by ≈ 200 K when moving
to Take-Off. Consequently, the metal undergoes a strong warming caused
by T30 as well as by the higher pressure P30 that increases the heat
transfer coefficients. Temperature difference on the hot side becomes
smaller, thus reducing the radiative load while convective fluxes grow
strengthened by the higher HTC. Concerning the heat sink, it is relevant
and increases moving towards Take-Off, even if the higher T30 limits the
increase associated to the higher wall temperatures.
The different contributions to the liner heat load can be observed more
effectively in Fig. 4.11, reporting the energy budgets on bar graphs for
the inner and outer liner in the different test points. The graphs have

Figure 4.11: Energy budgets for the outer and inner liner in the different
operating conditions.

separate bars for the hot side (HS), cold side (CS) and effusion (EFF).
Each bar represents the absolute value of the normalized heat loads. The
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HS bar and CS bar have both the convective (blue) and radiative (red)
terms. Fig. 4.11 shows promptly the increase of heat load moving from
Approach to Takeoff as well as the weight of radiation on the hot side. The
numbers at the top of the bars, coloured as the heat transfer modes, are
the relative contribution (in percentage) of the heat transfer modes to the
total incoming or outgoing heat load. The liner is cooled for about 60%
by effusion and 40% by cold side, almost independently by the operating
condition. On the hot side, instead, convection dominates on radiation at
Approach while the latter becomes more relevant at higher loads on the
outer liner.
Quantitative comparisons of metal temperatures with experimental data
are reported in Fig. 4.12 and Fig. 4.13, respectively for outer and inner
liners. Results are normalized with respect to a reference temperature
and shown for all the operating conditions as circumferential distributions
in an angle range of -10°/+10° at different axial locations (see Fig. 4.5).
Approach test point is in good agreement with measurements on outer
liner but a certain underestimation is observed on B and C locations
on inner liner. At Plane A the uniform profile can be ascribed to the
homogeneous highly-effective slot cooling. At downstream sections the
strong interaction between walls and swirling jet leads to a double-peak
value on the outer side at positive angles while a single-peak value on the
inner liner at negative angles, accordingly with flow rotation. Moving to
Cruise condition a general increase of metal temperature is shown both
in measurement and numerical data due to the higher gas temperature,
even if this rising is more prominent in experiments. The disagreement
is more evident in the first measurement planes where the different P/T
of the two test points should lead to different spray evolution and flame
behaviour, badly reproduced by these RANS as seen in Fig. 4.7. Such a
limit could also negatively affect the prediction of radiative contribution.
However in the downstream locations a better agreement is recovered
because the less influence of flame structure on aerothermal field, which
is close to equilibrium temperature with roughly uniform velocity.
Concerning the Take-Off, Fig. 4.14 highlights as the temperature profiles
are even more shifted towards high values as already seen in Fig. 4.9.
From a numerical point of view, the shape of the profiles is quite similar
varying the operating condition, confirming a similarity in the metal
temperature distribution, previously suggested by Fig. 4.9.

Sensitivity analysis

As shown in Fig. 4.10 the mean liner temperature increases moving
from Approach to Take-Off but a greater slope is obtained moving from
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Figure 4.12: Circumferential profiles of normalized metal temperature
compared with experiments at different cross sections on the outer liner.

Cruise to Take-Off. Here the increase is about 20%, while it stops
to 10% moving from Approach to Cruise. A further investigation to
the temperature trend was carried out. For this purpose a 0-D model
of an equivalent annular combustor was built with global parameters
according to the investigated burner. Inlet conditions were adjusted to
the three flight operations. A sensitivity analysis on key variables of the
model was performed to find the parameters and the main uncertainties
affecting the solid temperature in the present CHT problem. The chosen
quantities, depicted in Fig. 4.15, are: inlet temperature (T30) and
pressure (P30), fuel-air ratio (FAR), adiabatic effectiveness (ηad) and
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Figure 4.13: Circumferential profiles of normalized metal temperature
compared with experiments at different cross sections on the inner liner.

Figure 4.14: Circumferential profiles of normalized metal temperature for
Approach, Cruise and Take-Off test points at Plane D.

heat transfer coefficients (HTChs, HTCcs). All these parameters were
normalized to the Cruise value. The analysis prove that T30 drives the
metal temperature trend because it has a direct impact on both the gas
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Figure 4.15: Sensitivity analysis to model parameters for the 0-D
simulation.

and coolant temperatures that are the reference temperatures for the
convective heat transfer processes. This result explains the higher growth
rate of temperature moving from Cruise to Take-Off observed in Fig. 4.10.

4.3 High-fidelity design

Prediction of accurate metal temperatures inevitably requires an ap-
propriate solution of the gas velocity and temperature fields that, in turn,
are strongly affected by the interactions occurring in turbulent spray
flames between spray evolution, turbulence and combustion, as widely
stressed in Section 2.2. Scale-Resolving Simulations are able to overcome
the main limitations of classical RANS approaches and have been success-
fully exploited for simulations of reactive multiphase flows. Significant
efforts have been focused in the past also on other scale-resolving mod-
elling strategies for turbulent spray flames distinguished mainly for what
concerns the turbulence-chemistry interaction.
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4.3.1 Numerical details

Several numerical aspects of the previous THERM3D simulations were
adopted in the following high-fidelity simulations as combustion, spray and
radiation modelling. However, the conflicting needs of a more accurate
prediction of the aerothermal field and an affordable computational cost,
have found in Scale Adaptive Simulation the proper turbulence model for
the present complex geometry. Pressure-velocity coupling was solved by
the pressure-based SIMPLEC (Semi-Implicit Method for Pressure Linked
Equations-Consistent) algorithm for the convective solver. Second order
schemes were adopted to discretize both the advection and temporal
terms. According to the unsteady simulation and the U-THERM3D
method, a time-step of 3e-6 s and 1e-3 s were set for the fluid and solid,
respectively. Coupling between the two domain was carried out every 10
fluid time-steps and 30 solid time-steps.

Domains

Computations have been carried out on the domain shown in Fig.
4.16, that is a simplified version of the domain shown in Fig. 4.5 where
the annulus and the upstream diffuser are removed. As a result, in order
to reduce computational time keeping a good accuracy, the gas phase
domains needed for solving the convective and radiative problems include
the flametube and an upstream plenum. Indeed, the main benefits of a SRS
are appreciated within the flametube because of the strong interaction
between turbulence, combustion and spray evolution. Moreover, the
focus of present manuscript is on the high-fidelity prediction of metal
temperature, that is mostly affected by the unsteadiness on the hot side.
This simplification has even less effects on the radiative fluxes, that are
negligible in the annulus if compared with the convective ones as reported
on energy budgets in Fig. 4.11. It is worth mentioning that in order
to replicate the fuel staging strategy adopted at Idle condition (9 active
injectors out of 18), only one sector has been simulated. To model the
presence of the sectors with unfed fuel injectors, the emissions have been
corrected with an ideal mixing between the concentration calculated for
the burning sector and pure air from a turned off sector. As shown in
Fig. 4.16 and according to the present loosely coupled approach solid
conduction is computed in a physically-separated domain representing
the inner and outer liners. Indeed, being the metal opaque for radiation,
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Figure 4.16: Computational domains and main boundary conditions.

beams can be only absorbed or reflected at the fluid-solid interface and
the computation of radiation is not required in the solid domain.

Computational grids

The different requirements for the involved computations were taken
into account during the generation of the three meshes with ANSYS®

Meshing. Mesh for the convective problem consists of nearly 8.7M tetra-
hedral elements and 2.1M nodes with a sizing smaller than in RANS
mesh, as required by a SAS approach. As in the near-wall region the
SAS model behaves as a RANS k-ω SST model, to exploit a wall function
approach [125] the mesh counts 3 prismatic layers at wall and a y+ in the
range of applicability for this wall treatment. The adequacy of the mesh
was evaluated a posteriori using Pope’s criterion [126], verifying that
most of the domain ensures a resolution of at least 80% of the turbulence
spectrum. Radiation and solid meshes, instead, were recovered from the
THERM3D computation. It is worth remember that, as estimated in
Section 2.1.2, the use a loose coupling for the fluid-radiation interaction
together with a mesh coarsening can reduce the computational effort of
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the coupled problem of around 30− 40%.

Boundary conditions

The boundary conditions were chosen with the same criteria adopted
in the THERM3D simulations. However, concerning the convective do-
main, the plenum inlet represented in Fig. 4.16 is now the main inlet
where the only mass flow passing through the injector was applied, ac-
cording to the prescribed flow split discussed in Section 4.2.2. Coolant
temperatures provided by the THERM3D simulations for each row of the
multi-perforation were set on the inlet patches representing the exit of
the holes and kept constant during the whole calculation. This assump-
tion is justified by the small temperature jump of coolant through the
multiperforated liner. The hot sides of the two liners (red regions in Fig.
4.16) were coupled with solid and, for this purpose, coupling boundary
conditions were applied. The results of the steady THERM3D analysis
on the full geometry, instead, were exploited to deduce the heat transfer
coefficients and the reference temperature for the cold side as well as the
wall of effusion holes in the solid simulation.

4.3.2 Flametube adiabatic analysis

To pave the way for Conjugate Heat Transfer simulations, adiabatic
analysis on the 4 test points were carried out, so having a deep insight
on the aerothermal fields and make sure about the capabilities of the
modelling strategy. Such an ideal condition was investigated within the
flametube and, for this reason, all the walls were treated as smooth, no
slip and adiabatic.
This section is therefore structured as follows:

� Description of the aerothermal field, so as to highlight the main
features of the velocity and temperature fields as well as their
variations at the different test conditions.

� Analysis of the resulting temperature profiles at the combustor exit
in terms of RTDF and OTDF and comparison against experimental
data.

� Considerations about the formation of pollutants (CO and NOx)
and comparison in terms of emission index at the combustor exit.
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Aerothermal field

The velocity fields generated within the combustion chamber are shown
in Fig. 4.17. It is possible to observe that the injection system generates
a large swirling flow that interacts with the liners and extends almost
up to the exit of the chamber. The velocity in the swirler shows a slight
increase moving towards the Take-Off condition, however the nature of
the flow field is substantially preserved changing the test point.

Figure 4.17: Contours of the mean velocity magnitude at different
conditions.

More interesting conclusions can be drawn from the instantaneous
and mean temperature maps reported in Fig. 4.18. At Idle condition all
the fuel is injected through the pressure atomizer at the pilot and forms
a liquid film that breaks up at tip of the injector lip. In the absence of an
appropriate modelling for the thin film, this process is modelled applying a
spray injection at the above-mentioned tip, with a distribution estimated
with the correlation proposed by Gepperth [102]. The spray generated has
a rather high SMD (≈ 68 µm), resulting in a flame stabilized downstream
if compared to the other test points. It is also worth mentioning that
at Idle the combustor would be operated with a circumferential fuel
staging, on the basis of which only 9 of 18 sectors are ignited. Clearly, the
interaction of the flame with the adjacent cold swirling flow is completely
missing, since we are considering only the burning sector. It is reasonable
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to expect that this phenomenon would have a significant impact on the
temperature profile and the emissions at the combustor outlet, which is
neglected at the moment.

Figure 4.18: Contours of instantaneous (left) and mean (right)
temperature at different conditions.

Considering the Approach condition, the increase in the FAR is sufficient
to achieve a stable combustion process in each sector, provided that the
flame is piloted with at least 70% of the fuel. The reaction appears
confined within the swirling flow, with a tendency to propagate upstream
within the swirler.
It is interesting to notice that at Cruise condition, operated with same
P30 and T30, but different FAR and P/T, the resulting temperature field
appears significantly affected. Most of the fuel (90%) is injected at the lip,
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evaporating directly within the swirling flow and generating a recirculation
region at relatively uniform temperature. The reduction in P/T generates
a leaner mixture that prevents the ignition process with the swirler. On
the contrary, the higher amount of fuel directed to the main injection
gives rise to a non-negligible turbulent transport of fuel in the corner
recirculations, thus increasing the temperature.
This phenomenon is evident also at Take-Off, with the difference that,
given the flammability limits extended by the higher inlet pressure and
temperature, a tendency to flashback occurs similarly to what highlighted
at Approach. Interestingly, additional Scale-Adaptive Simulations have
shown that in transient simulations this effect is subject to hysteresis
depending on the initialisation conditions.
Once highlighted the impact of the different operating conditions on the
aerothermal field, it is possible to show and discuss their impact on the
resulting temperature profiles at the combustor exit.

Temperature profiles at combustor exit

The temperature fields were postprocessed on the Plane 40 so as to
obtain the 1D profiles of RTDF and OTDF. The comparison against
the experimental data obtained with the rotating probe is reported in
Fig. 4.19. Only Idle is characterized by high temperature lobes in the
proximity of the liners that propagate up to the combustor exit. As
for RANS results, all other conditions show a typical parabolic profile.
Concerning the comparison against the test data, it is possible to observe
overall a reasonable agreement for both Approach and Cruise conditions,
with a consistent, slight overprediction of the RTDF.
Fig. 4.20 shows the temperature distribution at the Plane 40 in terms of
mean and fluctuating component, the latter expressed as the ratio of root
mean square to local mean temperature value. While the peak of mean
temperature is located at midspan, the highest fluctuations occur at wall
because of the film cooling.

Emissions

A further comparison was performed considering the pollutant emis-
sions measured with the rotating probe, focusing on CO and NOx. The
Emission Index (EI) of each pollutant depending on the operating con-
dition is depicted in Fig. 4.21. As it is possible to notice, the experi-
mental dataset shows some scattering that is ascribable to a non-exact
repeatability of data obtained from the rotating probe during successive
measurements. CFD is instead plotted calculating the time-average value
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Figure 4.19: RTDF and OTDF profiles at different operating conditions.

Figure 4.20: Mean temperature distributions at Plane 40 section
overlapped by contour lines of temperature RMS normalized to the local

mean value (black-to-white scale representing value from 0% to 30%)

collected during the data sampling, while the standard deviation was
superimposed to represent the potential oscillations showed in the time
evolution.
The estimation of CO emissions proved to be challenging and CFD shows
a tendency to slightly overestimate the concentration at the burner exit.
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The Idle condition deserves a special consideration, especially bearing
in mind that we are neglecting the interaction with the adjacent cold
sector. This would reasonably produce local quenching phenomena of the
flame that can be associated to an increase in the production of CO. The
simulation of the dual sector configuration would be challenging and worth
of attention but will be considered in the future. Nevertheless, it should
be pointed out that overall a reliable prediction of the absolute values of
the CO levels is determined and this leads to a further assessment of the
numerical setup here employed. Going from Idle to the Take-Off operating
conditions, as expected, the level of carbon monoxide is progressively
reduced and the trend numerically predicted is in line with experiments.
The scenario is similar for what concerns NOx (Fig. 4.21), as CFD
matches both the measured values and the overall trend quite closely.
Nevertheless, considering the complexity of the geometry under inves-
tigation as well as the unavoidable uncertainty on experiments in this
challenging operating conditions, the achieved agreement is satisfactory
mainly from an industrial point of view.

Figure 4.21: Comparison of CO (blue) and NO (red) emission index at
different conditions.

Once validated the numerical methodology, the efforts are devoted to
provide a better understanding of the impact of the operating conditions
on flame, spray evolution and pollutant formation. At this purpose, a
regime indicator has been introduced to highlight the regions where the
flame presents a premixed or diffusive behaviour. The flame index Θ has
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been defined in the present work as suggested by [127]:

Θ =

(
∇YF · ∇YO
|∇YF · ∇YO|

)
(4.3)

where YF and YO are respectively the fuel and oxidizer mass fractions. It
must be stressed that the chosen definition of the flame index has some
limitation to investigate the physics of spray combustion [128], but can
be quickly evaluated for a preliminary assessment of flame evolution. It
is typically argued that a positive value of Θ indicates a local premixed
combustion and that a negative value states a diffusive condition.
In Fig. 4.22 the evolution of Θ obtained through numerical simulations
in all the investigated conditions is reported clipping the distribution on
flammability range, which has been evaluated as 0.4 and 1.5 respectively
for lean and rich limits in terms of equivalence ratio. On the same contour
plots, iso-lines corresponding to a liquid volume fraction αl=0.01% are
shown in green in order to point out the zone characterized by the presence
of the spray. Instead, blue and red markers specify iso-values of CO and
NOx equal to respectively the 80% and 50% of their local maximum.
These contours should give an idea about where pollutant emissions are
mainly generated and the corresponding burning mode, which can be
useful information from a design point of view. To ease the discussion
each test point is individually analysed:

Figure 4.22: Contours plots of instantaneous flame index obtained in all
the analyzed test conditions. Iso-lines show the presence of the spray

(green) and the concentration of CO and NO (blue and red respectively).
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� At Idle, all the spray is injected at the lip and a non-premixed front
is initially created, stabilising two regions at high temperature near
the liners where CO is produced. This corresponds also to the two
lobes at high temperature in Fig. 4.18.

� At the operating condition corresponding to Approach, the higher
temperature and pressure lead to a strong evaporation of the liquid
fuel injected at the pilot. Here the 70% of fuel is injected in this
location and the kerosene vapour generated in this way leads to
the stabilization of a premixed flame, which is characterized by
a V-shape and arrives inside the injector. Carbon monoxide is
mainly produced in this region and follows such premixed burning
zone. Immediately downstream, a non-premixed region is instead
determined, probably created by the part of the spray that has still
to be evaporated. This determines the zone at higher temperature
and heat release shown in Fig. 4.18 and also to a major production
of NOx.

� At Cruise, the major part of fuel is injected at the lip. The corre-
sponding region presents a dual burning mode: smaller particles,
which are characterized by lower Stokes number and tend to follow
the swirling jet on the spray edge, quickly evaporate and burn with
a dominant premixed burning mode. Conversely, bigger droplets are
probably gathered at the center of the spray and create a diffusive
region. A leading premixed flame front is predicted and once again is
associated with a major production of CO. A pocket of hot gases is
stabilized at the center of the burner, determining a high generation
of NOx. It is interesting to point out that, with respect to the
Approach condition, production of CO and nitrogen oxides are here
super-imposed.

� At Take-Off, a flame structure similar to Cruise is predicted even
if, thanks to the higher pressure and temperature, the flame is
stabilized inside the injector. A leading premixed burning mode
is predicted and regions immediately after the injection points are
associated to a production of both CO and NOx.

Adiabatic wall temperature

Before moving to the multiphysics coupled simulations, the adiabatic
wall temperature was investigated in both RANS and SAS flametube sim-
ulations. This analysis is helpful to have a preliminary indication about
the zones of the liner most affected by a scale-resolving modelling. Indeed,
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the adiabatic wall temperature is strictly related to the adiabatic effec-
tiveness (i.e. the film cooling protection) and the local gas temperature.
Differences in this quantity between steady and unsteady approaches in
terms of mean value suggest a different prediction of the aerothermal field
as well as the swirling flow-wall interaction. Moreover, the instantaneous
values obtained by a SAS simulation provide an estimation of the involved
frequencies in the heat transfer process which can be exploited to set the
coupling parameters in the U-THERM3D simulation.
Fig. 4.23 shows the mean adiabatic wall temperature in the Approach
and Cruise SAS simulations, highlighting a substantial increase moving to
Cruise according to the THERM3D results on metal temperature shown
in Fig. 4.9. A comparison of the gas and wall temperatures between

Figure 4.23: Comparison of mean adiabatic wall temperature for SAS
simulations of Approach and Cruise conditions.

RANS and SAS adiabatic simulations of the flametube at Cruise operation
is depicted in Fig. 4.24.
The strong non-linear temperature-dependence of radiation can lead to
considerable inaccuracies in the prediction of radiative thermal load when
a RANS approach is exploited because of the absence of temperature
turbulent fluctuations, which would not be taken into account by the
DO model. SAS is instead capable of resolving the largest turbulence
scales and fills in this fashion the aforesaid deficiency of the RANS-DO
modelling approach. In addition, the unsteady aerothermal field can affect
the gas-wall interaction, as suggested by the mean SAS wall adiabatic
temperature, leading to different convective heat fluxes in an unsteady
application of the THERM3D procedure. These two aspects are more
pronounced in the jet-wall interaction region, as shown in the bottom
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Figure 4.24: Detailed analysis of temperature field of RANS and SAS
adiabatic simulations for Cruise condition, with focus on the temperature

distribution and Probability Density Functions on the inner liner
centerline (the red band represents the SAS temperature standard

deviation value).

plots of Fig. 4.24 for the inner liner. The major plot compares adiabatic
wall temperature for RANS and SAS simulations along the centerline
superimposed by a red band representing the SAS temperature standard
deviation. The minor plots instead are focused on the Probability Density
Functions (PDFs) of instantaneous temperature obtained by a sampling
process on four points of the SAS simulation (i.e. A,B,C and D in Fig.
4.24). SAS mean temperature is definitely higher than RANS one in the
first 30% of the liner, while temperature fluctuations are relevant for over
50% of the length. On the contrary, close to slot inlet and effusion holes
the temperature variance is locally lower since it is affected by uniform
inlet conditions as well as in the final region, where the turbulence is
drastically reduced and combustion is almost completed. A deeper anal-
ysis on the time-history of wall adiabatic temperature reveals different
PDFs depending on the location and therefore on the flow field conditions.
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Points B and C show a broad temperature distribution due to the strong
interaction with the swirling flow and a mode value close to the coolant
temperature, where the shift can be related to the adiabatic effective-
ness. Points A and D, closer to effusion holes, have instead a narrower
bimodal distribution. This bimodal behaviour is particularly evident for
Point A, where the highest peak value can be associated to the effusion
and slot cooling. The lowest peak, instead, is generated by the jet-wall
turbulent interaction, as widely above explained. This final analysis on
adiabatic simulations suggests as the differences in the computation of
wall quantities in a SAS approach could be relevant if compared to the
more common steady framework. However, further investigations are
required to assess the predictive capabilities of metal temperature in
Scale-Resolving Simulations.

4.3.3 Multiphysics investigation

As a result of what depicted in Fig. 4.24, the present section tries to
be the missed link between the steady CHT analysis presented in Section
4.2 and the scale-resolving investigation within the flametube shown in
Section 4.3.2. In this section the results of the test points investigated with
the U-THERM3D tool will be presented, compared with the THERM3D
results and discussed. First of all, the Approach condition was simulated,
analysed and compared against the experiments. Then, the present tool
was applied on the Take-Off condition.

Approach

The aerothermal field is strongly influenced by the double swirler con-
figuration that creates a swirling flow with a large inner recirculation zone
and two outer recirculation zones in the corners between dome and liners
as widely discussed in Section 4.3.2. A major part of liquid fuel is injected
in the pressure atomizer (see Tab. 4.1), which breaks it up in droplets.
These particles evaporate partially in the inner duct, contributing to feed
the hot gases ingestion that periodically occurs within the swirler from
the downstream recirculation zone. This behaviour can be observed in Fig.
4.25 showing the temperature field in the combustor. While the timeframe
chosen for the instantaneous temperature does not seem to be subject
to flashback, the mean field highlights that gas at high temperature is
present up to the pilot injector as already observed in Fig. 4.18.
The core region of the flametube is unaffected by the coupled simulation at
Approach if compared to the adiabatic simulation reported in Section 4.3.2.
The shear stresses and high velocities caused by the burner promotes the
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Figure 4.25: Contours of instantaneous (left) and mean (right) gas
temperature at Approach condition.

breakup of fuel film flowing on the airblast atomizer, the turbulence of jets
and, as a results, the subsequent dispersion of the liquid particles as well
as of the evaporated fuel. Large eddies trap the fuel into pockets where
it is mixed and burnt, leading to hot spot regions moving downstream.
These turbulent structures interact in a non-stationary fashion with the
liners increasing convection and, therefore, wall heat transfer. Such a
phenomenon was investigated in Fig. 4.24 on the adiabatic simulation,
highlighting the differences between RANS ans SAS in the prediction of
the mean adiabatic wall temperature and the wide range of its fluctuations
in the upstream region of the liner. Turbulent energy redistribution in
the flametube has a key role in the heat transfer process as shown in the
corner regions, where the mean temperature is definitely higher than the
one obtained in Section 4.2. This property is typical of SRSs that are
able to solve a portion of turbulent diffusion.
In Fig. 4.26 the instantaneous and mean energy source term due to
radiation is shown, representing the data sent from the radiative to the
convective simulation. Even if absorption and emission properties depend
on species composition, the temperature is the main quantity affecting
the energy source. The flame region has negative values and the higher
the temperature, the more negative the source. On the other hand, low
temperatures in the mixing regions between film cooling and flue gases
provide an absorption of radiative energy.
Focusing on the two liners, the resolved part of turbulent convection
affects the prediction of metal temperature if an unsteady coupling is
exploited. Fig. 4.27 shows the temperature distribution on the hot side
of the liners for the THERM3D and U-THERM3D simulations together
with the relative difference (in percentage) between the latter and the
former normalized by the THERM3D value (in [K]). If compared to the
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Figure 4.26: Contours of instantaneous (left) and mean (right) energy
source term due to radiation at Approach condition.

Figure 4.27: Contours of mean temperature on the hot side of the liners
for the THERM3D (left) and U-THERM3D (middle) simulations at

Approach condition. The percentage difference between the U-THERM3D
and THERM3D temperature normalized by the THERM3D value (in [K])

is also reported (right)

steady result, U-THERM3D predicts a broader high-temperature region
and a smoother distribution. Indeed, the turbulent interaction between
swirling flow and walls is detrimental for the film effectiveness of both
the slot and effusion. Opposite cold streaks appeared on the two liners in
the THERM3D modelling as the coolant is not disturbed by the swirling
flow, maintaining a good protection. This feature disappears completely
in the present simulation because of an increased jet opening angle of the
swirling flow related to the unsteady treatment. As a result, in this region,
temperature rises around 15% compared to a steady RANS coupling.
Similar values are observed immediately downstream of the slot exit for
the presence of hot gas recirculation in the corners. The liners show two
different trends: the first half region is warmer but the downstream zone
has lower temperatures.
A quantitative comparison with measurements of the liner temperature
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on the cold side reveals the improvements of the present multiphysics tool
in the prediction of liner thermal load, as reported in Fig. 4.28, 4.29 and
4.30 in terms of normalized temperature. The data were extracted on the
lines highlighted in the sketch of Fig. 4.16.

Figure 4.28: Comparison of the centerline temperature between
experiments, THERM3D and U-THERM3D on the cold sides of the
Inner Liner (top) and Outer Liner (bottom) at Approach condition.

Fig. 4.28 shows the temperature distribution of both the liners along the
centerline, expressed as normalized curvilinear abscissa ŝ. The curves
confirm the higher heat load of the U-THERM3D simulation at upstream
locations already observed in Fig. 4.27, especially for the Inner Liner.
On this side, the numerical results are shifted towards measurements.
The Outer Liner temperature, instead, was already well-predicted by
THERM3D but the present approach, anyway, shows a further improved
trend. For instance, on the first measurement point a better agreement is
obtained thanks to the smoothing effect of temperature gradients.
Analogous comparisons can be performed on the spanwise lines depicted
in Fig. 4.16 and the results are reported in Fig. 4.29 for the Outer Liner
(lines A,B,C,D,E) and in Fig. 4.30 for the Inner Liner (lines A,B,C,D).
Once again, U-THERM3D predicts smoother tangential distributions of
metal temperature, in particular at B and C locations of the Inner Liner.
While in RANS the swirling flow keeps a good film protection up to the
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Figure 4.29: Comparison of the spanwise temperature between
experiments, THERM3D and U-THERM3D on the cold sides of the

Outer Liner for the locations depicted in Fig. 4.16 at Approach condition.

fifth row of holes, in SAS computation the hot gases disrupt the coolant
layer before the second row leading to a higher thermal load at line A
that is confirmed by experiments. This interaction, however, is excessive
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Figure 4.30: Comparison of the spanwise temperature between
experiments, THERM3D and U-THERM3D on the cold sides of the

Inner Liner for the locations depicted in Fig. 4.16 at Approach condition.

at -10/10° locations on the Outer Liner resulting in an overestimated
metal temperature. A general improvement in the distributions could be
obtained revising the boundary conditions applied to the effusion holes.
Indeed, a constant mass flow rate was chosen for each row but the pressure
distribution is not uniform in the tangential direction. This is particularly
expected on the hot side because of the impinging of swirling flow on the
liner walls that increases locally the pressure. This phenomenon is more
relevant in the centerline region, resulting, in the hypothesis of uniform
pressure on the cold side, in a decrease of pressure drop and, hence,
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in lower mass flow rate compared to the uniform injection. Obviously,
more coolant will be injected from the holes close to -10/10° locations if
the same total mass flow rate must be kept and the liner will be more
protected in these regions. The solution-dependent distribution of coolant
on both the tangential and axial directions are hardly predictable a priori
and its effect on the heat load deserves further investigations in the future.

Take-Off

Increasing the power load by means FAR, P30 and T30 leads to higher
burning rates, gas temperatures and ultimately more critical conditions
for the liners. The hot core region moves up to the outlet, as noticeable in
Fig. 4.31. As at Approach, the flame propagates within the injector and

Figure 4.31: Contours of instantaneous (left) and mean (right) gas
temperature at Take-Off condition.

can reach the proximity of the pilot atomizer. This phenomenon is visible
in both the instantaneous and mean gas temperature, even if monitoring
different time-steps have highlighted an alternating positioning of the
flame in and out of the swirler. However, the mean opening angle of
the swirling jet becomes more closed than at Approach because of the
augmented flow rate.
The severe environment within the flametube causes a significant increase
in the thermal stresses on the liner compared against the Approach con-
dition, as illustrated by the metal temperature distribution reported in
Fig. 4.32. The wall temperature predicted by U-THERM3D is consider-
ably higher than the values provided by the corresponding THERM3D
simulation. Unlike the previous operating condition, a general increase
of temperature is observed in almost all the surface with peak values of
around 20% in a relative term, mainly located in the upstream region
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Figure 4.32: Contours of mean temperature on the hot side of the liners
for the THERM3D (left) and U-THERM3D (middle) simulations at

Take-Off condition. The relative difference between the latter and the
former normalized by the THERM3D value (in [K]) is also reported

(right).

where the swirling flow interacts with the wall. In particular, as for
Approach, the following considerations are still valid:

� The resolution of a portion of the turbulent convection spectrum
smooths the temperature gradients;

� The resolved mixing increases the entrainment of hot gases in the
outer recirculation zones resulting in an increase of metal tempera-
ture in the liner region closer to the slot exit;

� The swirling flow interacts with the slot and film cooling more
uniformly in the spanwise direction, almost making the cold streaks
of THERM3D disappear.

With a focus on the Outer Liner, the downstream half shows an opposite
trend of the relative difference of temperature between an unsteady and
steady simulation. Indeed, at the Approach condition, this region is
warmed by gases having exchanged more heat with the primary zone of
the liner and which, for this reason, are cooler. As the heat transfer in
the primary zone is augmented in an unsteady way, the final region can
be wet by colder gases resulting in a slightly lower metal temperature.
On the other hand, at Take-Off hot radiating pockets are convected
downstream to the mid-region of the liner, contributing to keep higher
metal temperatures in the second half of the liner.
Similarly to Fig. 4.28, Fig. 4.33 shows again as using U-THERM3D
the temperature rise is anticipated along the centerline axial direction,
confirming the great impact on metal temperature of a scale-resolving
prediction of the aerothermal field in the outer recirculation zone. The
maximum value identifies jet-wall interaction phenomena, approximately
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Figure 4.33: Comparison of the centerline temperature between
experiments, THERM3D and U-THERM3D on the cold sides of the
Inner Liner (top) and Outer Liner (bottom) at Take-Off condition.

located at 40% of the relative curvilinear abscissa for both the liners and
the operating conditions. However, on the inner side, a second small
peak region appears at 80% of the liner length that is also visible in the
THERM3D simulation. This feature is caused by radiation, in terms of a
greater weight of the shape factor on the thermal load for this operating
point. The view factor from the flame and the dome to the second half
of the Inner Liner is unfavourable because of the adopted combustor
geometry, leading to a local peak in the radiative heat flux.

Heat load analysis

A deep insight into the contribution of the different heat transfer modes
to the thermal load can be useful to understand the metal temperature
trends. For this purpose Fig. 4.34 and Fig. 4.35 show the energy budget for
Inner Liner and Outer Liner, respectively. The total heat load normalized
by a reference value and divided into the convection (blue) and radiation
(red) contributions is reported for the hot side (HS), cold side (CS) and
effusion holes (EFF). The values are compared against the results obtained
with THERM3D for both the operating conditions. The numbers above
each bar highlight quantitatively the relative component of convection
and radiation on the heating (HS) and cooling (CS+EFF) of the liner.
The heat load follows the temperature trend, with a significant increase
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moving from Approach to Take-Off independently by the coupling strategy.
However, modelling conjugate heat transfer in an unsteady fashion in

Figure 4.34: Comparison between THERM3D and U-THERM3D of the
normalized total heat loads for the Inner Liner at Approach and Take-Off

conditions. Values above the bars are the relative contribution of
convection and radiation to the heating and cooling of the liner.

place of a steady framework modifies the relative weight of the heat
transfer modes. At Approach, in the U-THERM3D simulation radiation
is reduced by the lower gas temperature. Moreover, the augmented
convection caused by the prediction of higher heat transfer coefficients as
well as a lower film protection increases the metal temperature making
the contribution of radiation almost null. At Take-Off, instead, because
of the widespread hot gas region provided by the SAS computation, the
radiative heat load growths compared to both the Approach and the
THERM3D results.
The heat load is more than doubled moving from Approach to Take-Off,
closer to three times on the Outer Liner. The unbalanced distribution of
radiative heat load between Inner and Outer liners can be attributed to
the annular geometry of the combustor, which makes high view factors
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Figure 4.35: Comparison between THERM3D and U-THERM3D of the
normalized total heat loads for the Outer Liner at Approach and Take-Off

conditions. Values above the bars are the relative contribution of
convection and radiation to the heating and cooling of the liner.

from the Inner Liner and the flame to the Outer Liner. On the other hand,
the Outer Liner views the Inner Liner with a lower factor. As a result, the
latter radiates completely to the former which, however, radiates partially
itself. Inhomogeneities in the wall to wall radiation become more relevant
when metal temperature is higher, as at Take-Off. This result is also
confirmed by the relative contribution of convection and radiation that is
around 65%/35% for the Inner Liner and 55%/45% for the Outer Liner.
As evident in Fig. 4.34 and Fig. 4.35 the cooling function is largely
demanded to the effusion system, whose weight on liner cooling is 56%
on average. The absolute value is almost unchanged at Approach using
the present unsteady coupling procedure but the increase is evident at
Take-Off as a result of the higher metal temperature predicted by U-
THERM3D.
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4.3.4 Effusion cooling

Effusion film cooling has a key role in the prevention of liner from
undesired peak temperatures. The heat sink effect and a good film
protection have lead this technique to head between the cooling strategies
for combustors. From a design perspective, coolant distribution on the
multiperforated liner should be accurately predicted because it affects
the heat load and therefore the solid temperature. The thousands of tiny
holes require increasingly computational efforts to have a direct solution
of the internal flow field that is often not justified by a corresponding
improvement of accuracy. Indeed, the small size of these features and the
manufacturing techniques create uncertainties on the real hole geometry,
concerning parameters as the angle, diameter and roughness, for instance.
Unavoidably, losses and heat transfer are affected and their numerical
modelling with wall functions or wall-resolved approaches are not always
capable to fit measurements. Low-order methods for effusion cooling
modelling, as exploited in the present work, are an effective alternative to
save computational resources and account for non-ideal geometries in a
global fashion. In the previous results effusion was modelled grouping the
holes of each row in a single patch, where uniform boundary conditions
are applied. As already mentioned, flow rate in a row is derived from
preliminary RANS simulations and considerations on the averaged pressure
drop. The interaction between swirling flow and wall can cause local
inhomogeneities in spanwise direction, leading to potential disagreement
in the distribution of coolant on the liner. Adiabatic simulations with
three different methods for the solution of effusion holes were performed.
In addition to the row-grouped approach (Case 1), Fig. 4.36 shows the

Figure 4.36: Adiabatic effectiveness of efussion cooling for different
treatments of multiperforation boundary conditions.

results of adiabatic effectiveness for the two other hole-by-hole methods:
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local pressure-drop scaling of a predefined total flow rate (Case 2) and
solution-dependent flow rate (Case 3). It is worth mentioning that in
Fig. 4.36 only the coolant injected from the effusion holes was considered
for adiabatic effectiveness ηad to better highlight the differences of the
methods. A more remarkable comparison is reported in Fig. 4.37 for
the difference of ηad between Case 2 and Case 1. A negative value (blue

Figure 4.37: Difference of coolant concentration between Case 2 and Case
1.

to white range) means a coolant concentration in Case 1 higher than in
Case 2. On the contrary, a positive value (red to white range) means an
adiabatic effectiveness in Case 1 lower than in Case 2. The results show
that the region where the swirling flow interacts with the liner benefits of
a local pressure drop scaling model. Indeed, the stagnant pressure rises in
this zone because of the impinging effect of the swirling jet and, as a result,
the pressure drop in the hole as well as its flow rate decrease. Keeping
the same total coolant flow rate, mid-cup regions get a better protection
from hot gases. Making the comparison of the hole-by-hole methods in
terms of difference between adiabatic effectiveness of Case 3 and Case 2, a
solution-dependent model using a discharge coefficient Cd = 0.7 provides
an higher coolant mass flow and then ηad on all the multiperforated
surface. In light of these results, as the previous CHT simulations were
performed with a row-grouped approach, the metal temperature predicted
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Figure 4.38: Difference of coolant concentration between Case 3 and Case
2.

by THERM3D/U-THERM3D may have been negatively affected by this
unrealistic distribution of coolant among all the holes. In particular, the
liner will be colder on the mid-cup region and warmer on the cup region,
according to Fig. 4.37 and 4.38.

4.4 Concluding remarks

In this chapter the main findings of a numerical campaign aimed at
supporting and providing a better understanding during the design phase
of an aeronautical effusion-cooled lean burn combustor are illustrated. A
proven numerical setup developed for turbulent spray flames was exploited
to simulate a typical flight mission. First, a series of multiphysics simula-
tions was performed in RANS context with the THERM3D procedure. A
comparison of metal temperature results against experimental data has
shown the need of an appropriate prediction of the interaction between
swirling flow and liners to correctly catch the temperature distribution
at the walls. An accurate prediction of the aerothermal field has been
observed in the flametube adiabatic simulations using Scale-Resolving
Simulations. Indeed, a detailed analysis of the exit temperature profile
and the emissions has revealed a good agreement with the measurements
in all the operating conditions. A detailed investigation on the adiabatic
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wall temperature has shown that Scale-Resolving Simulations can fill
the gap of THERM3D in the prediction of metal temperature. Such an
approach, in fact, can properly characterize all the aspects of swirled
spray flames, from the stabilization mechanism of the flame to the swirling
flow-liner interaction that affects the convective heat load, but can also
take into account to the fourth-power dependency on gas temperature of
radiative fluxes. The final goal of this chapter, that was the application
of the multiphysics tool U-THERM3D (i.e. the object of the thesis) on
a simplified arrangement of the combustor, is capable to exploit Scale-
Resolving Simulations in the context of CHT analysis. Simulations on
Approach and Take-Off conditions were run for roughly 45000 CPU hours,
a computational time one order of magnitude greater than the one re-
quired by the equivalent steady simulations. Despite the computational
cost, the new tool provides a general increase of metal temperature and a
smoother distribution that improve the prediction of liner temperature, as
confirmed by a comparison with the experimental data. While convection
increases, a heat load analysis reveals opposite trends for radiation in the
two operating conditions moving from a steady to an unsteady coupling.
At Approach, maximum gas temperature does not change compared to
THERM3D simulation and, together with the higher wall temperature,
eliminate the contribution of radiation. On the other hand at Take-Off
the heat transferred by radiation rises because of the widespread hot gases
volume within the flametube. Nevertheless, as in the THERM3D solution,
the ratio between convection and radiation is around 65 : 35 and 55 : 45
for the inner and outer liners, respectively. Here, the major weight of
radiation in the Outer Liner can be explained by the annular geometry of
the combustor that provides self-viewing properties to the outer concave
surface.





Conclusion

Designing a modern combustor is a time- and money-consuming task
that can benefit from the use of CFD to minimize the recourse to ex-
perimental tests, especially nowadays that the increasingly widespread
exploitation of massively parallel computing is making affordable nu-
merical investigations from a scale-resolving perspective. Phenomena as
combustion, convection, radiation and conduction involved in gas turbine
burners are characterized by complex multiphysics/multiscale interactions
that must be properly modelled. Among all design requirements, the liner
temperature is one of the most dependent on the aerothermal field but
its high-fidelity prediction cannot disregard the need of Scale-Resolving
Simulations. The unsteady feature of these calculations have to face
with the large differences in time scales of fluid and solid, so that in the
present manuscript a desynchronised loose coupling methodology, called
U-THERM3D, was developed in ANSYS Fluent and proposed as tool to
simulate the whole multiphysics problem. Such a modelling is challenging
because requires to properly choose the coupling parameters and the load
balancing, which can affect the stability and efficiency of the coupled
simulation, respectively. The procedure was successfully validated in the
context of URANS simulations on predictable and simple solutions, as a
flat plate or a backward-facing step, subject to pulsating inlet conditions.
A more relevant assessment was carried out on a model aero-engine com-
bustor tested at DLR and featuring a swirled sooting flame, for which
several measurements are available from gas temperature and species to
the quartz window temperature. As the coupling had to handle the wide
range of scales associated to the turbulence spectrum, the DLR burner
was the ideal apparatus to test the procedure in conditions closer to real
industrial applications. In a previous work RANS multiphysics simula-
tions revealed the strong interaction between soot production, radiation,
aerothermal field and wall temperature for the aforementioned test case.
For this reason, such an investigation has benefited of a U-THERM3D
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simulation combining reacting LES, radiation and conduction. Despite
the increased computational cost, the scale-resolving approach predicts a
representative flame structure and aerothermal field as well as an intense
interaction between swirling flow and window that drastically improves
the wall temperature profile. Indeed, higher quartz temperatures were
observed in the primary zone where the coupled problem is strongly af-
fected by flow turbulence.
The promising results on the DLR burner paved the way for high-fidelity
design simulations on a full-annular rig representing a lean-burn aero-
engine combustor tested at CIAM during a EU project. Experimental
campaign provided measurements of exit temperature profile, emissions
and liner temperatures in several operating conditions. In this work
numerical analysis were carried out at increasingly challenging levels.
Preliminary steady Conjugate Heat Transfer simulations exploiting the
THERM3D tool shown common 3D feature in the metal temperature
distribution of the different test points. Indeed, this is again affected by
the swirling flow-liner interaction that, in turn, is detrimental for the film
cooling coverage. The results of exit profile temperature and emission
were largely improved by the adoption of Scale Adaptive Simulation for
flametube adiabatic investigations. Simulating the tested operating condi-
tions and extending the prediction to Take-Off, it was clearly highlighted
the impact of inlet pressure and temperature, as well as P/T and FAR,
on the aerothermal field and in particular, on the flame regime and the
process of flame stabilization. From the same simulations, the gas and wall
adiabatic temperature suggested a different prediction of heat load using
scale-resolving approaches because of the non-linear radiative fluxes and
the swirling flow disturbances on the coolant protection. As a result, high-
fidelity CHT analysis were conducted using the U-THERM3D procedure
for two test points, that are Approach and Take-Off. Moving from the
former to the latter a general increase of the heat loads is observed, mainly
driven by the increase of T30 and, in the second measure by the FAR.
Compared to the THERM3D results, a common feature in the two test
points is the increase of temperature in the first half of the liner related
to the resolution in SAS framework of the turbulent interaction between
the swirling flow and the walls. Indeed, the Scale-Resolving Simulation is
able to predict the hot gases entrainment in the outer recirculation zones,
the local growth of heat transfer coefficient and the unsteady sweeping
of film cooling. While convection increases, a heat load analysis reveals
opposite trends for radiation in the two operating conditions moving from
a steady to an unsteady coupling.
Hence, the present work highlights that a proper modelling of the aerother-
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mal field with Scale-Resolving Simulations can be effective in the prediction
of liner temperature and can reveal unexpected changes in the relative
contribution of heat transfer modes compared to a steady modelling. The
acceptable prediction of metal temperature obtained by U-THERM3D
shows the potential of this tool as a framework for the high-fidelity thermal
design of gas turbine combustors. Obviously, the accuracy of the coupled
simulation can benefit from the improvement in the different involved
models and to the author’s opinion research effort should be focused on
this task, that ranges from combustion to effusion cooling modelling.
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