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The discovery of the quantum spin Hall (QSH) state, and topological insulators in general, has sparked

strong experimental efforts. Transport studies of the quantum spin Hall state have confirmed the presence

of edge states, showed ballistic edge transport in micron-sized samples, and demonstrated the spin

polarization of the helical edge states. While these experiments have confirmed the broad theoretical

model, the properties of the QSH edge states have not yet been investigated on a local scale. Using

scanning gate microscopy to perturb the QSH edge states on a submicron scale, we identify well-localized

scattering sites which likely limit the expected nondissipative transport in the helical edge channels. In the

micron-sized regions between the scattering sites, the edge states appear to propagate unperturbed, as

expected for an ideal QSH system, and are found to be robust against weak induced potential fluctuations.

DOI: 10.1103/PhysRevX.3.021003 Subject Areas: Mesoscopics, Topological Insulators

I. INTRODUCTION

Ever since the prediction and realization of topological
insulators, this new class of material has not only been
studied for fundamental scientific reasons but has also
garnered significant interest because of potential applica-
tions. Specifically, the quantum spin Hall (QSH) edge
channels appear to be a promising candidate for low-power
signal transmission, as they are expected to exhibit dissi-
pationless transport. In the quantum spin Hall state [1,2],
backscattering between the counterpropagating channels in
one helical edge state is expected to be suppressed by
perfect destructive interference as long as the Fermi level
is located in the bulk gap, time-reversal symmetry is pre-
served, and interactions are weak [3,4]. In HgTe quantum-
well structures, the QSH state was predicted to exist if the
thickness of the quantum-well layer exceeds a critical
value of dQW � 6:3 nm [5]. The bulk energy gap in this

material is of order 10 meV, so room-temperature applica-
tions would require other materials such as thin films of
Bi2Te3 [6]. However, HgTe can serve as a model system
for the investigation of the QSH state: Following the initial
observation of the QSH state in HgTe [7], the edge-state
nature of transport [8] and the spin polarization of the edge
states [9] are experimentally demonstrated in the same
material. The good agreement between the experimental

results and theoretical predictions based on the Landauer-
Büttiker formalism confirms that transport in the helical
edge channels is indeed ballistic over short distances.
However, conductance values indicative of ballistic trans-
port are only observed on edges shorter than a few microns
[7,8,10]. In Ref. [8], a measured nonlocal conductance
value could be explained within the Landauer-Büttiker
formalism, assuming a single scattering site that fully
equilibrates the counterpropagating channels along one
particular segment of the device edge. The equilibration
is attributed to dephasing of the helical states in a metallic
region coupled to the edge states. Such a metallic puddle
could form in an inhomogeneous potential landscape in-
troduced by sample growth or processing. In multiterminal
devices, the metallic contacts to the QSH edge states can be
treated as macroscopic regions causing equilibration, ex-
plaining the experimentally observed quantized resistance
of the QSH state [7,8,10]. Besides dephasing in metallic
regions, various other ways to induce backscattering in a
helical edge state have been studied theoretically, includ-
ing mechanisms based on magnetic [11] or nonmagnetic
[12] impurities, spin-orbit interaction [13,14], or phonons
[15]. Against this background of theoretical effort to in-
vestigate scattering mechanisms in the QSH state and the
obvious presence of backscattering in transport measure-
ments, more detailed experimental investigations of scat-
tering are urgently needed.
In this paper, we use scanning gate microscopy to locally

manipulate the QSH edge states in HgTe structures. In the
next section, we will introduce the experimental approach
in more detail and will also specify the properties of
the studied samples. Subsequently, we will present
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experimental results obtained by scanning gate microscopy
on a device in the QSH regime where signatures indicative
of locally induced backscattering of the edge states can be
found. These results are complemented by measurements
in a transport regime characterized by the coexistence of
bulk and edge states. The behavior observed in both re-
gimes will be discussed based on the presence of small
metallic regions that lead to dephasing of the QSH edge
states.

II. EXPERIMENTAL METHODS

A promising approach to study backscattering in the
helical edge states on a local scale is to generate small
local potential fluctuations and test whether they perturb
transport in the edge channels. To achieve this goal, one
must induce a local potential perturbation with precise
control over its position and strength. This approach allows
either modulation of the strength of a preexisting scattering
site or the generation of an artificial scattering site. In
scanning gate microscopy (SGM) [16,17], a charged tip
is scanned above the device of interest, and the effect of the
induced potential fluctuation on the conductance in the
device is monitored. Over the past few years, scanning
gate microscopy has been used to investigate transport
phenomena in a variety of low-dimensional systems like
quantum dots [18–21], quantum-point contacts [22], and
two-dimensional electron gases [23–26]. Of particular
relevance to QSH edge-state transport, SGM has been
applied to one-dimensional systems like carbon nanotubes
[27,28] and nanowires [29], where it was used to identify
and manipulate localized states that control the transport
through the device.

Five devices were fabricated from two undoped
HgTe=Hg0:3Cd0:7Te quantum-well structures with nominal
HgTe layer thicknesses dQW of 7 and 8 nm, respectively.

The devices were patterned using optical lithography, ion
milling to define mesas, and evaporation of In/Au ohmic
contacts to the quantum well. Figure 1(a) shows a section
of a typical device in a topographic image taken by atomic
force microscopy. Our home-built SGM probes feature
self-sensing piezoresistive deflection readout [30], which
allows for precise in situ alignment of the tip to the device.
The separation between the contacts in the transport direc-
tion is 5 �m, and the lateral mesa width is 150 �m. As this
width is several orders of magnitude greater than the
predicted extension of the QSH edge states into the bulk
[31,32], any effect of interedge tunneling [33–35] can be
ruled out. More relevant to our SGM experiments, the large
width of the device ensures that the tip-induced potential
perturbation only affects the transport along the edge lo-
cated within the scan window, while the far edge remains
unaffected and thus provides a constant contribution to the
device conductance. We perform our experiments in a two-
terminal configuration using a standard lock-in technique
(f � 830 Hz, Uexc ¼ 100 �V) at T � 2:7 K. Despite the

absence of intentional doping in the heterostructure, the
studied quantum-well structures consistently show a finite
density of p-type bulk carriers, typically on the order of a
few times 1010 cm�2. For the device discussed extensively
in this paper, we find a density p � 2� 1010 cm�2, prior
to gating [36]. Figure 1(b) shows the device conductance as
a function of the voltage applied to the back-gate electrode,
which is used to tune the Fermi level in the device [37]. The
observed saturation of the conductance slightly belowG ¼
2e2=h for Vback > 150 V suggests that the sample is in the
QSH state and that transport happens only along the edges.
The basic concept of SGM measurements on a sample in
the QSH state is illustrated in Fig. 1(c): A dc voltage Vtip is

applied to the tip located slightly above the sample surface.
(In our experiments, height h ¼ 90 nm.) The electric field
from the tip produces a local modulation of the potential in
the sample, below the tip. In our SGM experiments, we
induce such a potential perturbation near the device edge
with the goal of introducing and controlling backscattering
of the helical edge channels. All devices show comparable
results (see the Supplemental Material [36]), except as
noted. In this paper, we focus our discussion on one
particular device (dQW ¼ 8 nm), which shows the same

qualitative features as other devices as well as striking and
enlightening behavior seen only on this device. While the
data do not allow for a fully conclusive study of scattering
mechanisms that affect the QSH edge channels, our results

FIG. 1. (a) In situ atomic force microscopy scans (scale bar
1 �m) allow for precise alignment of the tip to the device. The
mesa extends upward from the dotted yellow line. The grainy
areas at the left and right edges, respectively, are the Ohmic
contacts to the quantum well. The orange markers demarcate the
scan window used for the conductance maps in Figs. 2 and 3.
(b) A back-gate electrode is used to tune the device into the QSH
regime with G � 2e2=h. (c) Illustration of the experimental
configuration for SGM studies of the QSH state.
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nonetheless provide a substantial step forward over the
available transport experiments.

III. RESULTS AND DISCUSSION

A. Scanning gate microscopy in the QSH regime

In the QSH regime at Vback ¼ þ200 V, we observe a
strong modulation of the conductance in the SGMmaps on
this device [Figs. 2(a)–2(d)]: As a function of the tip
position, the conductance varies approximately from
2e2=h (similar to the conductance value when the unbiased
tip is far away) down to 1e2=h. The rather smooth variation
of G over a length scale of several microns in the tip
position perpendicular to the edge of the device, most
clearly visible in Fig. 2(a), is mostly caused not by a local
gating by the tip but rather by long-range gating originating
from both the tip and the large conductive area of the
cantilever biased to the same voltage as the tip. In particu-
lar, for a strongly negative tip voltage Vtip ¼ �14:5 V

[Fig. 2(a)], regions with G> 2e2=h can be observed in
the conductance map. Such a conductance value cannot be
explained solely by transport in the QSH edge states, and
we attribute the excess conductance to the tip-induced
emergence of bulk conductance (see the Supplemental
Material [36]). In contrast, the superimposed modulations
on length scales below 1 �m, highlighted by taking the
gradient of conductance with tip position in Figs. 2(e)–2(h),
are associated with local gating by the SGM tip, showing
the effect of a well-localized potential perturbation on the
edge-state conductance. The suppression of conductance
by j�Gj � 1e2=h by local gating suggests that transport at
one of the two edges is fully suppressed by the tip potential.
This result supports our assumption that the sample is in
the QSH state, with transport occurring primarily along the
edges of the device.

As noted above, some prior transport measurements [8]
may be understood by invoking a single fully edge-
equilibrating metallic region along a single edge. Full
equilibration would decrease the conductance of that
edge by a factor of 2, from 1e2=h to 0:5e2=h. Based on a
simple cartoon picture for our SGM experiments, we ex-
pected the tip potential to induce such a local metallic
region below the tip, so we are surprised to see a stronger
suppression than 0:5e2=h associated with a single site. We
find only a single occurrence of full suppression of edge-
state transport in all of the measured devices, so our data do
not allow for a conclusive identification of an underlying
mechanism for the observed full suppression of edge-state
transport. Nonetheless, as such behavior is intriguing and
may be interesting for the reader, in the Supplemental
Material [36], we discuss the applicability of several theo-
retical models that could in principle lead to the full
suppression of edge conduction [11,13,38–40]. For the
remainder of the paper, we focus on the more commonly
seen features in the SGM scans—circular features in the
SGM maps indicative of resonant backscattering.
Comparable features are observed in all other devices as
well [36].

B. Resonant backscattering of QSH states

Besides the pronounced conductance suppression attrib-
uted to a single site, the conductance maps show multiple
sets of concentric rings that represent a reduced conduc-
tance. Around site 1, the rings are superimposed on the
strong conductance modulation (the full suppression). Two
more sets of concentric rings are centered around sites 2
and 3, respectively, in Fig. 2. While these features are
partly masked in the conductance maps by the dominant
conductance modulation originating from site 1, they be-
come more visible when the gradient of the conductance is
plotted: Features about site 3 can be seen in all gradient
maps [Figs. 2(e)–2(h)]. While it is difficult to identify
complete rings around site 2, segments of several rings
are visible in Figs. 2(d) and 2(h) (highlighted by arrows).
For all three scattering sites, the conductance modulation
associated with the sharp rings of conductance suppression
is on order 0:1e2=h. Circular patterns with a similar con-
ductance modulation are found in all the devices we study.
In general, circular patterns in SGM maps are a signa-

ture that transport is a function of the potential at one
sensitive site, the common center of the circles. The circu-
lar shape can be understood intuitively: When the tip
moves along one of the circles, the tip-induced potential
at the circle’s center does not change and the conductance
remains unaffected. However, when the tip moves toward
or away from the sensitive site, the potential at that site
and, consequently, the conductance change. The canonical
example of this behavior is a quantum dot, where the local
potential at the dot determines the occupancy, and the
conductance peaks in Coulomb-blockaded transport show

FIG. 2. (a)–(d) Conductance maps Gðx; yÞ with Vback ¼
þ200 V for Vtip ¼ (a) �14:5, (b) �12:5, (c) �11:0, and

(d) �9:5 V. The dotted lines indicate the edge of the device.
The labeled crosses mark the positions of the scattering sites.
(e)–(h) Gradient jrGðx; yÞj of (a)–(d).
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up as rings in SGM experiments [19,28,29]. The observa-
tion of ringlike patterns in our data suggests that the
suppression of conductance in the QSH edge channel is
linked to individual sites located at or near the physical
edge of the device, although, in place of the Coulomb
blockade, we suggest below another mechanism dependent
on the local potential. In our experiments, the rings of
conductance suppression appear elongated because of spa-
tial variation in the dielectric environment: When the tip is
located above the mesa, the tip potential experienced at the
scattering site is screened by the Hg0:3Cd0:7Te cap layer in
the heterostructure with �HgCdTe ¼ 12:7, whereas, for a tip

position not above the mesa, the relevant dielectric con-
stant should be between �HgCdTe and �vacuum ¼ 1.

The magnitude and other experimental signatures of
conductance modulation that result in multiple rings about
the three indicated scattering sites may be understood if
these sites are associated with small bulk conducting re-
gions that adjoin the edge and serve as sources of dephas-
ing [8]. For simplicity, we will discuss transport only
through the helical edge state we scan over and omit the
contribution of G ¼ 1e2=h by the far edge. A macroscopic
metallic contact that is well coupled to the edge is expected
to fully equilibrate the counterpropagating edge states as
noted above. As there is no relationship between the phase
of an electron impinging on this contact and one emerging
back into the edge, backscattering paths interfere randomly
rather than perfectly destructively, and the electron should
emerge with equal probability into the forward-moving and
backward-moving channels, respectively. Consequently,
conductance along the edge should be reduced from G ¼
1e2=h to G ¼ 0:5e2=h. A metallic region of intermediate
size could also reduce the edge conductance: If the phase
of impinging electrons is partly randomized through inter-
action with charge carriers in the metallic puddle, back-
scattering paths no longer perfectly destructively interfere,
so backscattering is possible. In Ref. [8], ‘‘dephasing’’ in
the puddle was introduced phenomenologically to the
model rather than quantitatively derived from a particular
mechanism; however, electron-electron interaction or
electron-phonon interaction were suggested as possible
sources for this dephasing. The amount of conductance
decrease would depend on the exact size of the dephasing
region and the strength of the dephasing process. In par-
ticular, the finite size of the metallic puddle should produce
discrete energy levels. When the metallic region’s size is
such that the Fermi level is aligned with one of those
discrete levels, electrons can enter the metallic region
easily and experience dephasing, leading to strong sup-
pression of edge-state conductance. This resonant condi-
tion should hold for particular sizes of the metallic region.
The conductance suppression caused by this resonant pro-
cess is predicted to be around 0:1e2=h [8], comparable to
the size of the modulation observed in our SGM maps.
In the experimental data accompanying the model put

forward in Ref. [8], however, similar resonances were not
observed, pointing toward the presence of a metallic
puddle that results in strong dephasing of the QSH edge
state, e.g., because of a very large size.
Our experimental results indicate that backscattering of

the QSH edge state is caused by well-localized scattering
sites along the edge of the device. The observed pattern in
the conductance modulation is consistent with the theo-
retical model described above that is based on partial
dephasing of the edge state in a small metallic region at
each of these sites. Subsequently, we will use this picture to
interpret the backscattering observed in our measurements.
When either the tip position or the tip voltage is changed,
the potential at the puddle will vary, modulating the puddle
size and possibly the strength of the dephasing mechanism.
This modulation should tune the dephasing process in the
metallic region in and out of resonance, resulting in an
oscillatory conductance modulation. Electrostatic simula-
tions show that the size of a metallic region—either in-
duced by the tip potential itself or already existing in the
sample—with a charge density exceeding a certain thresh-
old value can be tuned by a few hundred nm within the tip-
voltage range used in our experiments [36]. At the same
time, the maximum density in the puddle, which should
affect the strength of the dephasing mechanism, changes
with the tip voltage as well. This variation in the size and
strength of the dephasing region is expected to result in
multiple resonances [8], as seen in our experimental data.
Our explanation for the observed backscattering is cor-

roborated by additional features that appear at strongly
negative tip voltages Vtip � �12:5 V. The maps of jrGj
show multiple lines that run approximately parallel to the
mesa edge along the entire length of the device [indicated
by arrows in Fig. 2(e) and Fig. S7 in the Supplemental
Material [36] ]. This pattern of the gradient corresponds to
an oscillatory conductance modulation as a function of the
tip position perpendicular to the mesa edge. We can rule
out simple instrumental artifacts as follows: The SGM data
are recorded during line scans in the direction of the
observed conductance modulation, so a slow drift in the
sample conductance can be ruled out as an explanation.
Instrumental oscillations on a time scale comparable to the
measurement time between individual lines cannot account
for the observed pattern either, as the lines only appear near
the edge, evolve consistently with the applied tip voltage
[36], and only occur for particularly large tip voltages.
Although the amplitude of this conductance modulation
is less than 0:05e2=h—weaker than the effect caused by the
localized scattering sites—it can be explained by the same
mechanism. For a sufficiently strong potential perturbation
induced by the SGM tip, a metallic puddle (here p type
because of the negative tip voltages) is induced at an
otherwise unperturbed section of the edge. For a dephasing
region of appropriate size, the resonant suppression of
conductance should be seen. These lines are only visible
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for much stronger tip voltages Vtip � �12:5 V compared

to the ring features described above. This difference in tip
voltage required to cause backscattering can provide a
measure for the strength of the intrinsic potential fluctua-
tions and the robustness of the otherwise unperturbed edge
states, as discussed in more detail below. While the SGM
maps for the device in the QSH regime provide clear
evidence for the presence of scattering sites, experimental
data for this transport regime are only available for a
limited tip-voltage range �14:5 V � Vtip � �9:5 V, as

an accidental tip crash damaged the device at this point.
However, earlier measurements on the same device in the
presence of bulk carriers complement the data and allow
for a detailed analysis; so, we move next to the discussion
of the results obtained in the regime of mixed bulk and
edge conduction. We will show later that we can analyze
the resonant backscattering of the QSH edge states in small
metallic regions despite the presence of bulk carriers.

C. Coexistence of edge and bulk conductance

At Vback ¼ 0, the sample displays a conductance G �
4e2=h. The conductance value larger than 2e2=h indicates
that the device must have some bulk conductance.
However, we expect QSH edge states to coexist with
bulk carriers and contribute considerably to the total con-
ductance. In this regime, the strongest local gating effect
close to the edge reduces the conductance by 0:5e2=h
[Figs. 3 and 4(a)]. As this conductance modulation can
be induced within a few hundred nm of the edge, it is likely
associated with an edge state and constitutes a lower limit
for the conductance of a 5-�m stretch of a single edge state
under these slightly p-type conditions. A possible and
consistent scenario is that edge conductance is reduced in
comparison to the QSH regime, possibly because coexist-
ing bulk carriers allow backscattering of the edge states in
the regions between the local scattering sites that were
identified earlier. The reduced edge-state conductance
compared to the QSH regime at Vback ¼ þ200 V further

confirms that the conductance along the edge is indeed
because of QSH edge states and not caused by trivial edge
currents, as they may occur because of an inhomogeneous
potential landscape. At Vtip ¼ �3:5 V, the strongest con-

ductance modulation j�Gj � 0:5e2=h is only achieved
when the tip is located directly above the scattering site.
This observation means that the potential perturbation at
site 1 required for causing this suppression is equal to the
maximum tip-induced perturbation for Vtip ¼ �3:5 V. If

the tip is moved away from site 1, the induced potential is
no longer sufficient to cause the strong suppression. Thus,
the range of tip locations over which the conductance
suppression can be observed—125 nm (half width at half
maximum)—can give an estimate for the size of the de-
phasing region [Fig. 4(a)]. The identification of this feature
as the suppression of edge-state conductance is supported
by the observation of an associated ring pattern centered at
the edge of the mesa [Fig. 3(a)–3(c)], similar to those
observed in the QSH regime. We can see two more sets
of rings, and all three sets are centered around the same
three locations as in the QSH regime and presumably to the
same scattering sites. Thus, we can use these data for a
more complete analysis of the properties of the dephasing
regions. While the suppression caused by site 1 is unusu-
ally strong and the underlying mechanism is not under-
stood yet, the superimposed resonances are qualitatively
comparable to the features centered at scattering sites 2 and
3. As the conductance modulation associated with site 1 is
most clearly visible in the SGM maps, we use scattering
site 1 for further analysis.
Figure 4(b) shows the conductance measured along the

line marked in Fig. 3(a) as a function of Vtip. We observe

the resonant suppression of conductance corresponding to
rings in the SGM maps, mainly for negative tip voltages.
As the tip voltage becomes more negative, the spatial
separation between the conductance dips increases. This
shift can be understood based on the electrostatics of the
SGM configuration. When the tip voltage is changed, the

FIG. 3. (a)–(f) Conductance maps Gðx; yÞ taken at Vback ¼ 0 with tip voltages Vtip ¼ (a) �10:0, (b) �6:5, (c) �3:5, (d) þ3:5,
(e)þ6:5, and (f)þ10:0 V, respectively. The vertical line in (a) indicates the position of the line scans shown in Fig. 4. (g)–(l) Transport
signatures of localized states in the bulk. [The window is indicated in (a); the color scale (�G) is individually saturated for each scan.]
(g) Vtip ¼ �10:0 V and �G ¼ 0:25e2=h. (h) Vtip ¼ �8:0 V and �G ¼ 0:15e2=h. (i) Vtip ¼ �6:5 V and �G ¼ 0:15e2=h.

( j) Vtip ¼ þ6:5 V and �G ¼ 0:20e2=h. (k) Vtip ¼ þ8:0 V and �G ¼ 0:40e2=h. (l) Vtip ¼ þ10:0 V and �G ¼ 0:85e2=h.
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potential at a particular sensitive site within the sample can
be kept constant if the distance between tip and site is
adjusted accordingly, as traced out by the bright and dark
curves in Fig. 4(b). More precisely, the tip voltage needed
to trigger dephasing is more negative the farther away from
the site the tip is, showing that the potential at the site needs
to be pushed up for dephasing. While the strong local
gating effect with j�Gj � 0:5e2=h can only be observed
for Vtip � �3:5 V, weaker resonances with j�Gj<
0:1e2=h can still be observed for smaller negative tip
voltages. In the slightly p-conducting regime at Vback¼0,
backscattering at the three identified scattering sites occurs
for tip voltages as small as Vtip � �1:0 V (sites 1 and 2) or

Vtip � �2:5 V (site 3), whereas detectable backscattering

cannot be induced in the adjacent regions for tip voltages
as strong as �10 V. This difference in tip voltage shows
that the potential at the sensitive sites needs to be pushed
up less to trigger dephasing than would be needed in the
surrounding regions.

While there might be quantitative differences between
backscattering in the QSH regime (Vback ¼ þ200 V) and
in the presence of weak bulk transport (Vback ¼ 0), respec-
tively, we will use Vtip � �12:5 V, which is necessary in

the QSH regime to introduce backscattering in otherwise

unperturbed regions of the edge, as an estimate for the
strength of a potential perturbation required to cause back-
scattering. This tip voltage corresponds to a locally in-
duced density p � 2:5� 1011 cm�2 [36]. Let us assume
that densities associated with backscattering at the identi-
fied sites are also around p ¼ 2:5� 1011 cm�2. But, the
low tip voltages that are necessary to turn on backscatter-
ing at those sites correspond to tip-induced density changes
only on the order of several 1010 cm�2. This discrepancy
between the respective carrier densities implies that the
metallic puddles at the scattering sites are already present
in the absence of the tip for Vback ¼ 0. In addition, tuning
the sample into the QSH regime by applying Vback ¼
þ200 V changes the bulk density by j�pj � 2�
1010 cm�2, i.e., significantly less than the inferred carrier
density in the dephasing regions, indicating that the reso-
nant backscattering observed in the QSH regime at Vback ¼
þ200 V can be attributed to p-type puddles that interrupt
the edge state. The much larger carrier density in the
dephasing regions compared to the density induced by
the back gate means that it is reasonable to study the
backscattering of QSH edge states even in a range of
back-gate voltage where bulk and edge transport coexist,
and to qualitatively apply what we learn to the QSH regime
as well. The comparatively high densities required for
dephasing in a metallic puddle may also explain why
bulk densities of a few 1010 cm�2 still allow for significant
edge-state transport. Some of the present authors recently
studied current flow patterns in HgTe devices by scanning
SQUID magnetometry, reporting that a significant propor-
tion of current flowed at edges up to even higher bulk
densities than explored here [41]. This coexistence of
edge and bulk transport suggests that edge-state transport
is rather robust against the presence of bulk carriers. An
explanation for the apparently weak interaction between
edge and bulk states might be provided by the mismatch
between the wave vectors of the edge and bulk states [42].
All observed scattering sites can be identified as p type,

whereas the experimental signatures of preexisting n-type
puddles are absent. This disparity may be related to the
band structure of the HgTe structures: Hole densities of a
few 1011 cm�2 can already occur in the quantumwell if the
Fermi level is just 1 meV below the valence band maxi-
mum, much less than the shift into the conduction band
required to induce comparable n-type densities [36], so
that potential fluctuations of a few meV might be respon-
sible for the observed metallic scattering sites. As our
measurements imply that densities on the order of
1011 cm�2 are required to cause substantial backscattering,
a conductance G � 0:5e2=h carried by a helical edge
state that coexists with a bulk carrier density p �
2� 1010 cm�2 at Vback ¼ 0, as determined earlier, appears
reasonable.
For positive tip voltages, the pattern of conductance

modulation in the SGM maps becomes significantly more

FIG. 4. (a) Line scans [line indicated in Fig. 3(a)] for Vtip ¼
�6:5 V (upper black trace) and Vtip ¼ �3:5 V (lower red trace)

show the strongest conductance modulation �G � 0:5e2=h and
the most localized gating effect �y � 0:125 �m (HWHM),
respectively. (b) Evolution of line scans as a function of Vtip.
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complex [Figs. 3(d)–3(f)], so that the attribution of indi-
vidual features to particular scattering sites is rarely pos-
sible. The clearest features at the mesa edge are centered
around site 3, where circular patterns are visible for both
positive and negative tip voltages, suggesting that the site is
not simply the location of a preexisting potential
fluctuation.

A variation of the well width by just a single monolayer
can change the bulk 2D energy gap by several meV, which
is significant compared to the 13-meV gap predicted for
our 8-nm quantum well [36]. These comparable energy
scales could naturally lead to a small region where local
gating could enable both p- and n-type puddles at the same
location. At the same time, a variation of the bulk gap
could also result in a relative shift of the bands, locally
shifting the Fermi level from the gap into one of the bulk
bands.

D. Nature of bulk transport at low densities

When we position the tip over the slightly p-conducting
bulk at Vback ¼ 0, we see an overall trend from high con-
ductance G for negative tip voltages to low conductance
for positive tip voltages [Figs. 3(a)–3(f)]. The increase inG
for negative tip voltages [Figs. 3(a)–3(c)] can be under-
stood as because of a tip-induced accumulation of p-type
bulk carriers. For positive tip voltages [Figs. 3(d)–3(f)], the
conductance is suppressed by approximately 0:5e2=h com-
pared to the conductance in the absence of a tip effect.
Although the sign of this effect makes sense, its magnitude
is several times stronger than one would expect for the full
suppression of bulk transport through only a small fraction
of the device—probably around a few percent of the device
width—in the case of a homogeneously conducting
bulk with Gbulk < 4e2=h. But, this assumption of homoge-
neous conduction is not justified. If we assume a conduc-
tance G � 0:5e2=h for each edge state in the slightly
p-conducting device at Vback ¼ 0, as determined above,
we obtain a bulk resistivity that exceeds a few hundred
k�=h, a range characteristic of percolative or hopping
bulk transport. In this transport regime, signatures of lo-
calized states are visible in the SGM maps, not just along
the edge of the device but also in the bulk of the sample.

These features are located several microns away from
the edge [Figs. 3(g)–3(l)], significantly more than the
approximately 100-nm theoretical [31,32] and experimen-
tal [43] estimates for the width of QSH edge states. Thus,
the observed behavior is likely representative of bulk
transport in the low-density regime, despite some proxim-
ity to the device edge. In contrast to the superficially
similar sets of rings centered at the edge, the localized
states in the bulk manifest themselves in a variety of con-
ductance patterns. For negative tip voltages [Figs. 3(g)–3(i)],
for example, a set of concentric sharp rings with enhanced
conductance is visible in the upper right corner of the
scan window, marking resonantly enhanced transport, as

is typical for a quantum dot [18–20,29]. In the scans with
Vtip � þ6:5 V, a single elongated region of enhanced

conductance emerges at the upper edge of the scan window
and grows with increasing tip voltage [Figs. 3(j)–3(l)].
Such a response to a locally induced potential is reminis-
cent of the behavior seen in SGM studies of quantum-point
contacts (QPCs) where local gating can alter the trans-
mission of a QPC, producing a significant change in con-
ductance [22,44]. The enhancement of conductance with
increasingly positive tip voltages implies that the tip in-
duces n-type carriers. This scenario is very plausible, as the
p-type densities extracted above for negative tip voltages
are significantly larger than the p-type background density
in the absence of the tip, and the small band gap of HgTe
quantum wells allows for a tip-induced shift of the Fermi
level from the valence band into the conduction band. For
large positive tip voltages, a set of sharp arcs of suppressed
conductance [Fig. 3(l)] could point to the presence of
another localized state that strongly affects transport in
our device. The center of these arcs appears to be in the
bulk outside the scan window but is probably still inside
the channel in which we measure conductance. All these
observations are consistent with a two-dimensional system
with strong potential disorder, in which quantum dots and
quantum-point contacts can accidentally form as the Fermi
level fluctuates between bands and gap.
In this context, we note that the SGM maps taken at

Vback ¼ þ200 V (Fig. 2) do not show any comparable
signs of transport through localized states in the bulk.
This lack of features away from the edge supports our
interpretation that the device is in the QSH regime; i.e.,
the bulk is truly insulating for this back-gate voltage.

IV. CONCLUDING REMARKS

The key results of our experiments are evidence of
edge-state transport in the QSH regime, identification of
preexisting scattering sites, and demonstration that back-
scattering of the QSH states caused by these sites can be
enhanced resonantly if the local perturbation is appropri-
ately tuned. The separation between these well-localized
scattering sites is typically between 1.5 and 2 �m, and the
edge states appear to propagate unperturbed between them.
This spacing qualitatively explains the size limit of 1 to a
few microns for ballistic transport in QSH devices deter-
mined in earlier transport experiments [7,8,10] while also
suggesting that, if scattering sites could be individually
tuned off resonance, the ballistic length could be substan-
tially extended. The detection of localized states in the bulk
supports our interpretation that the scattering sites along
the edge can be attributed to local disorder, which is
inherent to the quantum-well structure and not a result of
damage imposed on the edge of the device during the
fabrication process. In addition, we have demonstrated
that backscattering can be introduced in otherwise unper-
turbed QSH states by a sufficiently strong tip-induced

SPATIALLY RESOLVED STUDY OF BACKSCATTERING IN . . . PHYS. REV. X 3, 021003 (2013)

021003-7



perturbation. The purely tip-induced backscattering gives
insight into the robustness (or vulnerability) of the QSH
states against potential fluctuations. However, as the con-
ductance modulation solely induced by the tip potential is
weaker than the effect of the preexisting scattering sites
identified in our current experiments, it would be worth-
while to study these effects in more detail in subsequent
experiments. Similar SGM experiments in an external
magnetic field could elucidate the role of time-reversal
symmetry for the predicted suppression of backscattering.
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[14] J. I. Väyrynen and T. Ojanen, Electrical Manipulation and
Measurement of Spin Properties of Quantum Spin Hall
Edge States, Phys. Rev. Lett. 106, 076803 (2011).

[15] J. C. Budich, F. Dolcini, P. Recher, and B. Trauzettel,
Phonon-Induced Backscattering in Helical Edge States,
Phys. Rev. Lett. 108, 086602 (2012).

[16] M.A. Eriksson, R.G. Beck, M. Topinka, J. A. Katine,
R.M. Westervelt, K. L. Campman, and A. C. Gossard,
Cryogenic Scanning Probe Characterization of
Semiconductor Nanostructures, Appl. Phys. Lett. 69,
671 (1996).

[17] M.A. Topinka, B. J. LeRoy, S. E. J. Shaw, E. J. Heller,
R.M. Westervelt, K. D. Maranowski, and A. C. Gossard,
Imaging Coherent Electron Flow from a Quantum Point
Contact, Science 289, 2323 (2000).
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