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Abstract

Nuclear waste needs to be characterized for its safe handling and storage. In particular
long-lived actinides render the waste characterization challenging. The results described
in this thesis demonstrate that Prompt Gamma Neutron Activation Analysis (PGAA)
with cold neutrons is a reliable tool for the non-destructive analysis of actinides.

Nuclear data required for an accurate identification and quantification of actinides was
acquired. Therefore, a sample design suitable for accurate and precise measurements of
prompt vy-ray energies and partial cross sections of long-lived actinides at existing PGAA
facilities was presented. Using the developed sample design the fundamental prompt
~-ray data on 2*"Np, 2'!Am and ?*?Pu were measured. The data were validated by repet-
itive analysis of different samples at two individual irradiation and counting facilities —
the BRR in Budapest and the FRM II in Garching near Munich. Employing cold neu-
trons, resonance neutron capture by low energetic resonances was avoided during the
experiments. This is an improvement over older neutron activation based works at ther-
mal reactor neutron energies. 152 prompt y-rays of 23’Np were identified, as well as
19 of ?!Am, and 127 prompt v-rays of 242Pu. In all cases, both high and lower en-
ergetic prompt ~-rays were identified. The most intense line of 2*’Np was observed at
an energy of E, = 182.82(10)keV associated with a partial capture cross section of
o, = 22.06(39)b. The most intense prompt v-ray lines of *'!Am and of ***Pu were
observed at E, = 154.72(7)keV with o, = 72.80(252)b and E, = 287.69(8)keV with
0, = 7.07(12) b, respectively. The measurements described in this thesis provide the first
reported quantifications on partial radiative capture cross sections for 2*"Np, 2'!Am and
242Py; measured simultaneously over the large energy range from 45keV to 12MeV. De-
tailed uncertainty assessments were performed and the validity of the given uncertainties
was demonstrated. Compared to existing literature data on prompt ~-ray energies and
emission probabilities the uncertainties of the data were improved.

In addition to the basic nuclear data necessary for PGAA, the thermal radiative neutron
capture cross sections of 23’Np and of 2*'!Am were determined from decay measurements
after neutron irradiation. The thermal radiative neutron capture cross section of "Np
was determined as 60 = 176.3(47) b . The thermal radiative neutron capture cross section
of 2"Am was determined as 02 = 667.7(312) b. The thermal radiative neutron capture
cross section of 2#2Pu was calculated as o2 = 21.9(15) b using nuclear structure simula-
tions with the statistical decay code DICEBOX, constraint by the measured prompt y-ray
data. In the corresponding simulation the total radiative width of the capture state was
found to be 28(1) meV. Also, the neutron separation energies of 2**Np and of 2**Pu were
derived. The neutron separation energy of ¥Np was calculated as S, = 5488.02(17) keV.
The neutron separation energy of 24¥Pu was calculated as S, = 5036.33(59) keV. De-
tection limits for PGAA at FRM II were calculated for 2"Np as 0.056 pug, for 2!Am as
0.017 pg and for 2*2Pu as 0.20 ug.



Zusammenfassung

Die Behandlung und Lagerung von nuklearen Abféllen, erfordert die Charakterisierung des
Radionuklidinventars. In diesem Kontext ist die Charakterisierung von langlebigen Acti-
noiden besonders herausfordernd. Die in dieser Arbeit beschriebenen Resultate zeigen,
dass sich die Prompt Gamma Neutronen Aktivierungsanalyse (PGAA) an kalten Neutro-
nenstrahlen fiir die zuverldssige zerstorungsfreie Analytik von Actinoiden eignet.

Im Rahmen dieser Arbeit wurden die fiir die Identifikation und Quantifizierung mittels
PGAA notwendigen grundlegenden nuklearen Daten einiger Actinoide untersucht. Es
wurde ein Probendesign entwickelt, um die Energien und die partiellen Wirkungsquer-
schnitte von Actinoiden unter Nutzung existierender PGAA-Einrichtungen prézise bes-
timmen zu kénnen. Mit dem entwickelten Probendesign wurden diese Daten fiir die Nuk-
lide 2*"Np, 2!Am und?*?Pu gemessen. Messungen wurden sowohl am BRR in Budapest
als auch am FRM II, in Garching bei Miinchen durchgefiihrt. Die erhaltenen Daten-
sétze wurden dabei in jeweils mindestens zwei Messungen validiert. Fiir diese Messungen
wurden kalte Neutronen verwendet, so dass resonanter Neutroneneinfang wahrend der Be-
strahlungen vermieden wurde. Dies stellt eine Verbesserung gegentiber élteren Messungen
an thermischen Neutronenstrahlen da. 152 prompte y-Linien vom Neutroneneinfang an
Z"Np konnten in den Messungen identifiziert werden, wie auch 19 Linien vom Neutronene-
infang an 2*'Am und 127 Linien vom Neutroneneinfang an 2*2Pu. In allen Féllen wurden
sowohl hoch-, als auch niederenergetische Linien identifiziert. Die intensivste prompte
7-Linie fiir 2*’Np wurde mit einer Energie von E., = 182.82(10) keV und einem partiellen
Einfangquerschnitt von o, = 22.06(39) b bestimmt. Fiir **!Am und fiir **?Pu wurden
die jeweiligen intensivsten Linien zu E, = 154.72(7) keV mit 0., = 72.80(252) b, sowie zu
E., =287.69(8) keV mit 0., = 7.07(12) b gemessen. Fir alle gewonnenen Daten wurde eine
detaillierte Bestimmung der jeweiligen Unsicherheiten durchgefithrt und deren Giltigkeit
validiert. Im Vergleich zu élteren Messungen der Energien und Emissionswahrscheinlich-
keiten der untersuchten prompten y-Strahlung konnten die Unsicherheiten reduziert wer-
den.

Zusatzlich zu den fir PGAA notwendigen Daten wurden die thermischen Neutronenein-
fangquerschnitte von 2*’Np und von *'Am an Hand von nach den Bestrahlungen auf-
genommenen Zerfallsspektren bestimmt. Der thermische Neutroneneinfangquerschnitt
von 2"Np wurde zu 0% = 176.3(47)b und der von **'Am wurde zu 0% = 667.7(312) b
bestimmt. Der Einfangquerschnitt von **2Pu wurde auf Basis von Kernsimulationen
mittels des nuklearen Zerfallscodes DICEBOX unter Berticksichtigung der gemessenen
prompten y-Strahlung zu ¢ = 21.9(15) b ermittelt. Die zugehdrige Simulation ergab
eine totale Zerfallsbreite fiir 2#*Pu von 28(1) meV. Des Weiteren wurden die Neutronen-
Separationsenergien von 2*Np und von ?43Pu bestimmt. Die Neutronen-Separationsenergie
von 2%Np wurde zu S, = 5488.02(17) keV und die von *3Pu wurde zu S,, = 5036.33(59) keV
berechnet. Fir die PGAA Einrichtung am FRM II wurden zudem Nachweisgrenzen von
0.056 g fiir 2"Np, 0.017 pg fiir 2! Am und 0.20 pg fiir 2*?Pu errechnet.
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CHAPTER 1

Introduction

Nuclear waste has to meet the requirements defined by appropriate authorities for inter-
mediate storage or final disposal. Thus, the characterization of nuclear waste is crucial to
verify that these requirements are fulfilled. Actinides are one of the possible components
of nuclear waste, that need to be declared. Long-lived actinides responsible for the long-
term radio-toxicity of nuclear waste emit only low energetic decay vy-rays (e.g. 2*!Am).
This renders an exact quantification in complex and dense matrices very complicated. If
no decay 7-rays of suitable energies and intensities exist, destructive analytical techniques
have to be applied to characterize actinide content. Representative samples of a matrix
have to be dissolved and actinides have to be separated prior to spectroscopy using the
short-ranged a- and S-radiation or prior to mass spectrometry for the identification and
quantification. The sample preparation is very time consuming, personnel is exposed to
radiation and the samples are destroyed in the process, rendering further investigation of
the sample impossible. Thus, a non-destructive analytical method for the identification
and quantification of actinide contents is desirable [1].

Prompt Gamma Neutron Activation Analysis (PGAA) is a non-destructive analytical
method and offers an alternative for characterization besides standard passive y-ray spec-
trometry and other non-destructive methods. PGAA is based on the emission of prompt
~v-radiation after radiative neutron capture by nuclei. This reaction takes place for every
nuclide (except “He) and thus, in principle, allows the simultaneous analysis of all nuclei
in a given sample. The emitted prompt 7-rays have energies of up to several MeV and
hence have a much higher penetration power compared to the decay radiation of long-
lived actinides, allowing the assay of high density samples. Due to its dependence on the
neutron capture reaction the intensity of the emitted y-radiation is controllable through
an externally applied neutron radiation. In this way even traces of actinides for which the
intensity of the decay radiation is too low can be determined. In addition, PGAA also
allows the simultaneous multi-element analysis of inactive components in a matrix.

The application of PGAA, however, crucially depends on accurate and reliable nu-
clear data related to the energy and partial radiative neutron capture cross sections of
emitted prompt ~-radiation. The most precise and extensive data on prompt 7-ray en-
ergies and partial radiative neutron capture cross sections are reported in the PGAA-
database developed at the BRR [2] and evaluated by the International Atomic Energy
Agency (IAEA) [3]. The evaluated data are published in the Evaluated Gamma-ray Acti-
vation File (EGAF) [4].



1 INTRODUCTION

This database, however, only provides prompt 7-ray data for the stable nuclei, for 2*>Th
and natural uranium.

Current publications on prompt ~-radiation are sparse and their interest is mainly fo-
cused on nuclear structure analysis. Thus, data on prompt 7-ray energies and, at most,
emission probabilities with uncertainties in the order of 10 % are provided, if any. More
accurate prompt y-ray energies for the lower energetic region of prompt y-radiation were
determined using curved crystal spectrometers. However, these detectors are not prac-
ticable for standard analytical procedures due to their low detection efficiencies, while
the prompt 7-rays identified in these experiments often have an energy spacing too close
to be resolved with a more practicable High-Purity-Germanium (HPGe) spectrometer.
In the previous works, measurements of low and high energetic prompt ~-radiation were
performed separately, also due to technical limitations at the time the measurements were
made. This gives rise to uncertain normalizations. Furthermore, samples of insufficiently
defined dimensions or with large amounts of material were often used, giving rise to large
uncertainties in the corrections of photon and neutron absorption effects. Practically
no reliable data on partial capture cross sections of actinides are provided and no mea-
surements of prompt 7-ray energies and partial capture cross sections including both the
high and low energy regions are present in the current literature. The available data are
therefore unreliable for PGAA applications.

In the framework of the development of non-destructive assay techniques for the de-
termination of actinide inventory in complex matrices this work aims at providing the
basic prompt ~-ray data of actinides. A sample design will be presented which is suit-
able for accurate PGAA measurement and meets the safety requirements for handling
radioactive actinides. Am, after Pu, is the second most important actinide contributing
to the long-term heat load and radioactivity of nuclear waste. The prompt ~-rays of
Am (Thj = 432.6yr) and its decay product **'Np (T, = 2.144 - 10°yr) have been
measured, as well as 242Pu (Thy2 =373 10° yr) produced by neutron capture of 24Pu or
21Am (with subsequent decay of the short-lived *?Am (7}, = 16.01h)). The long-lived
242Py is not a major contributor to the long-term radioactivity of nuclear waste, but it is
of interest in this work as it has a relatively small thermal neutron capture cross section
compared to other actinides. If the method presented can be applied to 2*?Pu, it can be
assumed to be successful for other actinides having larger cross sections, too.

Additionally, thermal capture cross section data are fundamental for reactor burn-
up calculations and thus for the determination of radioactive inventory in spent nuclear
fuel. However, the thermal capture cross section data of actinides are often not measured
well and disagree with each other in different evaluated data tables, such as the Evalu-
ated Nuclear Data File (ENDF) (USA)[5], the Joint Evaluated Fission and Fusion File
(JEFF) (OECD)[6] or the Japanese Evaluated Nuclear Data Library (JENDL) (Japan)[7].
It is therefore the objective of this work, besides measuring the PGAA-data, to determine
the thermal radiative neutron capture cross sections of the investigated nuclides. These
measurements are possible by measuring the decay radiation after the neutron irradiation



— for the PGAA measurements — terminated.

To summarize, the objective of this work is to present a method for the accurate and
precise measurement of the prompt ~-ray energies and partial thermal radiative neutron
capture cross sections of actinides and to provide experimental data with realistic uncer-
tainties for the selected actinides (2*"Np, 2! Am and 242Pu). It is also the objective of this
work to measure the thermal radiative capture cross sections of the investigated actinides
and to investigate the potential of PGAA for quantifying actinide residues in complex
matrices originating from nuclear installations and activities (e.g. in nuclear waste ma-
trices or safeguard swipe samples). In the future, these improved nuclear data can be
used to develop innovative analytical methods for identification and quantification of such
actinides using PGAA as a non-destructive and reliable tool.






CHAPTER 11

Physical and Technical Background

In this section the necessary background information underlying this thesis will be pro-
vided. For more detailed information beyond the scope of this section please refer to
textbooks such as [2, 8, 9, 10] on which also the contents of this section is based. In
this preface, a brief description will be given of units, dimensions and, the basic particles
and forces from the standard model of particle physics. Then the atomic structure will
be discussed in the first section. After that the structure of the atomic nucleus and its
constituents — the nucleons — is discussed. The next section gives an overview of nuclear
reactions, focusing especially on the (n,y) reaction which is the fundamental reaction
underlying the method presented in this work. Then the radiation following a nuclear
reaction will be discussed before the principles of v-ray detection will be explained. Com-
bining these principles, a section describing the method of PGAA employed in this work
will follow. At the end of this section a short description of Monte Carlo methods will
be given, which utilize experimental and theoretical results for the simulation of particle
movement in environments too complex to calculate.

Due to their comparable small quantity the units used in this work are usually not
given in the International System of Units (SI) [11]. A brief description of the used non-SI
units is tabulated in Table 2.1. Of these the connection between mass and energy is given
by Einstein’s energy-mass-equivalence [12]

E =mc, (2.1)

with E being the energy, m the mass of a particle, and ¢ the speed of light in vacuum.

Dimension unit unit name SI unit equivalent
Length A Angstrom 1-1071%m

Cross section b Barn 1-10728m?

Energy eV Electronvolt 1.602176 565 - 10719 J
Mass u Atomic mass unit  1.660 538921 - 1072 kg
Mass eV/c2 - 1.782662 - 1073¢ kg
Charge e Elementary charge 1.602176565-1071°C

Table 2.1: Non-SI units used in this thesis.
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Of the vast number of elementary particles known in particle physics, matter is ba-
sically built up of the stable electron (¢7), the up- and the down-Quark (u,d). In this
work the anti-electron called "positron' (et) is also important as well as the uncharged
electron neutrino (v,) and respective anti-neutrino (1,). These particles are all prox-
ies of the so-called "fermions", which are particles with an intrinsic angular momen-
tum called "spin", of g For the sake of simplicity it is usually given as % omitting
h(h =2 ~1.054572-107% Js) = 6.582119 - 10719V s is the reduced Planck constant).
The electron possesses the smallest indivisible free charge in nature -e. Its antiparticle,

the positron, carries its negation which is a charge of +e = e.

The fundamental forces or interactions between particles are the strong, the electro-
magnetic, the weak and the gravitational force. The latter is not relevant for processes
discussed in this work as it is several orders of magnitude weaker than the other forces.
While the electromagnetic and gravitational interaction basically have an infinite range
with their potential following a 1/r-law with the distance r between the interacting parti-
cles, the strong and weak force only have a finite range. In particle physics these forces are
quantized. An interaction between two particles is therefore described by the exchange of
virtual particles created within the limits of the uncertainty principle [13]. This principle
is formulated as:

St

SE * St Z 5, (22)

with sg, s; being the standard deviations of the energy F and the life time ¢ of a particle
state in a measurement [13, 14]. For these forces, basically the rule is that the more
energy is needed to "create" such a particle the shorter the time it can exist. The particles
mediating the fundamental forces are called "bosons". They have an integer spin. For the
strong interaction these bosons are the six gluons (g), for the electromagnetic interaction
it is the photon () and for the weak interaction there are the charged W- W - and
uncharged Z°-bosons. The particles and their properties are listed in Table 2.2.

According to the quantum mechanical principle of wave-particle duality, a wave (like
the classical electromagnetic radiation), besides its wave character, also has particle char-
acter and particles also exhibit wave characteristics. This is true of compound particles
as well as elementary particles. A matter wave can thus be assigned to each particle. For
particle velocities v < ¢ (the non-relativistic case) the wavelength of the assigned matter
wave is given by the de’Broglie wavelength [16]:

h h
\ = = 2.3
m-v  2m- Eyy (23)

with m being the mass and FEj;, the kinetic energy of the particle. The higher the mass




Class Particle Mass[MeV]  Chargele] Spin[f] Interacting

e 0.510998928 —1 1/2 EM,W
et 0.510998928 1 1/2 EM,W
Lentons <2.107° 0 1/2 EM,W
P 7o <210 0 1/2 EM,W
u ~2.3 2/3 1/2 S, EM,W
d ~4.8 ~1/3 1/2 S,EM,W
~y 0 0 1 EM
g 0 0 1 S
Bos
OSOMS W+~ 80,385 0 1 w
70 01.1876 0 1 W

Table 2.2: Table of particles relevant for this work together with key properties [15]. The type
of interaction that the particles participate in is denoted by EM (elecrotmagnetic),
S (strong) and W (weak).

or velocity of a particle, the smaller the wavelength will be. Thus, the wave nature of the
particle in this case becomes less important for measurements. Due to the wave nature of
a particle it can basically be described in terms of a wave function. Through superposition
wave functions of singular particles add up, so that even complex systems can be described
by a single wave function.

The evolution of such a wave function is given by the Schrédinger equation. For stable
(time independent) particle systems at non-relativistic velocities the general Schrodinger
equation for a particle with wave function ¥(r) in a potential V(r) is

EU(r) = [QZA’ + V(r)] (), (2.4)

here r being the vector to a position in space and A’ the Laplace operator. In one
dimension the Laplace operator is simply the second derivative. Note that, in this case,
the energy of the system is constant and equivalent to the eigenvalue of the Schrodinger
equation E. Also note that a solution with an energy F lower than the maximal potential
V(r) is called a bound state, as opposed to an unbound state where the particle can
move freely. The Schrodinger equation has only in a number of special cases an analytical
solution, but it is very useful for the description of the bound states of atoms and atomic
nuclei. These will be discussed in the following.



2 PHYSICAL AND TECHNICAL BACKGROUND

2.1 Atomic Structure

During the early development of Chemistry John Dalton explained the observation of
stoichiometry in chemical reactions with the concept that all matter is composed of small
units called "atoms'. With Joseph John Thomson’s discovery of the negatively charged
electron ¢ which could be extracted by ionizing an atom (that is removal of an electron
from an atomic shell) it was established that atoms had to be composed of electrons and
an equal amount of positively charged matter, as atoms themselves were known to be
uncharged. In the beginning of the 20th century Ernest Rutherford et al. performed
scattering experiments with positively charged 2He', so-called a-particles, emitted in the
radioactive decay of radium on gold atoms. They found that the atom consisted of a
small positively charged core the so-called "atomic nucleus' (or simply "nucleus") holding
practically all of the mass of the atom, and a number of electrons [17], somehow distributed
around the nucleus. Due to these observations and the similarity of the potential of the
electromagnetic force to that of the gravitational force with its 1/r-dependence an atomic
model with electrons orbiting the nucleus like planets orbiting the sun was developed.
It was established that the nucleus carries a charge of Ze, where Z corresponds to the
atomic number which uniquely identifies a chemical element, and that the nucleus is

orbited b 5 Bohr to
include cc wion that
electrons « lustration
of the Bo.
©
(e O
ORNG ORNGC
O (&)
©

Figure 2.1: Bohr/Rutherford model of the atom, with electrons ¢~ orbiting the atomic nucleus
on discrete orbits.

When several years later Erwin Schrodinger formulated an equation (described in the
preface) the current form of the atomic model was developed [19, 20], which will now be
discussed in more detail.

The model of the atom involves a nearly spherical symmetric potential only dependent
on the distance from the center of the atomic nucleus r. For such problems it is convenient
to use spherical coordinates and determine separable solutions of the Schrédinger equation
of the form ¥(r,0,¢) = R(r)Y (6, ¢). To explain the basic features of the solution of the
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Schrédinger equation, a single particle in a central potential is assumed. The angular part
of this form of the Schrédinger equation can hence be solved using the eigenfunctions of
the angular part of the Laplace operator. These eigenfunctions are the so-called Laplace
spherical harmonic functions Y;™ (6, ¢), with [ being a non-negative integer number and
m; being an integer number with

This means there are (2! 4+ 1) spherical harmonic functions for each value of I. When
there is more than one possible solution for the wave function of a particle in a potential
for the same energy eigenvalue, the level described by this energy eigenvalue is called
"degenerate". So all spherical symmetric potentials have a (214 1) level degeneracy. Since
the angular part of the Laplace operator is proportional to the square of the angular
momentum operator ﬁ, the angular momentum vector L is also quantized with its length
being /I(l + 1)-h. Therefore, the quantum number [ is called "angular quantum number".
The quantum number m; corresponds to the z-component of L and thus also follows that
—l < my <. Tt is called the "magnetic quantum number" and specifies the exact wave
function that applies to a particle in a level. Wave functions having an angular quantum
number [ = 0 are called "s-orbitals", those with [ = 1 are "p-orbitals" and those with [ = 2
are called "d-orbitals" etc.

The radial part of the Schrodinger equation is

R? (0?R(r) 20R(r) I(1+1)A?
E, R(r)=— - v ——| - R(r). 2.6
(r) 2m < or? * r Or + Vo) + 2-m-r? (r) (26)
Note that an angular momentum dependent part is added to the central potential. The
term % is called the "centrifugal potential". Thus, the effective potential depends on

the angular momentum state. As the centrifugal potential is positive for [ # 0, thus repel-
lent, and added to the original central potential the effective potential becomes positive
eventually creating the so-called 'centrifugal barrier".

An electron in a central potential alike the potential of an atomic nucleus with charge Ze

yields the potential
Ze?
V(r) = (2.7)

2meg - 1

with the vacuum permittivity .

This problem described by equation 2.6 with the potential of equation 2.7 can be
solved employing Laguerre polynomials multiplied by exponential functions. The energy
eigenvalues and thus the level energies then are

mZ2et

Ey= -0 555
32m2¢2h2 - n?

(2.8)
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with n being the principal quantum number. The energy of a solution corresponds to an
energy level, because it is a possible state of a particle bound in the system. A bound state
solution of any Schrodinger equation for the principal quantum number n = 1 is called
"ground state', as it is the lowest possible state in the potential. All other solutions for
n > 1 are called excited states. All bound state solutions with a different energy eigenvalue
are called levels and can be uniquely identified by the principal quantum number. It holds
that 0 < [ < n, such that the total degeneracy of each level is S7 (21 + 1) = n?. Note
that the distance between two energy levels defined by equation 2.8 decreases with higher
energy (n o« 1/4/E,), that is the spacing gets smaller and practically gives rise to an
infinite number of possible levels, a quasi-continuum of levels, up to the point where the
electron has enough energy to reach the continuum and is treated as a free particle.

In reality even the simplest atom like the 'H is a two particle system, but for 'H or ions like
?He™, with only one electron, the system can still be solved analytically by a calculation
in their center of mass system. The results follow the same E, o< Z2?/n? dependence of
the energy levels as the single-particle discussion above.

Due to the fact that s-orbitals are always spherical symmetric and the nucleus is not
point-like, the electron has a non-zero probability of being inside the nucleus. The average
distance of an electron in the n = 1 s-orbital from the nucleus is 3/2-ag, with ag ~ 0.529 A
being the Bohr atomic radius, which is the smallest orbit an electron can have according
to Bohr’s atomic model. The probability of finding an electron within aq is = 32 % for
an n = 1 s-orbital and decreases for the higher s-orbitals, for instance to =~ 3.4 % for the
n = 2 s-orbital. With higher angular momentum the probability of finding the electron
within ay decreases, for instance for the n = 2 p-orbital this probability is &~ 0.4 %. This
means that for higher n and [ = n — 1 the spacial probability distribution becomes more
and more like a classical orbit [21]. Note that with higher n the electron has on average
a larger distance from the nucleus, so it becomes more and more "free'. See Figure 2.2
for a schematic of an s- and p-orbital for illustration. Summing up all possible orbitals
for a given n yields the total probability distribution for an electron for that level. Note
that this sum is always spherical symmetric and therefore the levels in an atom are called
"shells" giving rise to the name "shell model".

There are some effects that decrease the above discussed degeneracy of energy levels
that will be reviewed briefly. In quantum theory a particle possesses a kind of intrinsic
angular momentum, called the "spin" S. The length of |S| = 1/s(s + 1)A. So its associated
quantum number is s and its projection on the z-axis is hmg with the the spin projection
quantum number m,. For fermions s = 1/2 and thus ms; = £1/2. The angular momentum
vector L adds up with the spin S to the total angular momentum J:

J=L+S (2.9)
Il =/i(i+ 1A (2.10)
2.11)
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Figure 2.2: Schematic illustrations of s- and p-orbital solutions of the Schrodinger equation in
a central potential.

and its z-component |J |
|J.| = fum;,with (2.12)

1
m; =my+mg=m + L (2.13)

Since my is an integer and m, for fermions is half of an integer, m; must also be half of an
integer value. For an electron in an atomic orbital with angular momentum [ this yields
two possible values for j. Due to effects such as the so-called the "spin-orbit-interaction"
resulting from electrodynamics, the "Darwin term" resulting from special relativity, and
'Lamb Shift" resulting from the quantization of the electromagnetic field the [ degeneracy
of the levels is lifted creating a so-called "fine structure'.

By treating the nucleus not as a point-like static object also the m; degeneracy is lifted
creating the "hyperfine structure'. For further information please refer to a text book
such as in reference [22].

These effects create a very complex level structure even in these comparably simple cases.

Another important property of the angular solutions of the Schrodinger equation is
the behavior of Y;" (6, ¢) under a parity operation, which is the inversion of coordinates
through the origin, yielding for spherical coordinates

0—m—0 (2.14)
b T+ (2.15)

which is a reflection in # and a rotation in ¢. A parity operation P applied two times to
the same system will result in the original system state. Thus, f’(lﬁ’\lf(r7 0,9)) =¥(r,6,9)
and therefore P has eigenvalues of P = +1. If P = +1 the system has even parity, if
P = —1 the system has odd parity. The Hamiltonian of this problem is invariant under
the parity operation P, because its potential is radial symmetric. Thus, the energy levels

11
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and any observable property of the system remain unchanged when the system is reflected.
This yields |U(r, 0, ¢)|> = [¥(—r,7—0, 7+ ¢)|> and thus ¥(r,0, ¢) = =V (—r, 71— 0, 7+ ).
It can be shown that the parity operator maps the spherical harmonic functions as

PY;"(0,6) = (=1) - Y{"(0, 9). (2.16)

So a wave function can have either odd or even parity.

For systems with more than one electron (the typical case in atoms aside hydrogen),
an analytical solution of the Schrédinger equation is not possible. Nevertheless in such
systems basically all the mentioned principles remain valid, so that every atom has a
unique shell structure. The major problem is the interaction of the electrons with one
another. An electron in the ground state will dampen the potential for any electron that
is further away from the nucleus. The simplest theoretical approach is to neglect the
interaction of electrons within a shell and to solve the Schrodinger equation of an electron
with the Coulomb potential of the nucleus dampened by the inner shell electrons. A few
qualitative descriptions of multi-electron systems will now be given.

According to the Pauli exclusion principle [23] two fermions cannot have the same quantum
numbers, that is the same wave functions. Since a fermion has a spin which can be either
positive or negative, the ground state of an atom can be occupied by at most two fermions
at once in the s-orbital. The first excited level can be occupied by up to four fermions in
both s- and p-orbitals and so on.

The fundamental rule that physical systems approach a state of minimal energy applies
and suggests that the inner shells will be filled first. The order in which orbitals in the
shells and subshells are filled is given by Hund’s rules. The first of which is the result
of the Pauli exclusion principle that shells and subshells are closed if all possible states
(defined by all quantum numbers) are occupied by an electron. It follows that the total
angular momentum of a closed shell is 0. The second of Hund’s rules is that the energy of
the electrons is minimal if the sum of the electron spins is maximal. Thus, if an orbital is
occupied by one electron, other orbitals (of the same energy) will be occupied with spins
of the same direction as the spin of the first electron, before a second electron of opposite
spin occupies the same orbital.

The third rule concerns the ordering in which states with different m; are occupied. Since
higher m; states have a greater average distance from the nucleus they also have a higher
average distance from one another. Thus, states with higher value of m; will be occupied
first.

Electrons occupying the outermost orbitals are called "valence electrons'. These are not
necessarily electrons of the highest energetic shell, because the distance of levels becomes
very small. In heavier atoms the number of electrons is larger and subshells can have a
spacing so that electrons in higher [ states can have a larger distance from the nucleus
than electrons occupying the next higher energetic shell (e.g. lanthanides and actinides).

This discussion gives a reasonable understanding of how the atom is built up, of the
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electron structure and the Schrodinger equation, which will be useful in the next sections.
Further details can be found in text books like [22, 21]. In the following section the
structure of the nucleus will be discussed in analogy to the discussion of the electron
structure in this section.

2.2 Nuclear Structure

The atomic nucleus itself consists of Z positively charged protons (p), with charge +e,
and N uncharged neutrons (n). As they are constituents of the nucleus these particles are
called nucleons and their total number corresponds to the atomic mass number A = Z+N.
The proton is identical with 'H*, the fully ionized hydrogen atom that is the hydrogen
nucleus, which is the smallest nucleus of all elements. The proton has a mass of 1.007u =
038.27 MeV/c? and the neutron has a slightly higher mass of 1.008u = 939.57 MeV /c2.
Thus, a nucleus can be uniquely identified with its mass number A and atomic number Z
and the corresponding atom is called a nuclide. Nuclides with the same Z but different
A, that is different number of neutrons, are called isotopes. Nuclides with identical A but
different Z, that is different number of protons, are isobars. Nuclides with both identical
7 and A but different energy states of the nucleons are called isomers.

The mean nuclear radius can be approximated by

R~Ry-VA,  Ry=12125fm, (2.17)

based on experimental scattering results yielding a constant nuclear density (see reference
[10]). Thus, the nucleus has a dimension in the fm-range, being roughly five orders of
magnitude smaller than the electron shell of an atom.

A nucleon can be separated from a nucleus if at least its binding energy is transferred to
it, alike the ionization of an atom. Within the scope of this work, the neutron separation
energy S, is of most interest. It is the minimum energy needed to remove a neutron
from a nuclide ¥X, which correspond to the difference in binding energies Ep between a
nucleus (A, Z) and its next lighter isotope (A — 1, Z) as described in equation 2.18.

Sy = m(4X) +m, —m(*1X), masses m in eV. (2.18)

The nucleons themselves are not structureless particles but are composed of quarks
and bound together by the strong force. The differences in charge and mass between a
neutron and a proton are direct effects of their different valence quarks. A proton consists
of two u- and one d-Quark and thus has a charge of 1 e and the neutron consisting of two
d- and one u-Quark is thus not charged but has a higher mass.

13



2 PHYSICAL AND TECHNICAL BACKGROUND

The strong force is based on the exchange of gluons (g). The interaction between nucleons
is weaker and is based on a secondary interaction between their constituent quarks, which
is a meson exchange as depicted in Figure 2.3. Quarks are fermions and thus due to the
Pauli exclusion principle they cannot occupy the same quantum state. This prevents the
quarks of different nucleons from direct exchange, effectively causing a kind of repulsive
force at small distances. Thus the potential of the force between nucleons is much more
complicated than that of the gluon exchange and is usually given in terms of an effective
potential.

c; u
neutron . d
r>—\d
70
3—9— d
proton ‘5 @
1

Figure 2.3: A Feynman graph depicting the exchange of a 7%-meson between two nucleons.
The colors correspond to the color charge of the quarks (lines) and gluons (spirals).

A nucleus can in principle be described as a quantum system using the Schrodinger
equation, but since the nucleons interact via both the strong and the Coulomb force and
each nucleon interacts with all the others there would be A-Z! interactions involved. This
is even far more complex than the problem with multiple electrons in the atomic shells.
With the assumption of the nuclear potential being approximately spherical in analogy
to the atomic shell model, a quantum state in a nucleus is also described by the principal
quantum number n, an angular momentum with quantum numbers [ and m; and the
spin s with m,, thus the total angular momentum quantum number is again j with m;.
A possible quantum state for a nucleon also has a parity associated with it. It is often
feasible to approximate the nucleus as a single object with a nuclear spin I, which is the
vector sum of all A nucleons’ angular momenta j, and a parity P. If a single nucleon
with juuceon determines all the properties of the nucleus, the nucleus has a nuclear spin
of J = Iy + Jjnucieon in which I, ¢ is the nuclear spin of the rest nucleus with its nucleons
in ground state. J corresponds to the total angular momentum of the nucleus with its
length being J, but is determined by the angular momentum state of a single nucleon
(Jnucteon). Thus, J is usually assigned to a level in the nuclear level scheme. The parity
of a nucleon in that state is denoted in a superscript to the nuclear spin as J*, with +
denoting even and — odd parity, even though there is no theoretical connection of J and
P. Since nucleons have half integer values of j, J has an integer value for nuclei with even
A and half integer values for nuclei with odd A.
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2.2 Nuclear Structure

The nuclear shell model treats nucleons as a non-interacting Fermi-gas [24, 25|, cor-
responding to the treatment of electrons in the atomic shell model, approximating the
forces between the nucleons with an effective central potential. An approximation of this
potential is given by the Woods-Saxon potential [26]

Vo
1+ exp(=E)’

a

V(r) = (2.19)

with R being the nuclear radius from equation 2.17. The empirical constant Vj is
in the order of 50 MeV and depends on the measured nucleon separation energy. a is
also deduced from measurements and in the order of 0.5fm to 0.7 fm [27]. An interaction
similar to the electron spin-orbit interaction, giving rise to the atomic fine structure, is
much stronger for nucleons. Thus, the degeneracy of subshells is lifted and the shells and
levels from the Woods-Saxon potential are altered. This model is capable of describing
several measured nuclear properties, but is still a major simplification, as it assumes that
all but one nucleons are paired, thus basing all nuclear properties on this unpaired valence
nucleon [10].
Since the effective potentials for neutrons and protons are different due to the Coulomb
force, the energy levels are also different. More precisely, the repellent Coulomb force
between protons decreases the depth of the potential. This results in there being, in
principle, more bound states (levels) for neutrons in a nucleus than for protons, as the
neutron separation energy is generally higher than the proton separation energy. This
observation is reflected well in the chart of nuclides.
A problem of this model is that unlike the electrons in the atomic shell model, the nucleons’
dimensions are in the same order of magnitude as the dimension of the entire nucleus.
Thus, collisions are likely. But if all levels are filled to an extent that no nucleon is able
to gain enough energy in a single collision to be excited into a free level, no energy will
be transferred because the collision cannot occur. Thus, the nucleons can be regarded as
independent and thus they can be assigned to a kind of orbital. The number of nucleons
in a closed shell corresponds to the so-called "magic numbers", which mark especially
well-bound nuclei. The nuclear shell model is able to reproduce and predict new magic
numbers, but it also predicts and most importantly explains the ground state spins and
parities of nuclei reasonably well. It comes to its limits, though, with excited states in
more complex nuclei. A schematic view of the levels of protons and neutrons in the
Woods-Saxon potential can be seen in Figure 2.4.

Note that due to the uncertainty principle (equation 2.2) a level cannot have a certain
energy but has to cover an energy region. The more stable, that is the longer-lived, a
state with a nucleon in that level is, the sharper is the energy distribution. This can be
described with a Breit-Wigner distribution
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2 PHYSICAL AND TECHNICAL BACKGROUND

Figure 2.4: Effective potential for nucleons in an atomic nucleus of Woods-Saxon and Coulomb
type for angular momentum [ = 0, the red line corresponds to the effective potential
for protons (red circles) and the blue line to the potential of neutrons (blue circles).
The spacing between energy levels decreases with the square root in excitation
energy Fey due to the idealized Fermi-gas phase space. Each level is filled with up
to two nucleons with opposite spins according to the Fermi-Dirac statistics.

1 r

PE) = o My

(2.20)

with the natural line width I' = /7 and the lifetime of the state 7. The natural width for
typical levels is smaller than 10~ eV and thus usually negligible, as typical level spacings
are in the range of keV for low energetic nuclear levels. This also means that the levels
can still be separated, as the spacing between levels is usually higher than the width of
the individual levels. As the level spacing becomes smaller with higher energy due to their
width the levels overlap forming a quasi-continuum of levels. This is the case especially
for states above the nucleon separation energy.

In reality these assumptions are not met and even the approach of introducing a multi-
particle shell model, accounting for collective effects of the nucleons, does not account for
effects like the deformation of larger nuclei. So especially in large nuclei the level schemes
are very complicated and cannot be calculated from theory to a good approximation.
Thus, the specific levels have to be determined experimentally. By the theory, however, a
good model on the statistical property of these levels is provided. A quantity called the
level density p(Fex, J), which is the number of levels per unit energy, can be predicted [28,
29, 30].

The specific models that are used in this work are the constant temperature formula (CTF)
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2.2 Nuclear Structure

and the Backshifted Fermi-gas (BSFG) level density (LD) models. Both models are based
on the number of nucleons A, the nuclear angular momentum J and excitation energy
E..

2.2.1 Backshifted Fermi Gas Model

For the BSFG model the nucleons of a nucleus are considered to be a non-interacting
Fermi-gas [31, 32]. This is the same assumption as for the deduction of the shell structure
in the nuclear shell model. The Fermi-gas model is altered to account for non-equidistant
states near the Fermi-energy due to the shell structure and nucleon-nucleon pairings. It
is "back-shifted" in excitation energy by an energy parameter Ey, which accounts for the
extra amount of energy necessary to break-up nucleon-nucleon pairs. It can be written as

exp(2¢/a(Fe — F1
pBsrG(Eex, J) = f(J) - 1(Eex) - 12\/;5( t\/“\/m;/‘“ (2.21)

with the spin distribution factor

2] 41 (J+3)?
f(J) = TEM - €Xp <—2S02ut ) (2.22)

describing the distribution of J for a given excitation energy FEe, and the spin cut-off
factor

(2.23)

s 1+4/1+4a(Ex — Ey)
Seut = 0.0146 - As - 5
a

a is the level density parameter deduced from the shell model, which is slightly energy
dependent, approximately following a oc 0.21 - A%8"MeV~! [33]. This parameter is taken
from the parameterization by von Egidy and Bucurescu [34].

The parity dependence 7(Fe,) accounts for the observation that one specific parity is
more likely than the other for low energetic levels, whereas for higher energetic levels
the parities are equally distributed among the levels. The parity dependence is assumed
to follow a Fermi-Dirac distribution and is based on the semi-empirical mass formula as
described in reference [35].

1 1
(Ee) = 5 (1 e (e(Ba + 5p))> ’ (2.24)
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where "+" is used for the parity dominant for the lower energetic levels (either positive
or negative parity) and '-' for the other parity. The factors ¢ = 3MeV™! and § =
ap + a1 /A% are empirically determined from fitting this function to experimental data in
the nuclear mass region 10 < A < 110 [35]. In this work it is used to describe the level
density of the nucleus ?*3Pu with an even atomic number and odd mass number and thus
ag = —0.08, a; = 75.22 and ay = 0.89 according to reference [35].

2.2.2 Constant Temperature Model

The CTF describes the nucleons as a classical ideal gas at a definite temperature resulting
in a simpler level density of

J) - m(Eex E — E
porr(EBex, J) = % - €Xp (TO> ) (2.25)
f(J) being the spin distribution factor and 7(Fey) the parity dependence. Ey = E; —
821keV is the back-shift parameter [36] and 6 = a=%™3 is the critical temperature to
break-up nucleon-nucleon pairs.

The results of both models differ primarily at low excitation energies. This is the
region were the level spacings are often large enough for the levels to be directly deducible
from experiment. Parameterizations of these models based on experimental data can be
found in [34], showing good agreement with measured levels, for instance, for the heavy
nucleus ?*?Am. Both models reproduce the known levels well, starting from an excitation
energy of about 150 keV.

2.3 Neutron Reactions with Nuclei

Free neutrons that can be created for instance in nuclear fission inside a reactor can
interact with nuclei on their path. A neutron of a given kinetic energy F, is not affected
by the Coulomb force of a nucleus and can therefore reach the attracting strong potential
of a nucleus even with low kinetic energies. In the following, the kinetic energy of a
neutron is simply referred to as the neutron energy, since the rest energy is constant.
Because interactions between an incident neutron and a nucleus depend on the neutron
energy it is useful to partition neutrons into categories. Thermal neutrons have an energy
of Ey, = 0.0253¢V, corresponding to their average energy at room temperature. Cold
neutrons have an energy below that value E, < Fy, and fast neutrons have an energy
E, > 1MeV. Epithermal neutrons have energies in the range between thermal and fast
neutron energies.
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A neutron, depending on its energy, can interact with a nucleus by several mechanisms.
It can undergo elastic or inelastic scattering where the neutron exchanges energy with the
nucleus. In the case of elastic scattering the total kinetic energy of the system stays
constant and is divided between the neutron and the nucleus depending on the scattering
angle and masses of the involved nucleus and neutron. In the case of inelastic scattering
the neutron is absorbed by the nucleus but a neutron is re-emitted shortly after, which
can be depicted as an (n,n’) reaction. In this process the energy transfer to the nucleons
in the scattering nucleus can lead for instance to nucleons being transferred to higher
energy levels (leaving the nucleus in an excited state). Other processes occurring after
the neutron absorption, that do not lead to a re-emission of a neutron are for instance the
radiative capture process (n,7) in which a new nucleus the so-called "compound nucleus'
is formed with the original nucleons and the incident neutron of energy E, occupying the
so-called "capture state'. In this process an excited compound nucleus with excitation
energy

Ec4s4 = Sn + Em (226)

is formed. For thermal and cold neutrons the neutron’s kinetic energy is negligible and
hence E. g is only slightly higher than the neutron separation energy S,. Due to the
centrifugal barrier (see equation 2.6) at these energies neutron capture with a neutron
angular momentum [ = 0 relative to the nucleus is dominant — so-called "s-wave capture".
The angular momentum of the capture state is given by

1 .
Jc.s. = Jdnucleus =+ 5 if Inucleus 7é 0 (227)

or

1
Jc.s4 = 5 if [nucleus =0 (228)

where Iuceus 18 the nuclear spin of the capturing nucleus. Due to parity conservation the
parity of the capture state is identical to the parity of the capturing, that is the target,
nucleus.

At higher neutron energies other reactions including the (n,a) reaction, with the
emission of an «a-particle, (n,p) or (n,2n) may occur. With the exception of radiative
neutron capture (the (n,~y) reaction) the cross sections for these processes usually are
small or zero for cold and thermal neutrons, since not enough energy is transferred into
the compound nucleus by the incident neutron, as can be seen exemplary for *7Au in
Figure 2.5. An important exception is the ’Li(n, @)®H reaction, which has a thermal cross
section of 940 b[37] compared to a thermal capture cross section of 39mb [5], as well as
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the °B(n, a)Li, with a thermal (n, a)[5] cross section of 3842b and a thermal capture
cross section of 0.5b[5]. The high cross sections for these nuclei can be utilized to absorb
neutrons and thus for neutron radiation shielding.
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Figure 2.5: Cross section for radiative capture, elastic and inelastic scattering of 197Au.

For thermal and cold neutrons the probability of being absorbed and thus the cross
section oaus(Ey) is basically dependent on the time the neutron is in the range of the
nuclear force. Thus it can be understood that the capture cross section is anti-proportional
to the velocity of the neutron or in terms of energy of the neutron E,

1
VE,

Thus the cross section can be described by a single known cross section value, usually the
thermal cross section g .ps for the whole region with

Oabs(En) (2.29)

Eq

B (2.30)

Uabs(En) = 00,abs

The relation of equation 2.30 holds for low neutron energies below the first resonance (if
any) in the cross section, that is a possible quasi-bound level above the neutron separation
energy. The formation of these resonances can be understood by taking into account the
phase of the neutron wave function inside and outside the nuclear potential. Due to the
continuity condition for the Schrodinger equation for specific energies both functions will
match in their maximum amplitudes, strongly increasing the probability of the compound
nucleus formation in these cases. For details please refer to reference [10]. As this is a
resonant reaction it can be described also in terms of a Lorentzian function like the
Breit-Wigner function (equation 2.20), but it can be distorted by direct scattering of the
neutron at the nuclear potential, causing over and under fluctuations before and after the
resonance. From the Lorentzian equation the 1/y/Fy-law can also be deduced for energies
much smaller than the resonance energy [38]. A resonance causes a distortion from the
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1/v/Ey-law as can be seen in Figure 2.6 exemplary for the 2'Am radiative capture cross
section, with its especially low energetic resonance at 0.307eV. It can be seen that the
distortion is not strictly positive but can lead to a decrease of the cross section below
the expected 1/y/E, behavior in front of the resonance. Note that all processes that can
occur after the neutron absorption show the same behavior exhibiting the same resonances.
In particular the radiative neutron capture cross section exhibits these resonances. The
lowest energy at which resonances occur for the nuclides used in this work is that of 2! Am
at 0.307eV [39]. In order to ensure formation of the compound nucleus in the capture
state instead of a resonance state, cold neutrons are used in this work.
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Figure 2.6: Cross section for the radiative neutron capture of *!Am and a corresponding
1/v/Ey-dependence. The cross section has been weighted with \/E, to stress the
divergence from the simple shape. The thermal energy of 0.0253 ¢V is marked by
the vertical dashed gray line.

2.4 Radiation Emitted in Nuclear Reactions

An excited nucleus, such as a compound nucleus after a neutron absorption, or an unstable
nucleus will emit radiation and decay into a stable ground state nucleus. The radiation
emitted after the formation of compound nuclei was briefly described in section 2.3 and
will now be discussed in more detail. Radioactive — that is unstable — nuclei typically
decay by emission of ionizing a-radiation or f-radiation followed by photon emission.
Most important for this work is the photon emission.

2.4.1 «o-Radiation

An unstable nucleus can decay by the emission of an a-particle, that is *He?". In this
process the original nucleus’ mass number is reduced by 4 and its atomic number by 2.

IX = 5 X +a (2.31)
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This effect is possible due to the quantum mechanical tunnel effect, that is the a-
particle having a non-zero probability to appear outside of the nuclear potential. Due
to their high mass and charge, a-particles are highly ionizing and thus have a relatively
small range in matter. The most probable a-particle emitted by a-decay of 2*2Pu has
an energy of 4.9005(12) MeV, which is a typical a-energy. In SiO, with a molar mass of
60.0843 gmol~! and a density of 2.2gcm™ its range is only about 0.04 mm. As a-decay
is a two-body decay the energy of the a-particle is discrete and characteristic for the
decaying nucleus.

2.4.2 p-Radiation and Electron Capture

An unstable nucleus in which energy can be gained by converting a nucleon into another
nucleon type (n — p or p — n) can decay via S-decay or electron capture. As a neutron
has a slightly higher mass than a proton, a free neutron decays with a lifetime of 887.7 s [40]
into a proto cted in the Feynman
graph in Fig

(2.32)

neutron proton

Figure 2.7: A Feynman graph depicting the decay of a free neutron.

This can also happen to a bound neutron in a nucleus 4X if in the nucleus , ﬁX a
free level exists, with an excitation energy large enough to create the electron and the
neutrino minus the energy difference between a u- and a d-quark. The electron emitted in
this type of nuclear decay is called "B~ -particle", to distinguish it from electrons of other
origin than nuclear decay. The most probable ™ -particle emitted in the decay of 2*?Am
has a maximum energy of 622.67keV. In SiO, with the properties described in section
2.4.1, the said S~ -particle has a range of about 1 mm.

The opposite process, a proton of a nucleus ‘%X decaying into a neutron in nucleus ZﬁX
is also possible suitable level energies presupposed. As mentioned in section 2.1 especially
the electrons in s-orbitals have a probability of being located inside the nucleus. This can
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2.4 Radiation Emitted in Nuclear Reactions

lead to a process called electron capture ¢, in which a quark in the proton exchanges charge
with the electron thus "merging" electron and proton into a neutron. In this process only
an electron neutrino is emitted conserving energy and momentum. But since usually the
capture of an electron in a low lying shell is more likely, other electrons in higher shells
will transit to the free level, emitting X-rays.

pte —n+u, (2.33)

If the energy difference between the proton level in 4X and the neutron level in ,4X
becomes higher than 2-m, ~ 1022keV, instead of capturing an electron the proton is able
to emit a positron, which is then called a "3"-particle".

p—n+et 4, (2.34)

This process, if allowed, competes with electron capture and creates the same nucleus.
A positron will be slowed down like an electron in the surrounding matter, but the slower
it becomes the more likely it will annihilate with another electron, creating two 511 keV
photons emitted in opposite directions to conserve momentum and energy.
As the f-decay processes involve a neutrino due to conservation of energy and momen-
tum (and of Lepton number) these decay modes are three-body decays. Thus, the energy
is distributed among the nucleus, the S-particle and neutrino, so that an emitted [-
particle does not have a discrete energy. A large number of emitted g-particles exhibit a
continuous energy spectrum with a characteristic maximum possible energy.

2.4.3 X- and y-Radiation

Electrons in an atomic shell or nucleons in a nuclear shell that do not fill the lowest
available levels will eventually transit to an available level with lower energy. In this
process either internal conversion electrons are emitted or, if allowed and the energy-
difference between the levels is high, more likely a photon carrying the energy-difference
will be created. If this process occurs in the electron shells of an atom the emitted photons
are called "X-rays", typically having energies in the low keV-regime up to a few hundred
keV. In the case of photons being emitted from a nucleon transition in the nucleus, the
photons are called "y-rays" and have typically higher energies than X-rays ranging from
tens of keV to several MeV.

Usually a state with a nucleon in a higher energy level than necessary decays within 107 s,
but sometimes the lifetime of such a state is significantly longer. These states are called
'isomeric" or "metastable’ states.

Since a photon has a spin of 1, a transition by photon emission is only possible if the
angular momentum changes between the two levels by at least 1. The photons can carry
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a larger angular momentum. The higher the angular momentum the photon carries, the
less likely is its creation. The additional angular momentum gives the photon radiation a
multipolarity moment much like the classical electrodynamic multipolarities. The type of
multipolarity moment is not determined by the difference in angular momentum between
the levels alone, but also by their respective parities. In classical electrodynamics it can
be shown, that electric multipoles of order L, denoted as EL, have a parity of P = (1)L
and magnetic multipoles of order L, denoted as ML, have a parity of P = (—1)I+L
The order of the multipole corresponds to the angular momentum L in quantum theory.
Considering that the initial level has an angular momentum of J; and the final level has
an angular momentum of J¢, by application of the conservation of angular momentum
this yields the following selection rules for possible transitions:

|J; = Ji| <L < Ji+ Jy and L #0 (2.35)
Parity stays the same: even electric, odd magnetic (M1,E2,M3,...) (2.36)
Parity changes: odd electric, even magnetic (E1,M2,E3,...) (2.37)

The lowest possible multipole moment generally dominates, as the emission of vy-rays

with these angular momenta usually happens faster. Also usually an electric multipole
moment is more likely than a magnetic one of the same order. Thus, a mixture of a
higher magnetic with a relevant amount of a lower electric moment, such as M1 and E2
often occurs. If the y-ray emission for a transition is not allowed, this transition is called
"forbidden".
The ~-radiation with higher multipolarities is no longer isotropically emitted but has
preferred directions. However, since in this work reactions with a large number of nuclei
with random orientations are studied, the anisotropic emission is not measurable because
it is statistically smoothed.

An excited nucleus with an excitation energy E,, usually de-excites in a series of
transitions each producing a 7-ray until the nucleus reaches its ground-state, which in
turn may be a stable nucleus or not. The energy of each y-ray is basically the difference
in energy between the two levels Fr minus a recoil correction Eg, which is the energy
transferred to the nucleus due to the y-ray emission.

E, = Er — Eg, (2.38)

E2
Ep=—"- 2.39
B omac? (2:39)

with m, being the mass of the emitting nucleus of mass number A. Note that Eg is
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2.4 Radiation Emitted in Nuclear Reactions

small for heavy nuclei. For actinides it is mostly below 1% of E,, thus E, ~ Er. An
initial level de-excited by a ~-ray or conversion electron is so-called 'depopulated" (as
the nucleon leaves the state) by ~-ray emission and the final level is "populated’ (as the
nucleon arrives in that state). Thus, the ground state of the nucleus is the only state
that is only populated and not depopulated. Each neutron eventually reaches the ground
state, as long as no other process changing the nucleus is more likely (such as a direct
alpha- or $-decay of an isomer). Thus, the sum of the emission probabilities of y-rays and
conversion electrons emerging from a level population has to be identical with the sum of
the emission probabilities from the level depopulation. This is, a level has to be so-called
"balanced". So the ~-ray energies in a single v-ray cascade de-exciting a nucleus add up
to the original excitation energy. In the case of cold neutron capture it holds

Sam Exr~ Y. E,. (2.40)

yEcascade

In the case of neutron capture the first y-ray that de-excites the capture state is
called a "primary" ~-ray, whereas all y-rays following subsequently in the ~-ray cascade
de-exciting the intermediate levels are called "secondary" ~-rays.

If one wants to relate the activity of a radioactive source to the emission probability
of a particular y-ray, this can be done by multiplying the decay probability of the nuclide
with the emission probability of the y-ray and is usually referred to as p,.

2.4.4 Internal Conversion

Internal Conversion is a process in which the energy of a transition between levels in the
nucleus is transferred to an electron from the atomic shell. The electron is then emitted
carrying the transferred energy minus its binding energy. Since the now free level in the
atomic shell is filled by another electron, X-ray radiation is emitted.

The probability that internal conversion occurs increases with Z2, making it very im-
portant for heavier nuclei. At the same time the probability decreases rapidly with the
transition energy.

Usually internal conversion competes with the decay through ~-ray emission. Slower mag-
netic transitions are more likely to decay by internal conversion than electric transitions.
Also it holds that the higher the multipole order the more likely becomes the internal
conversion. A forbidden transition can only decay through internal conversion.

If the total decay rate of a particular state needs to be known the effect of internal con-
version has to be corrected for (i.e to calculate the level balance). This can be done by
using the internal conversion coefficient

25



2 PHYSICAL AND TECHNICAL BACKGROUND

(2.41)

Flz

with NN, being the number of emitted conversion electrons and NN, the number of emitted
~-rays. These coefficients can be calculated, which in this work is done using the BRICC
tool [41]. Note that a similar process can occur for X-ray transitions in the atomic shell.
In that case the emitted electron is called an "Auger-electron’ instead of a conversion
electron.

2.4.5 Photon Strength Function

The photon strength function (PSF) is a statistical description of the average electro-
magnetic properties of a given nucleus [42, 43, 44]. Thus, the PSF is essential for the
calculation of transitions in an excited nucleus, especially when these transitions are un-
observed. This is the case for most y-rays being emitted directly after a neutron capture
process in the quasi-continuum of levels. Considering the selection rules in equation 2.37
the most likely transitions have E1 multipolarity. This is only possible with a change in
parity, but given enough free levels beneath the capture state it is likely that appropriate
levels exist.

Due to a lack of corresponding measurements a PSF SXL(E,) often has to be assumed.
To start with, in most cases a so-called "single particle strength" is used, corresponding
to SXL(EA,) = const., which is predicted by the simplified extreme compound nucleus
model [45]. For the E1 PSF the giant dipole resonance, observed in nuclear reactions
with y-emission, can be utilized to parameterize more sophisticated theoretical models.
The dipole resonance is characterized by two peaks each of which are described in the
typical Lorentzian form of equation 2.20 with some nuclide specific parameters. Using
measured photo-absorption cross sections o,_qps (in units of mb) for photons of energy E.,
(in units of MeV) according to the formula

1 [
El(p Yy = . Up—abs 2.49
S ( ’Y) 3(7rhc)2 E’y ( )

an empirical S¥1(E,) can be fitted or a theoretical one can be tested [44, 46].

A theoretical approach consistent with the experimental data for most nuclei is given
by the Brink-Axel model (BA). The model assumes the Brink hypothesis [42, 43] that the
giant dipole resonance is built up from all levels with the same shape. The BA can be
parameterized by the shape of the giant dipole resonance as
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1 2 o GR,iE'yI%?R,i
3(rhe)? = (B2 = Egp,) + E2TgR,

SEL(E,) = (243)

with Eggr being the centroid of the resonance, I'¢g being the width of the resonance
and ogpg its cross section. The summation is with regard to two vibrational modes of
the nucleus resulting in the double peak. A model which allows a violation of the Brink
hypothesis and usually is in good agreement with experimental data after fitting of the
empirical parameter k is the enhanced generalized Lorentzian (EGLO) model of the form

2 ! 20272 /
UGR,iFGR,i 4770 FGR,i EGR,iFGR,i

SEL o(E,) = { K }
EGro(fy ; 3(mhe)? EZ, (B2 — Etp,) + E2Tg R,

(2.44)

with the Fermi-liquid parameter Fy = 0.7 [46, 47]. The enhanced width is given by

/ Tar, o 99 { E, - E
Tor = E: +47°07) - |k 1—-k 77} 2.45
GR Eg:R(7+ m0%) - ko + ( O)EGR_EO ; (2.45)

with a reference energy Fy = 4.5 MeV and the nuclear temperature
O =/(Ex—1I)/a (2.46)

for a given excitation energy Fe. and the pairing energy
0.5 | Epaird] even-even nucleus

m=40 odd A nucleus (2.47)

—0.5 |Epaira| even-even nucleus

using the pairing energy of the deuteron Epaiq [44].

For the M1 PSF a parameterization exists for some heavy nuclei like several U isotopes
[48]. The E2 PSF is parameterized by a single Lorentzian following a giant quadrupole
electric resonance (GQER).

Concerning the statistical properties of the nuclear levels, it is important to note that
the partial radiative width I'*X, and thus the probability for allowed transitions from level
i with E; to a level f with E}, follows a Porter-Thomas distribution [49] with a mean
value of
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<FXL > _ SXL(E’Y)E’3L+1 (248)

T (B I

with XL denoting the type of multipolarity (EL or ML) and p(E;, J*) the level
density (LD).

2.5 Photon Interactions with Matter

Photons are able to interact with matter in several ways. Like neutrons, they cannot
directly interact with the Coulomb-potential and are thus indirect ionizing particles. This
allows photons to have a higher range in matter than ionizing particles such as electrons
or a-particles. Photons can, like neutrons, undergo elastic and inelastic scattering, they
can be absorbed resulting in excitation and possibly ionization of an atom or nucleus or
they can produce particle-antiparticle pairs, provided they have enough energy and are in
the Coulomb-potential of an atomic nucleus.

2.5.
The 1 being
absc

(2.49)
and

Y NANANf—

Figure 2.8: Feynman graph of the photoelectric effect with a bound electron.

The energy of the incident photon is totally absorbed by the electron in the atomic
shell. Due to energy and momentum conservation a small part of the energy also has to
be transferred to the nucleus. Thus, the photoelectric effect is not possible with unbound
electrons. It is possible for de-localized electrons in a lattice structure by creating quan-
tized lattice vibrations called "phonons".
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If the incident photon’s energy E., is higher than the electron binding energy Eg, the
electron will be freed from the nuclear Coulomb-potential having an energy of

E.=E,— Es— Ep, (2.50)

where E4 = 2m2/my4 (m4 being the nuclear mass) is the recoil energy transferred to
the nucleus. The electron binding energy increases with Z?2 but also is higher for lower
energetic shells. Thus, if the photon has enough energy to overcome the electron binding
energy of a lower lying shell new electrons become available for the photoelectric effect,
thus drastically increasing its probability. So the cross section for this process is noncon-
tinuous at these energies. At energies above the binding energy of the innermost electron
it was found to follow

Opn x Z° - B (2.51)

with
§=35 for £, <m,-c? (2.52)
o=1 for B, > m, - (2.53)

After the electron is emitted, the leftover vacancy in the shell will be occupied by
another electron from a higher lying level, thus the photoelectric effect is usually accom-
panied by X-ray emission.

2.5.2 Photon Scattering

In elastic scattering — namely Rayleigh-, Thomson- and Raman-scattering — incident pho-
tons excite an atom or molecule into a vibrational or rotational movement, which finally
leads to the isotropic emission of photons of the same energy, when the atom or molecule
is de-excited. Thus, these processes do not lead to an energy loss of the photons but
only to a change of direction. Elastic scattering is typically only dominant for low energy
photons. For an isotropic source of photons the effect of photons being scattered out of
a certain direction is to some extent compensated by photons being scattered into that
direction.

At higher energies the inelastic Compton scattering is more important. In this scat-
tering process an incident photon transfers only a part of its energy to a free or quasi-free
electron that can be for instance a valence electron. Thus, this reaction reads:
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(2.54)

angle 6
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Figure 2.9: Compton scattering of an incident photon with a quasi-free electron.

The energy of the outgoing photon can be derived quasi-classically from the conserva-
tion of momentum and energy as

L,
(1 —cos?)

EL(6) (2.55)

:1+

c2

E’W
Me
and the energy of the electron is hence E/. = E, — E!. So, the energy transfer in this
process is a continuous function of the scattering angle 6. A photon scattered in forward
direction (@ = 0°) thus does not transfer energy to the scattering electron. A backscattered
photon (6 = 180°) will transfer a maximum amount of energy to the electron, so that the
minimal possible photon energy and corresponding maximal electron energy after the
scattering event are given by:

! E’Y

Yanin = 7B (2.56)
22
E_. = il (2.57)

e ,max meC2 + E'y

For E, > mec? the differential Compton scattering cross section as a function of 0
and E can be described by the Klein-Nishina formula [50]. The general properties of the
total Compton scattering cross section then can be described by

Z
Ocom X E (258)
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2.5.3 Photo Pair Production

Photo pair production describes the process of a photon being converted into an ¢ -e™ pair
in the Coulomb-potential of a nucleus. Due to the conservation of energy and momentum

a pl vithout
mon 1 boson
of t. So the
reac

(2.59)
The

Figure 2.10: Feynman-graph of the pair production effect at a bound electron.

Any excess energy of E., over the minimum to create the e -e™ pair will be shared
among the created particles. The cross section of the pair-production can be described
by the Bethe-Heitler model [51] giving the relation

Opp o< Z2 In(E,) (2.60)

2.5.4 Mass Attenuation Coefficient

The mass attenuation coefficient relates the cross sections of the above mentioned photon
interactions to a macroscopic ensemble of photons, a photon beam, interacting with large
quantities of matter.

All the effects described above can occur in matter and will lead to a decrease of the
incident photon energy. Considering a beam of photons this will lead to a statistical
decrease in photon number, that is a dampening of the beam intensity. Considering the
photons and their reactions as independent of one another, the dampening corresponds
to a Poisson-process and leads to an exponential decrease of beam intensity I, with the
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thickness d of the material.

Ny -
I(E,,d) = Io- Oxp(—ATP ope(E) - d), (2.61)

here M is the molar mass and p the density of the material, N4 =~ 6.022 - 10> mol~! the
Avogadro constant and o, = 0pp + Teom + 0pp + ... the total cross section. It is convenient
to cumulate all material specific constants into the mass attenuation coefficient

u(Ey) = M2 o (). (2.62)

As the density is not necessarily a material constant p(E,)/p is usually used and
tabulated for instance in the XCom database [52]. With this, equation 2.61 becomes

1(Ey)
p

(B, d) = Iy - exp(~ "2 () - a), (2.63)

The proportionalities given by equations 2.51, 2.58 and 2.60 show that the correspond-
ing effect will be dominant in different photon energy regimes and that these regimes will
drastically change with Z. In general it can be concluded that for low v-ray energies
the photoelectric effect dominates, for intermediate y-ray energies Compton scattering is
most likely and for high energetic y-rays the photo pair production becomes the most
likely effect.

For germanium the mass attenuation coefficient is shown in Figure 2.11, along with the
mass attenuation coefficients for the single processes, clearly demonstrating the general
dominance of any one effect in a given energy region.
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Figure 2.11: Mass attenuation coefficients for germanium for the different interaction types of
photons with matter.

A similar simplification can also be made for the absorption of neutrons in matter, by
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; ; coni « socti _ Nap
introducing the macroscopic cross section X(E,) = =2 - oy,

2.6 Radiation Detection

For the purpose of this work radiation has to be detected with regard to its energy. Thus,
an energetically resolved spectrum has to be measured. Therefore, a suitable detector
system needs to provide a correlation between the incident particle energy and the energy
that is deposited in the detector via the various processes described in section 2.5. In
this work two detector principles are used, the semiconductor spectrometer and the scin-
tillation spectrometer. For both the basic detector response function will be discussed.
In addition, the curved crystal spectrometer will be mentioned as it was used for several
measurements in the literature.

2.6.1 Curved Crystal Spectrometers

Curved crystal spectrometers are based on the deflection of photons in a crystal lattice,
called "Bragg deflection". Photons with a wavelength X incident to a crystal lattice are
deflected if they fulfil the condition

nA = 2d sin(6), (2.64)

with d being the distance between parallel lattice planes, 6 the angle between the incident
photon direction and the lattice plane and n an integer number (the order of deflection).
For these kinds of detectors basically a crystal is placed in front of a photon source and
a simple counter is placed at an angle to this crystal, such that it detects the radiation
deflected in the crystal. Either the crystal or the counter is rotated and so the wavelength
of the incident photons can be determined. The wavelength resolution and thus the
energy resolution basically only depends on the distance between crystal and the counter.
A higher distance yields a higher angular resolution during the rotation. A corresponding
energy resolution in the order of a few eV is achieved in the applications discussed in this
work. Note that a higher distance also reduces the efficiency of the system limiting the
method. As the energy of a photon is anti-proportional to its wavelength, the distance
between the lattice planes needs to be smaller for the detection of higher energetic photons
adding another limitation for this method for high energy ~-rays. Details can be found
for instance in [53].
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2.6.2 Solid State Detectors

Solid state detectors used in scintillation or semiconductor spectrometers are able to
cover a range of a few keV to several MeV of incident photon energies. With regard to
a neutron separation energy in the MeV-range this is a significant advantage over curved
crystal spectrometers.

2.6.2.1 Scintillation Detectors

Scintillation detectors are based on the excitation of electrons by incident photons into
higher energy levels in certain types of materials which are luminescent when excited by
radiation. An excited state decays in a cascade emitting smaller energetic photons in the
optical range. This process is called a "scintillation'. Thus, the scintillation material needs
to be transparent for optical photons to be effective. For the emission of one scintillation
photon an incident photon energy in the order of tens to above hundred eV is needed.
So the total number of optical photons created is rather small. For Bismuth germanium
oxide (BGO) the yield is only about 8200 optical photons per MeV deposited energy
(more than 1006V per optical photon). Thus, the energy resolution of scintillators is
rather limited due to the involved Poisson like statistics. However, for practical reasons
they are still widely used for spectroscopy. Similarly to other types of detectors the
number of created optical photons is proportional to the incident photon energy.

The created optical photons traverse the scintillator material and are reflected at any
surface of the material by a sheet of mirroring material except where a photomultiplier is
positioned. The latter collects the optical photons which produce electrons on a photo-
cathode via the photoelectric effect. The created electrons are multiplied, thus increasing
signal strength and converting it to a detectable current. These signals can be converted
into an energy resolved spectrum by an multi-channel analyzer (MCA).

In this work BGO, an inorganic crystal, is used. Its advantage over other scintillators
is its high density of p = 7.13gcem™3 and the large atomic number of Bismuth (7 =
83). As the photon interaction processes with matter described by relations 2.51, 2.58
and 2.60 indicate, these properties favor a fast energy deposition in the BGO. Thus,
smaller detectors reach a good efficiency for high energy photons. Their mechanical and
chemical properties also allow the fabrication of complicated detector structures. Another
advantage is the BGO’s insensibility to radiation damage.

2.6.2.2 Germanium Detectors

A Germanium detector is based on the semiconductivity of the germanium crystal.
In semiconductors the outer electron shells of atoms in the lattice structure merge, forming
electron bands in the material. In these bands the electrons are shared between all atoms
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in the material and, in principle, can move freely within the crystal as long as there
are available free states. The original valence electrons occupy the valence band, which,
in the ground state, is completely filled, so that no free states for electrons exist and
restricting the electrons from movement. Former higher levels form additional bands,
the energetically next higher band is the so-called "conduction band", as electrons that
gain enough energy (for instance through photon absorption), have available free states
all over the material and thus can move quasi-free through the material. Given an outer
electric field these free charge carriers can be collected and transformed into a current.
In addition, the now free electron state — called a "hole" — in the valence band can also
move like a positive charged particle, as other electrons can now occupy this free state.
The energy necessary to create such an electron-hole pair is 2.96eV at liquid nitrogen
temperature, thus more than 300000 of these pairs are formed per MeV deposited energy.
The creation is almost a Poisson process, only almost because the e -hole pairs are all
created on the same particle track and hence are not independent. Thus, their creation
is not independent. Therefore, the uncertainty of the number of pairs 7 that are created
is s; = VF -1, corrected by the Fano factor F (F ~ 0.1 of germanium). Note that
the Fano factor decreases the uncertainty by a factor of three compared to the Poisson
uncertainty. It follows for the uncertainty s and thus roughly for the peak width in the
detector response that s oc v/E for a given energy E of an incident photon [9]. As there
are no possible states for electrons in between the valence and the conduction band this
energy region is called the "band gap".

These properties of the germanium crystal can be changed for a detector system by

bringing atoms with one additional valence electron or one valence electron less into the
lattice structure, thus creating additional states inside the band gap. This process is called
"doping". If one additional valence electron is introduced it can more easily be lifted to
the conduction band. An introduced element with an additional valence electron is called
a "donor', as a quasi-free ¢~ is introduced, and a crystal doped with a donor element is
called "n-type".
The opposite process is called "p-type" doping and the introduced element is an acceptor
as a state is created that can easily be occupied by an electron from the valence band,
thus creating a movable hole in the valence band. The band structure of p- and n-type
doped Ge is depicted in Figure 2.12.

If materials with different types of doping are in contact, an electric current will emerge
that depletes a zone around the contact from all movable charges. By application of a high
voltage this depletion zone can be extended over the whole crystal. Radiation traversing
this depletion zone will create pairs of movable electrons and holes, which — by the external
high voltage — are drawn to the electrical contacts. The amperage of the short electric
current pulse that is generated by this process is proportional to the energy deposited in
the crystal. Then the electric current is amplified and further processed by a MCA. After
analogue-to-digital conversion the MCA basically converts the amperage of the electric
current pulse to separate channels, thus a histogram of the pulse counts versus the channel
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Figure 2.12: Sketch of the band structure in a Ge crystal with additional states from n- and
p-doping.

number, the so-called "gamma spectrum’, can be created.

A germanium detector is produced from a single crystal of Ge with a purity of at least
99.999 %, and thus being called a HPGe crystal. The crystal lattice has to be as perfect
as possible, otherwise electrons or holes could be trapped by the imperfect band structure
and thus not collected, losing some of the signal. To create a HPGe detector one surface
of a germanium crystal is p-doped and the opposite surface is n-doped. The p-doped layer
is a few pm thick and is achieved by implementing B-ions into the lattice structure. The
n-doping is achieved by drifting Li into the germanium surface. Thus, the thickness of
this layer can reach several mm. These layers called "p-" and "n-contact", as they also
serve to collect the electric signal from the movable electron and holes, can be brought
to any two opposing surfaces of the detector. Since by thermal energy it is possible to
create unwanted electron-hole pairs in the depletion layer, the HPGe detector is operated
at liquid nitrogen temperature (77 K).

A sketch of a detector response function of a HPGe detector is depicted in Figure 2.13.
The full energy peak marks the upper end of the spectrum, with its energy corresponding
to the energy of the detected photons. For historical reasons these peaks in a spectrum are
also called "lines". The so-called "Compton plateau" is a direct result of the energy loss due
to Compton scattering according to equation 2.55 and corresponds to the case when the
scattered photon leaves the detector material and thus the deposited energy is reduced.
The Compton edge corresponds to scattering under 180° (back-scattering) of the incident
photon at a loosely bound electron, with the scattered photon escaping the detector
volume so that only the energy transferred to the electron is deposited. Thus, the energy
of the Compton edge with respect to the energy of the full energy peak can be derived
from the electron energy in equation 2.57. The region between the Compton edge and the
full energy peak is filled with events in which a photon escapes after depositing energy in
several Compton scattering processes (and events where the detected photon did undergo
low-angle Compton scattering near the detector prior to detection). This region thus is
called "multiple Compton" scattering region. The single and double escape peaks result
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Figure 2.13: Sketch of a detector response function of a Ge semiconductor detector in a gamma
and neutron radiation field. Features arising from the photoelectric effect are
marked red, features from the Compton effect are marked green, features arising
from pair production are marked blue. A germanium triangle arising from fast
neutron interactions with Ge atoms in the detector material is marked gray.

from pair production and one or both of the annihilation photons leaving the detector
material. They are thus 511keV and 1022keV lower in energy than the corresponding
full energy peak. The annihilation peak at 511keV results from the same effect in the
surrounding material. In this case, however, one of the 511 keV photons escaping from the
material surrounding the detector deposits all of its energy in the detector material. This
peak is typically relatively broad as the annihilation occurs at finite momentum states.
There is no 1022 keV annihilation peak, as the photons created in the e -e™ annihilation
have opposite directions and cannot both be detected, unless the detector surrounds the
annihilation-point.

The backscatter peak is in a similar manner the remaining energy of a Compton scattered
photon after a heads-on scattering in the material opposite of the detector, so it is an
inverse Compton edge. Since usually lots of photons with different energies are scattered
in the surrounding material and the energy difference between the Compton edge and the
full energy peak is not as sensitive to the incident photon energy, this feature is actually
rather broad in the region of 230-250keV including many inverse Compton edges.

A feature introduced due to fast neutron inelastic scattering is the so-called "germanium
triangle". In a (n,n’) reaction a germanium atom is displaced from its lattice position and
is excited at the same time. The de-excitation energy plus the recoil energy transferred
to the germanium atom form a broadened peak, with its lower edge corresponding to the
de-excitation energy. The triangular shape comes from the fact that the recoil energy is
badly transformed into electron-hole pairs and thus generally only a small amount of it is
detected.
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At energies higher than the full energy peak so-called "coincidence peaks' can occur, if two
photons deposit their energy in the detector within the time interval the detector needs to
process the signal. The coincident detection can occur due to two random photons being
detected in the same time interval in which case it is a so-called "random coincidence".
This effect is kept low by measuring at low count rates. Another type of coincident photon
detection is when two photons from the same decay cascade are detected. As these photons
are created with random directions these so-called "real coincidence" events are reduced
by decreasing the solid angle covered by the detector with respect to the radiation source,
i.e. by increasing the sample to detector distance or introducing a collimator.

Other features that occur in the spectrum are X-ray peaks in the energy range up to
150 keV, resulting from the processes described in section 2.4.3. Due to their origin in the
atomic shell they are broader than ~-ray peaks. Also X-rays produced by the photoelectric
effect in the HPGe crystal may leave the detector volume, thus creating X-ray escape
peaks. Their energy is lower than the energy of the full energy peak by the energy
of the escaped X-ray. As the X-ray energies are relatively low a contribution to this
peak will occur only if the photoelectric effect occurs in the outer parts of the HPGe
crystal. It occurs most likely by the K-shell X-rays at around 10keV escaping from
the detector volume. The resulting X-ray escape peaks are usually several orders of
magnitude smaller than the full energy peaks and thus mostly have a lower count rate
than the background especially for large volume HPGe-detectors. Note that the effect
increases for lower incident photon energies, as for these photons the photoelectric effect
will more likely occur near the surface of the crystal.

Detection Efficiency

These intrinsic finite volume effects and the geometry of a sample-detector arrangement
make it necessary to define the detection efficiency e in order to normalize a measured
full energy peak area to the total number of the photons emitted from a source with that
energy. The detection efficiency is usually measured by determining the full energy peak
area Ap for lines at different energies with known emission probabilities per decay p, of
radioisotope sources with known activities A. If the sample to detector distance is far
larger than the sample dimensions, i.e. the sample is point-like, the efficiency can be
regarded as independent of the sample dimensions and can be calculated using calibrated
point sources. Otherwise the calibration sources need to have the same dimensions as the
sample. The efficiency becomes

Ap

S 2.65
A- Py - tlive < )

e(Ey)

with the live time £j; of the measurement < T/, of the used radioisotopes. The detector
needs time to collect events and is thus only sensitive after the depletion layer is sufficiently
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clear of charges again, thus tjve < trea = tar, With £y, being the actual measurement time
or real time tyea. " 7 T o B >tp = treal — Liive-
Note that ¢p incre increases, as does
the occurrence of - 1 be avoided.
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Figure 2.14: Sketch of an n-type coaxial HPGe detector, with the thinner p-contact
layer (dashed black line) and the n-contact layer (thick black line). The direc-
tion of the movement of electrons and holes to the electric contacts is indicated
by the black arrows.

In this work, closed-ended coaxial n-type HPGe-detectors are used with the thicker

n-doped layer on the inner surface, as depicted in Figure 2.14. This choice is made
primarily because n-type detectors prove to be less sensitive to lattice defects — occurring
after fast neutron collisions with Ge-atoms — and thus to an incomplete collection of
movable charges [9]. Also, as the outer contact layer is thinner for n-type detectors, thus
providing a thinner insensitive so-called "dead layer". Thus, they are more sensitive to
lower energetic photons and it is less likely for a scattered photon to be absorbed in the
insensitive volume and thus lost.
This is important because a BGO scintillation detector is placed around the HPGe detector
which should be able to detect any radiation escaping from the HPGe-volume. If a
particle is detected both in the BGO and the HPGe detector within a given time frame,
it most likely originates from an escaping photon after scattering or pair production.
Thus, this event can be electronically discriminated so that it is not processed further
to the MCA and thus not acquired in the gamma spectrum. Using both detectors in
this configuration, which is called an "anticoincidence mode" allowing the suppression of
the unwanted background from Compton scattering and of escape peaks. With this so-
called "Compton suppression” the peak-to-background ratio is, hence, improved and the
sensitivity of the detector system is enhanced.

2.7 Neutron Activation Analysis

The purpose of neutron activation analysis (NAA) is to qualitatively and quantitatively
determine the elemental composition of a given sample of material. Radiative neutron
capture (see section 2.3) with cold or thermal neutrons is utilized as depicted in Figure

39



2 PHYSICAL AND TECHNICAL BACKGROUND

2.15. The compound nucleus is highly excited and de-excites through a cascade of one
primary and usually several secondary prompt y-rays into its ground-state. If the ground
state is radioactive it will eventually decay often under emission of y-rays, these are called
"delayed" ~-rays, because the half-lives of these created ground state nuclei are much
longer than that of the compound nucleus decay. As both the prompt and delayed ~-
radiation is induced by the neutron irradiation, the investigated nuclides are so-called
"activated"', hence the name of the analysis.
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Figure 2.15: Radiative neutron capture of a nucleus. The captured neutron (turquoise) in the
capture state transits through free levels until it reaches the ground state Eg .
emitting a primary (yprim.) and (several) secondary (ysec.) prompt ~-rays. Sy is
the neutron separation energy.

For a qualitative analysis of the components in a sample it is sufficient to know the
emitted y-ray energies and the emission intensities relative to one another. For a quanti-
tative analysis it is also necessary to have precise knowledge on the neutron flux incident
on the sample and on the (n,~) cross section. The neutron flux is defined — similar to
a photon flux — as the number of neutrons N crossing a unit surface S. In the case of
a neutron beam this surface is perpendicular to the neutron beam axis. During a time
interval At the average neutron flux is defined as

N [sdS [y dB,®(E,,r,1)

M) =g A S

. (2.66)

40



2.7 Neutron Activation Analysis

Its unit is cm™2s~!. As the cross section dependents on the incident neutron energy

the differential neutron flux ®(E,,t) = d®/dE, can be defined likewise, as the flux of
neutrons of a specific energy. The differential neutron flux ®(£,,r,t) corresponds to the
number of neutrons traversing an infinitesimal volume at position r weighted with their
track-length in that volume. The neutrons having a specific energy E,, and their number
can vary over a time .

In activation analysis usually neutrons from fission processes in nuclear reactors are

used, which are moderated through elastic scattering with light nuclei (e.g. H,2H) to
thermal or cold energies, depending on the temperature of this so-called "moderator’.
Thus, these neutrons are not mono-energetic, but have certain energy distributions. In
the reactor this is usually a Maxwellian distribution. For a thermal neutron distribution,
that is neutrons at room temperature, the most probable value is Fy, = 0.0253 eV, but
the distribution extends well to the 0.1eV range.
Cold neutron beams extracted from a reactor are usually guided through straight or curved
neutron guides consisting of so-called "super-mirrors". In these the neutrons undergo total
reflection at the walls of the beam guide, if their energies are in a specific range. Thus,
it is possible to filter out neutrons of unwanted higher energies and to create a beam of
neutrons with energies well below neutron absorption resonances.

Through the decay radiation from the created compound nuclei the reaction rate R(t)
can be determined (as given in equation 2.67).

R(t) = n/vdV/EdEnUc(En)@(Emr,t)7 (2.67)

here o.(E,) is the radiative capture cross section, ®(FE,, r,t) the differential neutron flux,
E, the neutron energy, r a position vector in three dimensional space and V' the sample
material volume. In this formula it is assumed that the mass distribution in the sample
material is homogeneous and that the sample to detector distance is far larger than the
sample dimensions, so that the sample can be regarded as point like.

If 0.(E,) is known and the flux has been determined by other means, the total number of
the capturing nuclei in the sample can be calculated.

What is measured with a ~y-detector is a full energy peak area Ap. It is related to the
reaction rate using the detection efficiency e(E.) (see equation 2.65) to

G(E) tlive
Ap=py- —25- dt'R(t'), 2.68
p=p oy RO, (268)

with the y-ray emission probability per capture event p, and a correction factor n, ac-

counting for different properties between the efficiency measurement and the sample mea-
surement. 1y includes basically corrections for photon absorption in the sample, that are
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not present in the sources used for efficiency calibration.

Cross sections are measured relative to a comparator isotope with a precisely known
thermal neutron capture cross section ogcomp = ¢ comp(Etn). The comparator is irradiated
for a time tp,. in the same neutron flux as the isotopes of which the cross sections should
be determined. From the activation of the comparator a thermal equivalent flux &,
is calculated, which is the hypothetical flux of thermal neutrons resulting in the same

reaction rate as the one measured. Using &, equation 2.67 becomes

R=1;" 1o, (2.69)

ny includes deviations of o.(Fy) and 0. comp(Ey) from the 1/y/F, dependence and neutron
flux differences between the comparator and the sample (e.g. due to differences in the
geometrical position or time). Neutron flux differences between the comparator and the
sample are avoided by having the comparator and the investigated isotope in a homoge-
neous mixture, if possible. As 7, is not simply a correction of the neutron absorption in
the sample, but corrects for different reaction rates in the comparator and the sample, it
is called the "reaction rate correction'.

Generally it holds

Jy AV J dEy g2 By (B ., 1)
Jy AV [ dB, ") &(E,, x, )

m= (2.70)

with ®eomp being the neutron flux in the comparator. In this way the correction factor

n(E,) =m(E,) - m, (2.71)

is defined, so that equation 2.68 with equation 2.69 becomes

e(E

")

——% 1o 0Po. 2.72
a(E,) "l 27

Ap=p, -

Under the assumption that o.(E,) of the comparator and of the investigated isotope
have the same shape (in particular 1/4/FE,), which is usually true for cold neutrons, and
the assumption that both are in a homogeneous mixture, it holds 1, = 1.

For the purposes of NAA it is convenient to define the convolution of the capture cross
section and the emission probability of a certain 7-ray as the partial radiative neutron
capture cross section
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Oy = Py - O, (2.73)

with p, being the emission probability per decay or neutron capture event of a y-ray
and o, the radiative neutron capture cross section. As p, is basically constant as long as
only the capture state is populated in the neutron capture event (no resonance neutron
capture), o,(E,) follows the same systematics as the capture cross section.

2.7.1 Instrumental Neutron Activation Analysis

The instrumental neutron activation analysis (INAA) is the conventional neutron activa-
tion analysis making use of the activity determination of isotopes with longer half-lives.
The sample material containing nuclide #X is activated in the thermal column of a nu-
clear reactor or with a lower neutron flux at an external neutron beam. After a period
of time 4 the sample material is removed from the neutron radiation and measured with
a gamma spectrometer. The time between the removal of the sample material and the
beginning of the measurement is the cooling time t¢, after which the measurement time
treal Starts. If the ground state of a created compound nucleus #*+'X is unstable and has a
sufficiently long half-life it will decay in its usual radioactive decay mode. In many cases
this involves the creation of 7-rays producing full energy peaks in the measured v-ray
spectrum. Thus, the compound nucleus — created in neutron capture reactions — can be
identified. If the intensity of a -ray line is known the total number of compound nuclei
created and thus the reaction rate can be calculated. The number M of ground state
compound nuclei #t'X in the sample material at a given time ¢, which corresponds to the
activity of the sample during the process, can be described by the differential equation

AM(t)
dt

= R—AM(t), (2.74)

with A = In(2)/T} ), being the decay constant of the exponentially decaying 4*'X nuclei
with a half-life 77 /5. As the decay of the created nuclei is usually much slower than their
creation during neutron irradiation, the number of ground state compound nuclei 41X in
the sample material increases until the numbers of the decaying and of the created nuclei
are equal, which is when both processes are in equilibrium. In this case M (t) reached
its so-called "saturation-activity'. After the end of irradiation the number of nuclei will
follow the usual exponential decay, as depicted in Figure 2.16.

In order to determine the number of atoms Nx of the investigated nuclide #X in the
sample material, a measured peak area Ap resulting from the compound nuclei activity
has to be corrected for the described effects. Therefore, following from the activation
(equation 2.74) and reaction rate (equation 2.69) it holds
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Figure 2.16: Build-up and decay of activity produced in neutron activation.

Equation 2.75 can also be used to determine o, for a given line and thus o, or p,
if the respective other quantity is known. It can also be used to determine the thermal
equivalent neutron flux @, from the measurement of an irradiated comparator, for which

O~ comg and the nimher of atama are knawn
2.7.2
Neutron Prompt Detector
beam photons

= ¥
M

Figure 2.17: Sketch of the PGAA principle. A sample (yellow) is activated by irradiation with
a neutron beam and simultaneously counted.

In Prompt Gamma Neutron Activation Analysis (PGAA) unlike in INAA the mea-
surement is performed during neutron irradiation (as depicted in Figure 2.17). Thus, the
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~-rays from the de-excitation of the compound nucleus can be measured directly. As the
de-exciting levels have half-lives in the order of 107125 to 10~%s which is usually below
the time resolution of the detector system these v-rays are called "prompt". The primary
~-rays from the de-excitation of the capture state and the lower energetic secondary ~-rays
can be measured all at once and from their occurrence the number of original atoms AX
can be deduced similar to the method used in INAA. As the half-lives corresponding to
the prompt -ray emissions are small, the saturation-activity is practically immediately
reached, thus equation 2.75 reduces to

Ap - W(Ew)

Nx = .
X €(E’Y) . (I)() cO0n tlive

(2.76)

Similar to the INAA approach also the decay of the created nuclei can be used to
determine Ny. If the half-lives of the created nuclei are not far smaller than the irradiation
time, the build-up of their activity has to be corrected for in the same way as corrections
are deduced for INAA. It holds

)\treal AP : U(E'y)

Ny =
X A'[‘:real —1- eXp(_)\treal) E(Ew) : ®0 : O-Ay : tlive7

(2.77)

where the measurement time of the measurement t.., equals the irradiation time 4. A
detailed description of PGAA and its application can be found in [2].

Note that resonances would influence the emission probabilities p., of the primary ~-
rays drastically as the initial state is not always the capture state. For the secondary ~v-rays
this effect is not as important because the higher levels are statistically filled. Further,
for higher neutron energies 7-rays originating from other reactions are observed. All these
effects would produce additional lines in the already very dense spectrum. Thus, in order
to minimize unwanted lines, in this work strictly cold neutrons with kinetic energies far
below the first neutron resonances are used. In this region the radiative neutron capture
usually predominates over other reactions and the neutrons do not carry enough kinetic
energy for any threshold reaction. In contrast to stable isotopes thermal neutrons can
also induce fission in irradiation of actinides, as nuclei such as ?*U and 2*°Pu have so
much excess energy that fission is possible without additional energy. Thus, the fission is
predominant for some nuclides even in the cold neutron regime. For all nuclides used in
this work, however, the (n,~) reaction predominates in the cold neutron regime.
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2.8 Monte Carlo Simulation Tools

Through the simulation of complex physical systems it is possible to study parameters
that cannot or can hardly be studied by direct measurement. In this work two particle
tracking Monte Carlo codes are used to study, both, the neutron flux inside the samples
and the detection of y-rays from these samples in the detector system, to calculate precise
correction factors for the cross sections derived from PGAA measurements.

Monte Carlo methods are based on random number generation and the correlation of
these random numbers to probabilities for physical process to occur.

2.8.1 Geant4 and MCNP5

Monte-Carlo N-Particle code version 5 (MCNP5) [54] is a simulation code for neutron,
photon and electron transport using the Monte Carlo method. In an input file the user
has to provide basic properties of the system to be simulated, including the physical
geometry, source specifications and the particle detection mechanism.

Each simulated trajectory is started by choosing a random position and momentum of
a primary particle according to the specified source properties. Then a small step is
performed by moving the particle along its momentum direction with a step size not
larger than the mean free path of the particle in the traversed material. After this step
it is determined by random number creation correlated with the reaction cross sections if
the particle undergoes an interaction. If for instance an elastic scattering event is found to
occur the momentum direction is changed and another step is performed. If in the process
particles are created or set into motion (like an electron in Compton scattering) these
particles are assigned a momentum fit to the physical process and are hence simulated in
the same way as the primary particle. An event with all its particle trajectories is finished
after all particles have stopped, either due to their energy being below a threshold energy,
or due to the particle leaving the simulation volume.

In this work MCNP5 is used for simulations of the neutron transport through the
used samples, to access the neutron flux distribution inside the samples and to calculate
reaction rates. Thus, it can be accounted for the decrease of the neutron flux in the
sample and for different reaction rates in the sample and the comparator used for the
flux determination, including effects due to deviations from the capture cross sections’
1/v/E, dependence. For this purpose MCNP5 provides several flux measurement tallies
of which the F2 surface flux tally and the F4 average volume flux tally are used. Although
MCNPS5 is a well tested and fast code for the simulation of neutron transport with typical
applications being reactor criticality calculations, its use is somewhat limited for transport
simulations of other particles including photons.

Thus, for photon transport simulations Geometry And Tracking 4 (Geant4) [55, 56] is
used. It is basically a transport code for any defined particle and physical processes are
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simulated similarly to the simulations in MCNP5. Geant4 is a framework written in C++
and is freely available. Its major advantage over MCNP5 is the object-oriented program-
ming. The user can influence all basic aspects of the simulation by writing user-defined
classes that are used instead of the standard ones. It is obligatory to provide a Detector-
Construction class, including the complete geometry of the modeled system, a PhysicsList
class, specifying the physics that are used in the simulation, and a PrimaryGeneratorAc-
tion class, in which the particle source properties are described. Additionally the analysis
of the simulated events is processed in the Analysis class and an altered SteppingAction
class. For the simulations performed in this work the G4LivermorePhysics-class was used.
The Livermore-model parameters are derived from the EPDLI7-database [57] and gener-
ally show very good agreement with data provided in the NIST-database [52] for photon
energies above 10keV [58].

2.8.2 DICEBOX

DICEBOX [59] is a Monte Carlo code to simulate nuclear de-excitation -ray cascades
after neutron capture using a priori assumed nuclear models. The code is based on
Bohr’s extreme statistical model of the formation and decay of compound nuclei[60].
Prior to simulation, the user specifies the photon strength function (PSF) (see equations
2.43 and 2.44) and the level density (LD) models (see equations 2.21 and 2.25) to use and
can alter their initial parameters, if adjustable. In addition the user has to specify the
capture state and provide all available measured data on the primary v-radiation. Also,
DICEBOX uses a user-provided file containing an a priori built-up level scheme up to a
critical energy FEe;., with measured transition energies and corresponding o., values. For
levels with energy below FE.. it is assumed that the level scheme is completely known
including level energies, spins J, parities P, transition probabilities (in form of o, values)
and transition multipolarities X L.

The simulation of de-excitation ~-ray cascades is then performed by first creating a
so-called "realization" of the level scheme above Eq. .
This means that levels are randomly created according to the given level density between
Eit. and the measured neutron separation energy S,. The parities of the created levels
are assumed to follow a Fermi-Dirac distribution according to the semi-empirical mass
formula (see section 2.2.1 and reference [35]).
Transition probabilities and multipolarities are assigned to the modeled levels according
to the Porter-Thomas distribution (see equation 2.48) based on the assumed PSF and
LD. This means that the radiative width I'Y" for allowed transition (according to the
selection rules in equation 2.37) between an 1n1t1al level ¢ with energy E; and a final level
f with energy I is created following a Porter-Thomas distribution. By normalizing the
simulated widths to the also simulated total radiative capture state width I'y, the modeled

emission probabilities per neutron capture event pf}fgf of a transition are obtained as
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XL

sim  __ Vi, f
Pty = (2.78)

Internal conversion coefficients for these transitions are calculated with the BRICC
code [41]. Within this modeled level scheme a large number of individual y-ray cascades so-
called "events" are simulated. This process is typically repeated several times for different
realizations of the level scheme, to avoid any bias arising from a specific realization and
to assess the fluctuation range, that is the uncertainty, of the simulation.

From the simulation aside from the radiative widths also the thermal radiative capture
cross section can be extracted. The sum of the experimentally determined o5 and the
simulated U?f‘(‘; 5
thermal radiative neutron capture cross section o,

~-ray transitions directly populating the ground state corresponds to the

0 as given in the following equation 2.79.

0P (1+a,
O, —ZUeXP 1+a%(,s +Zg‘“m 1+a%cs): ? %cs( %,GS)

7i,GS 7i,GS 1— Psxm 4

(2.79)

blm

where P& is the simulated ground state population and ., ., are the internal conversion
coefficients. PE is obtained like any simulated level population from the simulated FX Log
As in the extreme statistical model the FX L’s are treated as uncorrelated and mdependent
they sum up to the total decay width F7 ; of a given level as shown in equation 2.80.

O (2.80)

Using equation 2.80 and equation 2.78 the modeled population of a level is calculated as

. I..
P = FLO‘ (2.81)

The simulated average total radiative capture state width I'y can be compared to
measured data to assess the validity of the model. Also, the simulated population of
the levels below FE..,. that are depopulated under the emission of measured ~-radiation
can be used to assess the model’s validity. From the measurements of the o, values the
experimental level depopulation can be calculated as

Ej Las 0P (1+ oy, )

0 )
c

exp __
P,

- (2.82)
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where «,, , are the internal conversion coefficients corresponding to the transition. This
calculation can be performed for all levels up to E.;. that have measured de-excitation
~-rays. As the population and depopulation of a level has to be the same, so that the
level is balanced, it should hold that Py = P$™. The agreement between both values
is generally shown in a so-called "population-depopulation plot', in which the simulated
population of level i PS™ is plotted against the experimental depopulation P/ of that
level. A perfect agreement is visualized in these plots by a bisecting line corresponding
to PP = pPfim_ Thus, the consistency of simulation and experimental results can be

2

checked.

All the Monte Carlo simulations discussed above use experimentally evaluated data.
Using particle transport simulation codes like MCNP5 and Geant4 (and others) new
installations, including transmutation plants or non-destructive nuclear waste characteri-
zation facilities like the MEDINA project [61], can in principle be planned. These codes,
however, can only produce reliable results if the provided cross section data for all simu-
lated processes are accurate and precise enough. Especially cross section data of actinides
are rarely known well enough and are in disagreement with each other between different
evaluated data tables, e.g. ENDF (USA)[5], JEFF (OECD)[6] or JENDL (Japan)[7].

It is one aim of this work to describe a method for the accurate and precise mea-
surement of partial thermal radiative capture cross sections, as well as thermal radiative
capture cross sections of actinides. This is the scope of chapter 3. In chapter 4 data for
some selected actinides (2*"Np, 2#!Am and 2*2Pu) will be provided along with a detailed
uncertainty assessment. In combination with e.g. Monte Carlo based simulation tools
these improved data can be used to develop non-destructive assays for the quantification
of actinide residues from nuclear activities in complex matrices using PGAA.
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CHAPTER III

Experimental Details

In this section the measurement facilities and evaluation tools employed in this work will
be discussed. A description of the evolution of the sample designs made between 2011 and
2013 will then be given before the finalized sample design will be discussed as well as the
specific details of the samples with which the results in this work are measured. Also the
results of a validation experiment for the final sample type will be discussed. The section
will conclude with a discussion of the photon absorption and reaction rate corrections of
the final samples.

3.1 Irradiation Facilities

The neutron irradiations carried out in this work were performed at the external cold neu-
tron beams in Garching and Budapest using the equipment at the local PGAA facilities.
A short description of these facilities will now follow.

3.1.1 The PGAA Facility at BRR

The Budapest Research Reactor (BRR) is a water-cooled and water-moderated 10-MW
reactor built in 1959 [62]. Its thermal neutron flux in the core is 2 - 10 cm=2s7!, while a
thermal equivalent neutron flux of around 1 - 10 em=2s7! is provided for a PGAA facility.
The PGAA facility of the Budapest Neutron Center [2, 63, 64, 65, 66] is located at the end
of a curved super-mirror neutron guide of the BRR. This PGAA facility was in operation
from 1996 to 2000 [67] using thermal neutrons. In 2001 a liquid hydrogen cold neutron
source was installed at the BRR and the neutron guide was reconstructed and the PGAA
station has operated at cold neutron energies since then [63]. The neutron spectrum at
the PGAA-station has been measured in a time-of-flight experiment [66] exhibiting an
average neutron energy of 0.012eV. The neutron spectrum is shown in Figure 3.1(a).

The neutron guide is split into an upper and a lower part to provide two cold neutron
beams. Both can be closed separately with a shutter of borated rubber and a sheet of
cadmium. The upper beam is used for the PGAA station while the lower one is used
for the neutron radiography instrument. Thus, at both stations similar neutron spectra
are provided. The beam tubes for both instruments are covered with an enriched ®Li-
plastic (with the isotopic abundance of ®Li being enriched to 86.6 %), which acts as an
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Figure 3.1: (a) Cold neutron spectrum at the PGAA station of the Budapest Neutron Center.
(b) Image of the beam profile at the neutron radiography station.

radiation protection and prevents scattered neutrons from influencing the measurement at
the PGAA station. The beam guide of the PGAA station ends 1.5m behind the sample
chamber in a SLi-containing beam stop surrounded by lead bricks.

The neutron beam homogeneity was tested with the neutron radiography station at the
end of the lower part of the beam guide. A CCD camera is used to register the photons
from a scintillator/converter screen, irradiated by neutrons. With the CCD camera ten
images were taken with open beam and their average was determined. Then another set of
ten images was taken with closed beam and again the average was calculated. The images
were subtracted from one another, resulting in a picture of the beam profile. This image
presented in Figure 3.1(b) shows a rather homogeneous beam profile with some vertical
lines from the reflections on the guide walls and some much slighter horizontal lines. The
neutron beam dimensions are roughly 3.3 by 3.5cm. The side length of a pixel in the
image corresponds to 46 pm. As the neutron guide is basically identical to the one for the
PGAA station, a similar beam profile can be expected there. Thus, it can be concluded
that the neutron beam is homogeneous over distances of the order of mm especially at
the center of the beam profile.

During any irradiation the stability of the neutron flux is monitored and recorded with an
ORDELA Model 4511 N neutron gas-detector placed behind the beam shutters, so that
a constant irradiation can be ensured [65].

A picture of the setup at the PGAA station is shown in Figure 3.2(a). The neutron
beam enters through the lead-covered beam shutters on the left-hand side passes through
the aluminum sample chamber (in the middle of the image) and leaves the image on the
right-hand side towards the beam stop. The detector is placed perpendicular to the
neutron beam axis and covered with a 2.4 mm thick sheet of enriched ®Li-plastic.
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3.1 Irradiation Facilities

Figure 3.2: (a) A view of the PGAA station at the Budapest Neutron Center with the neu-
tron beam entering from the left, with the aluminum sample chamber in front of
the detector system and the second beam guide towards the neutron radiography
station to the right. (b) Top-down view on the inside of the sample chamber.

In Figure 3.2(b) the aluminum sample chamber is shown. It is lined with a 2.4mm
thick sheet of enriched SLi-plastic on the inside. A 2x2cm opening can be seen in front the
sample chamber on the left-hand side. Next to this opening mounts for an additional ®Li-
plastic collimator can be seen, e.g. for the 24 mm? pinhole collimator usually used in this
work. On the bottom of the sample chamber supports from 6Li-plastic for the positioning
of samples can be seen. Samples are typically fastened onto an aluminum sample-holder
frame with Teflon® strings. The frame is introduced into the sample chamber through
the round cap visible on the image in Figure 3.2(a) and placed between the supports.
The samples can be placed parallel to the neutron beam axis, perpendicular to it or at
an angle of 30°, which corresponds to 60° to the central axis of the detector. By tilting
the sample the aluminum frame is prevented from being irradiated, causing a decrease
and deformation of the neutron flux, and from decreasing the detection efficiency by
absorbing photons that otherwise would reach the detector. The sample chamber has a
window facing the detector which consists of a 0.5 mm thick aluminum foil. The sample
chamber is thus completely closed and can be evacuated in order to decrease the activation
of air.

The basic detector arrangement is shown in Figure 3.3. The spectrometer consists of a
coaxial n-type HPGe detector with 27-% relative efficiency manufactured by Canberra. It
is surrounded by an approximately 48 mm thick, eight segment, coaxial BGO scintillation
detector that acts as a Compton suppressor as described in section 2.6.2.1. In addition
a 65 mm thick BGO scintillation detector, the so-called "back-catcher’, is placed in the
opening behind the HPGe detector, closing the distance between the cooper cold finger
and the aluminum holder of the HPGe crystal. Spectra are acquired using a Canberra
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3 EXPERIMENTAL DETAILS

Figure 3.3: Geant4 representation of the detector used at the PGAA station of the Budapest
Neutron Center and a sample in a tilted position. The green lines emerging from
the sample represent simulated photon tracks, red lines represent electron tracks.
The non-wire-frame parts are the HPGe detector (blue) and the BGO Compton
shield (orange) surrounding it. The shielding, sample and supporting parts are all
drawn as wire-frame models, with the color corresponding to a material type.

AIM 556 MCA.

The detector is shielded against scattered neutrons with a 2.4 mm thick sheet of enriched
6Li-plastic. The detector system is also shielded against photon radiation from outside
the sample chamber with a 11 cm thick lead shield with a circular collimator opening
of 22mm and an additional 10 mm thick tungsten collimator right in front of the BGO.
The overall distance between the center of the sample chamber and the HPGe detector
surface is 235 mm. In addition to the PGAA station a low background counting chamber
called "DOME" is provided at the BRR site. The 155mm thick chamber walls consist
of pre-World War 2 steel and thus free from man-made radioactivity. Either a Canberra
GR1319 HPGe detector or a Canberra Low Energy planar HPGe detector (Low Energy
Germanium Detector (LEGe)) with their respective cryostats can be placed inside the low-
background chamber allowing for a sample-to-detector distance of up to 250 mm [65]. A
precise distance from the detector is kept by using a special aluminum frame and aluminum
distance pieces. For the decay measurements carried out in this work a sample-to-detector
distance of 167 mm is used.

3.1.1.1 Simulation of the BRR facility employing Geant4

For the purpose of determining precise self-absorption corrections for the evaluation of
cross section data, the whole detector setup was modeled within the Geant4 framework (see
section 2.8.1). A neutron radiographic image of the HPGe-detector as well as the technical
details given by the manufacturer were used.

54



3.1 Irradiation Facilities

10° E ]
ERTS g o
c c _
© 3 © ]
5 ] 5 ]
w5 10* 3 ) ]
€ E € 7
3 y A 3
S 10° ¢ 3 °©
102 1 L Il L 1 Il ] L Il 1 L L L 1
0 02 04 06 08 1 1.2 0.15 0.2 025 03 035 04 045
energy [MeV] energy [MeV]

(a) (b)

Figure 3.4: (a) A spectrum measured for ©°Co at the Budapest PGAA station (blue points),
along with a simulated spectrum with complete Compton suppressor (red down-
ward triangles) and with deactivated back-catcher (black upward triangles). (b)
Close-up near the lower end of the spectra.

In Figure 3.4 a measured spectrum of a %°Co source is shown along with two simulated
spectra. The form of the measured spectrum is reproduced very well by the Geantd
simulation, but at the low-energy end of the spectrum a slight difference can be seen.
The backscatter peak is well reproduced and the bump at 350keV seems to be a feature
introduced by the used source, as it is not present in other measurements. The simulation
implies that for energies below the backscatter peak the Compton suppression is expected
to be stronger than observed in the measurement. In this region mainly forward-scattered
photons contribute to the Compton plateau and in fact turning off the back-catcher in
the simulation leads to a good reproduction of the measured spectrum shape in that
region. Indicating the signal of the back-catcher not being processed correctly, it did
not contribute to the Compton suppression, which has recently been confirmed by the
Budapest PGAA group [68].

3.1.2 The PGAA Facility at FRM II

The Forschungs-Neutronenquelle Heinz Maier-Leibnitz (FRM II) is a light-water-cooled
and heavy-water-moderated pool-type reactor with a power of 20 MW. It went into oper-
ation in 2004 and is operated with only one element of nuclear fuel using highly enriched
uranium (95 % 235U).

A liquid deuterium moderator around the fuel element serves as a cold neutron source,
producing neutrons with their energies following a Maxwellian distribution with an av-
erage energy of 5meV. From the cold source neutrons are extracted with several curved
neutron guides. Due to different curvatures and positions relative to the cold source, the
neutron energy spectra at the end of the neutron guides differ significantly. The PGAA
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Figure 3.5: (a) Cold neutron spectrum at the PGAA station of the FRM II. (b) Image of the
neutron beam profile taken with a special Li-containing film. The film was fit in
the sample Teflon® holder, thus its dimensions are 5x5 cm.

facility is located at the end of a 51m long curved neutron guide with the last 5.8 m
having an elliptical shape that serves to focus the neutron beam and thus increases the
neutron flux at the sample position to a thermal equivalent neutron flux of the order of
1-10%cm~2s~!. The elliptical shape of the guide can be extended with a removable 1.1 m
long neutron guide (elliptical beam extension) up to the sample chamber. This increases
the flux yet by a factor of two at the cost of additional background radiation resulting
from the irradiation of the removable extension. Also, the beam extension increases the
divergence of the neutron beam. The neutron wavelength spectrum at the sample position
was measured with a compact time-of-flight setup [69]. The neutron spectrum shown in
Figure 3.5 (a) was derived by converting the neutron wavelength A, to the neutron en-
ergy E, via the de’Broglie relationship (equation 2.3), thus the measured flux distribution
d®/d), is converted by

Ao do dE,
_ 1
A dB, dh, (3-1)
A0 mA} dd
= [t (3.2)

TdE, ~ h? dn)

with m, being the neutron mass and h the Planck constant. With an average energy
of 1.6 meV the neutron beam is significantly colder than the neutron beam provided at
the PGAA station of the BRR. The beam profile of the neutron beam is shown in Figure
3.5 (b). For this image the optional elliptical beam extension was not used.

96



3.1 Irradiation Facilities

Figure 3.6: (a) A picture taken during the installation of the PGAA facility at FRM II, with
the sample chamber in the middle lower part, the interchangeable ends of the beam
guide on the middle upper part and a BGO detector at the detector position to
the right [70]. (b) A picture of the completed setup.

The sample chamber is a cylindrical tube placed vertically of 15cm inner diameter
manufactured from aluminum with zirconium windows in the directions of the incoming
neutron beam and the detector. Thus, the chamber can be evacuated. Up to six samples
can be placed on a sample holder. The latter is made from Teflon® and is slid into the
sample chamber onto a moving mechanism. Due to the moving mechanism the samples
can be changed automatically from a PC workstation.

Similarly to the PGAA facility at the BRR, the detector system at FRM II consists of a
HPGe detector surrounded by BGO scintillation detector acting as a Compton suppressor,
however without an additional back-catcher. The HPGe detector used is an Ortec n-type
Poptop detector with a relative efficiency of 60%. For the collection of the spectra a
DSPEC-50 digital spectrometer is used. The detector system is encased with a 20 cm
thick wall of lead bricks shielding against external v radiation with a cylindrical collimator
of 2cm diameter facing the sample chamber. The entrance of the collimator is covered
by a 2.4mm thick piece of ®Li-plastic and an additional lithium-containing ceramic with
a thickness of 5mm. The total distance between the sample and the detector is 29.5 cm.

The whole detector system including the sample chamber and the cryostat is placed
on a heavy load table that can be moved on rails. This is done in order to access the
interchangeable ends of the neutron guide and to place an additional collimator at the end
of the neutron guide. In this work a self-made collimator is used made from a 5 mm thick
sheet of borated rubber with a circular hole of 5mm in diameter. The 7-rays produced
in the 1°B(n, ) Li reactions are prevented from entering the sample chamber by a 32 mm
thick lead block with a 5mm hole, with the block being directly attached to the borated
rubber. The position of this self-made collimator is adjusted so that the collimated beam
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3 EXPERIMENTAL DETAILS

is centered on the middle of the samples. This is checked by irradiating a special Li-
containing film that is placed in the sample holder. When the beam is opened the film
quickly blackens where the neutron beam traverses it. Pictures from the installation phase
and of the final PGAA facility can be seen in Figure 3.6.

3.1.2.1 Optimization of the FRM II PGAA Facility using Geant4

As the PGAA facility in Garching is still relatively new it is constantly being improved. In
assisting these attempts, a model of the system was implemented in Geant4, which later
was also used for calculating photon self-absorption corrections. The model was created
using a technical drawing of the BGO, a detailed drawing of the HPGe detector provided
by Ortec and the measured dimensions of the shielding and sample chamber. The model
is shown in Figure 3.7.

Figure 3.7: A Geant4 representation of the detector used at the PGAA station at FRM II and
a sample in tilted position. The green lines emerging from the sample represent
simulated photon tracks, the red lines represent electron tracks.

The model was helpful in the process of choosing a new BGO Compton shield for the
PGAA spectrometer.
It was found that the BGO crystal should be at least 1cm thick at the front and at
least 4 cm thick at the perimeter. The model was used to predict if a specially manufac-
tured 95 mm long but therefore thinner HPGe crystal would be better suited for a planed
position-sensitive detection setup compared to a standard size HPGe crystal. In contrast
to the expectation, it was found that the use of this crystal would decrease the efficiency
at 400keV by about 20 % and at 2MeV almost by 30 %. Thus, it was decided against a
specially manufactured HPGe crystal.

Additionally, the Geant4 model was used for optimizing the position of the HPGe
detector inside the BGO detector. The BGO has a front opening with a diameter of 3cm
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and an opening of 8.4 cm at the back, where the HPGe detector is inserted. It contains no
back-catcher. The shape of the remaining Compton-plateau drastically changes depending
on the position of the HPGe detector. If the detector is placed close to the frontal opening
of the BGO, the Compton edges become wider, as fewer of the escaping photons can be
detected, but at the same time improves the Compton suppression at the lower end of
the spectrum. The simulations showed that a relatively flat Compton plateau could be
achieved by placing the HPGe detector at a distance of 4 cm from the frontal part of the
BGO, as shown in Figure 3.8. Because of this result, the placement of the HPGe detector
inside the BGO was adjusted accordingly at the PGAA-station.
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Figure 3.8: Optimization of the position of the HPGe detector inside the BGO detector at the
PGAA-facility of FRM II. The simulated background of a %Co with the HPGe
detector as close as possible to the frontal opening of the BGO (red triangles) and
the result of a simulation where the HPGe detector is placed 4 cm from the frontal
part of the BGO (blue triangles).

The positioning of the HPGe detector in vertical direction was also investigated. Ele-

vating the HPGe detector by 5 mm and thus moving it off the central axis of the collimator
influences the efficiency, as the volume of the HPGe detector directly behind the collima-
tion window changes (because the void of the cold finger is moved out of the plane).
It was found that a 5mm elevation can increase the efficiency by almost 45 % for the
%0Co lines at around 1 MeV but the elevation may be not favorable as it would break the
radial symmetry of the system. Moving the HPGe detector off the central axis was not
yet tested.

Also, it was investigated how the cut-off energy of the BGO detector, that is the
lowest, energy deposited in the BGO crystal to be regarded as a veto-signal, influences the
suppression at the Compton-edge. As a result the cut-off energy should be below 10 keV
up to where the suppression is basically constant. A publication on the current setup of
the PGAA facility at FRM II including these simulation results is in preparation.
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3 EXPERIMENTAL DETAILS

3.2 Spectrum Evaluation

The acquired PGAA gamma spectra are very complex with several hundred peaks in each
spectrum as exemplary shown in Figure reffig:PGAASpectrum. The analysis of these
spectra was carried out with a series of computer programs, which will be described in
this section.
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Figure 3.9: A PGAA spectrum obtained at the Budapest PGAA facility from the irradiation
of a 2*"Np containing sample.

3.2.1 HYPERMET-PC

A reliable peak-fitting procedure is crucial for accurate gamma spectra analysis. The
determined peak area has to be independent of the shape of the background, particularly
as a detection efficiency measured separately and thus at very different background should
be used. In the case of multiple overlapping peaks it is important that the evaluated peak
areas are resolved correctly.

PGAA spectra with typically 800 identifiable peaks were acquired in the energy range
from 40keV/50keV to 12 MeV. Within this range, the peak density, peak areas and the
background upon which the peaks are being evaluated changes drastically. In the low-
energy region up to 1.5 MeV the density of peaks is extremely high, as a large number of
secondary ~-rays from the neutron capture process are found in this region, accompanied
by the decay ~-rays of the created nuclei as well as the decay 7-rays from the samples
themselves, if they contain any radioisotopes. Additionally, intense X-rays created for
instance in internal conversion processes are present in the energy range up to about
120keV. Further complications arise from the fact that peaks may have different shapes
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depending on the y-ray energy and the peak count rate. Whereas small peaks can usually
be fitted with a simple Gaussian function, peaks with typically more than 10000 counts
are so precisely outlined that a skewness to lower energies is observed. This originates from
incomplete charge collection in the detector crystal (see section 2.6.2.2). Also, as multiple
Compton scattering events in the detector volume and low-angle Compton scattering at
the collimator walls result in a small loss of energy, the baseline below these peaks increases
proportional to the peak area. Additionally, due to effects such as electron or low-energy
X-ray escape from the sensitive volume of the detector, which are basically surface effects,
another tailing effect may occur leading to a tailed over-fluctuation of the baseline at the
peak position [8, 9].

A tool specially designed to meet the evaluation needs of these complicated spec-
tra is HYPERMET-PC|71, 72]. HYPERMET-PC is based on the HYPERMET code
written in FORTRAN and developed at the Naval Research Laboratory in Washington
D.C.[73]. It was specifically designed for the analysis of y-ray spectra obtained with ger-
manium detectors. It features a semi-empirical peak-shape function very much suited for
fitting peaks in these kinds of spectra, along with an algorithm for finding and fitting
these peaks automatically. Based on these features HYPERMET-PC was developed at
the Institute of Isotopes and Surface Chemistry in Budapest from 1992 to 1999. The
HYPERMET code was translated into the MS-DOS compatible C++ programming en-
vironment Borland C++ and additional features were added to help evaluating PGAA
and INAA spectra. Among these features was the implementation of tools to handle the
efficiency and non-linearity calibration of the detector system and apply these corrections
directly to measured spectra if wanted. A more detailed description of the features added
to the original HYPERMET code can be found in [74]. The code today can be used
within the freely available DOS emulator DOSBox.

For peak fitting a skewed Gaussian is available, which is a Gaussian modified by an

exponential function on its low-energy side. The skew term is modeled by an exponential
function, because the incomplete charge collection causing the skew term happens due to
lattice defects. These defects can be assumed to be homogeneously distributed within the
crystal rendering charge trapping basically to being a Poisson process with an unknown
mean free path. Thus, the skew term parameters are mainly fixed for the detector system
so that the skew term depends on the total height of the peak. For very intense peaks it
is sometimes necessary to allow HYPERMET-PC to vary the skew term parameters by
up to 230 % in order to get good fitting results. The peak shape can further be deformed
by other effects such as pile-up on the high-energy side of the peak caused by the spec-
trometer randomly detecting a low-energy photon of the background together with the
photon belonging to the peak, a so-called "random coincidence’.
The baseline is fit together with the peaks.Aside a linear and a second order polynomial
function, two peak-specific baseline functions are available. The second order polynomial
is used as a description of the baseline to approximate complex background shapes such
as the slope of a germanium triangle.
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The step function below a peak describing the effect of the rising of the baseline by multi-
ple Compton scattering events, is described by an error function with its height depending
on the peak area. For the fit of the aforementioned skew term at the peak position an
exponential function is implemented, basically modifying the step and is called a "tail".
The parameters of both functions depend on the parameters of the associated peak.
HYPERMET-PC is able to fit up to ten peaks simultaneously together with their back-
ground in regions of 20 to 100 channels. An example of a fitted region is shown in Figure
3.10.

AH26_PUZ .HCA

AH26_PUZ.LOG
382-418 ch

Figure 3.10: A region of a PGAA spectrum obtained at the Budapest PGAA facility from the
irradiation of a 242Pu containing sample fitted in HYPERMET-PC.

The width of the peaks depends on the number of electron-hole pairs created and thus
on the energy of the incident photon, following a square-root function as described in
section 2.6.2.2. Thus, prior to an evaluation, the peak width is calibrated by finding and
fitting suitably large resolved peaks in the high and low-energy region of the spectrum.
For this the Gaussian width can be fitted freely in HYPERMET-PC. The width of these
two peaks is then used to fit the parameters a and b of the function va + bF, where E is
the energy. Then in a fit of a region the peak width of the included peaks is determined in
a constrained fit of these two parameters, where they are only allowed to vary by +20 %.
Using this constraint HYPERMET-PC is capable of resolving peaks that overlap, which
otherwise, especially in the case of peaks with similar heights, might only result in one
Gaussian with a higher width. Note that X-ray peaks are typically broader then ~-ray
peaks, due to their original line widths. If the information is needed their fits thus have
to be performed separately.

3.2.2 Calibration of the Instruments

To determine the energy and intensity of radiation from a measured spectrum, the channels
of the MCA need to be assigned to the corresponding energies and the peak areas have to
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be converted into the activities of the radiation. The energy conversion is accomplished
by a two-point energy calibration within each measured spectrum, applying a previously
determined non-linearity function. The intensity mapping is achieved by determining the
efficiency function of the detector.

The non-linearity and efficiency functions of the detector systems were determined
using sources containing radioisotopes with certified activities as well as prompt y-ray
sources. These sources were placed at the same position as the samples measured later.
The certified radioisotope sources emit ~-rays up to the low MeV-range. For PGAA
measurements the energy region is therefore extended to above 10 MeV by using prompt
~-ray sources that are irradiated at the sample position. A list of the sources used for
the calibrations at the PGAA facilities in Budapest and Garching are listed in Table
3.1. For the extension into the high energy regime PGAA measurements of a deuterated
urea sample utilizing the prompt 7-rays of the 1“N(n,v)!’N reaction and of a PVC sheet
utilizing the prompt v-rays of the **Cl(n,y)3¢Cl reaction were performed at both facilities.

Table 3.1: List of the certified standard sources used for the non-linearity (NL) and the ef-
ficiency (EFF) calibration at the specified PGAA facility along with their certi-
fied activities with relative uncertainties (one standard deviation) and the reference
date (ISO8601 formatted).

Source Activity [kBq] Reference Date Calibration

80Co 201.0(0.7 %) 2009-01-05 EFF
133Ba 213.4(0.5%) 2012-06-01 EFF, NL
BRR 125y 203.9(0.7 %) 1978-07-01 EFF, NL
07R; 392.2(2.0%)  1981-06-17 EFF
26Ra 159.0(1.25%) 2012-06-01 EFF, NL
MAm  112.4(0.5%) 2012-06-01 EFF
OCo  102.6(0.5%)  2011-07-01 EFF
199Cd  84.1(0.9%) 2011-07-01 EFF
137Cs 56.7(0.5 %) 2011-07-01 EFF
FRMIL s, None given EFF (relative), NL
152Fy 39.0(0.7 %) 2011-07-01 EFF, NL
52y 393.0(1.5%)  2008-03-01 EFF, NL

Non-linearity

The energy deposited in the detector is represented by the channel number provided by
the MCA. As the electronic processes of the signal treatment, such as the conversion from
analog to digital signal, are not completely linear the conversion from channel to energy is
not completely linear, either. This deviation from a linear calibration, which would result
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from a linear fit between two channels of known energies, is called the "non-linearity" of
the detector system. To assign the correct energies to all peaks a correction needs to be
applied. This non-linearity reaches up to 1keV at the Budapest PGAA station, which is
below 0.01 % over the whole energy range and up to 2keV at the Garching PGA A-station,
which still is below 0.02 % over the whole energy range.

HYPERMET-PC offers a tool for determining this non-linearity and for applying the
corresponding corrections to a measured spectrum [75, 76]. For the correction the peak
positions of the well known ~-ray energies of the calibration sources are utilized.

The non-linearity values are determined between pairs of peaks with corresponding tab-
ulated energy. Then an empirical polynomial function with up to an order of 8, created
from a base of orthogonal polynomials, is fitted with a least squares method. The order
of the polynomial is increased as long as the added parameters are significant. Note that
the fitted function is only a valid approximations for the real non-linearity function for
energies between the outermost ~-ray peaks used for the fit.

For the extension of the energy calibration above the highest energy of the certified cal-
ibration sources, the prompt y-rays of Cl and N are used, because very precise data on
the prompt ~-radiation of Cl is available and N has a number of prompt + lines above
8.5 MeV, allowing an extension of the calibration to the 10 MeV-range.

The non-linearity function for the Budapest PGAA facility is shown in Figure 3.11. In
the case of the PGAA facility in Garching it was not possible to fit a suitable polynomial
over the whole energy range, thus two non-linearity functions were used, one for energies
up to 1408 keV (*?Eu) and one starting from 1213keV (*5?Eu) with a slight overlap. Both
are shown in Figure 3.12. Note that the high reduced x? of the first fit is caused primarily
by the two lines of **Ba below the 122keV line of '»2Eu. This may indicate that the
non-linearity of the system below this energy is slightly unstable over time.

Figure 3.11: Non-linearity function for the PGAA facility of the BRR.
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Figure 3.12: Non-linearity functions of the PGAA facility at the FRM II.(a) Non-linearity
function in the low-energy regime up to 1408keV. (b) Non-linearity function in
the high energy regime starting from 1213 keV.

Detection Efficiency

As explained in section 2.6 it is necessary to correct the peak areas in a spectrum for the
energy-dependent detector efficiency. The probability of the detector registering a photon
of a given energy originating from the sample position is influenced by the geometrical
setup. It is for instance influenced by the source-to-detector distance, the detector colli-
mation, the size of the HPGe crystal and the absorption in material between the source
and the detector (e.g. in the neutron shielding or in the detector casing).

The absolute efficiency for the detection of photons with a given energy from a source with
a known activity A (or known reaction rate for (n,7y) reactions) is given by equation 2.65.
The activity Ay of certified calibration sources on a given reference date is usually known
with an uncertainty in the percent range, rendering these sources an excellent choice for
calculating the absolute efficiency. During a measurement the activity of the sources can
be regarded as constant as the half-lives T}/, of the used radioisotopes are far larger than
the measurement time ¢,.,. The activity can then be calculated using the exponential
decay law (see equation 3.3) and the known time that has passed since the reference date
At.

A= Agexp (7117117(2) - At) (3.3)

1/2

This however only allows a point-wise definition of the detection efficiency. Therefore,
an empirical function has to be fitted to these points in order to determine an efficiency
valid for the whole energy range investigated. HYPERMET-PC offers a tool for deter-
mining this efficiency function [75]. An empirical polynomial like the one used in the
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previous section is least squares fitted through the points on a log-log scale [77, 78], thus
the resulting function is of the form

(E) =ew (B ). (34)

=0

To extend the energy range up to the 10 MeV-region sources with well-known partial

radiative capture cross sections are used. For a calculation of the absolute efficiency exact
knowledge of the neutron flux is needed to calculate the reaction rates. Therefore, instead
of calculating the absolute efficiency, the efficiency relative to the strongest line is calcu-
lated via the known ~-ray emission intensities relative to the strongest line. As several of
the lines including the strongest line are in the energy region covered by the calibration
sources, where the absolute efficiency is easily determined, this relative efficiency can be
normalized accordingly.
The efficiency functions for both PGAA facilities are shown in Figure 3.13, as calculated
in HYPERMET-PC. Note that the efficiency of the PGAA station at the BRR is ap-
proximately an order of magnitude higher than that at the FRM II, caused by the larger
source-to-detector distance and the sharper collimation. For comparison, both efficiency
functions are plotted together in Figure 3.14.
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Figure 3.13: Efficiency functions of the PGAA facilities at (a) the BRR and (b) the FRM II
calculated in HYPERMET-PC.

3.2.3 Evaluation Procedure

A spectrum is evaluated in HYPERMET-PC by first calibrating the peak width. Then a
two-point energy calibration is made using two separate peaks of known energies prefer-
ably one in the high and one in the low-energy region. Subsequently the corresponding

66



3.2 Spectrum Evaluation

-3
e ~
r T~
10 L T N
=S E ‘ / \‘\i\\
b - / N
- [ \\
10°

Ty
gvd

10° = -
10° 10° 1 10
E, [MeV]

Figure 3.14: Comparison of the detection efficiency functions of the PGAA detectors at the
BRR and the FRM II.

non-linearity correction is applied. Then the automatic peak finder is used to determine
peaks. For this step only the linear background is allowed. Afterwards each region is
inspected and it is checked whether the peaks and the background are described well by
the fitted functions. The choice of functions used to describe the background is to some
degree a decision of the experimenter. Within the scope of this work, the reduced x? and
the residuals of a fit, both provided by HYPERMET-PC, are used as an indication of
the quality of the fit. The reduced x? is generally sought to be reduced. More complex
background functions leave fewer degrees of freedom for the fit, wherefore it is generally
attempted to use the linear background whenever possible.

In a good fit the residuals between the data and the fit should follow a normal distribu-
tion and no systematic trends should be visible in the channel-dependent residual plot (see
the lower part of Figure 3.10 for an example of this plot). This is used as an additional
indication to decide if a fit is good or whether further changes have to be applied. An-
other indicator of a good description of the background is a visual check of whether the
background would be described well by the fitted background function also beyond the
borders of the fitted region.

After each region is examined, a so-called "peaklist" is exported from HYPERMET-
PC and transferred into Microsoft Excel, where the peaks are identified according to their
emitters, as far as possible. This is done by using the EGAF PGAA database [4, 79],
created from PGAA measurements of all naturally occurring elements. Decay radiation
is identified using the Evaluated Nuclear Structure Data File (ENSDF) [80, 81] and, if
available, the Decay Data Evaluation Project (DDEP) [82] data, evaluated by the Lab-
oratoire National Henri Becquerel, France. Single and double escape peaks are checked
for. So are Compton edges of very intense peaks that could influence the baseline below
a peak, in which case the peak fitting is to be rechecked in HYPERMET-PC. Each peak
is tagged according to its emitter. Corrections are applied for peaks that should have a
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contribution from prompt or decay ~-rays of previously identified sources, by means of
the emission probabilities or partial radiative capture cross sections of the sources.

The obtained data are then further analyzed using the ROOT [83] framework developed
at Cern and the computing environment provided by the Scipy package [84] within the
Python programming language.

3.3 Design and Validation of Actinide Samples for PGAA

Samples containing actinides have to meet several requirements in order to be suitable
for PGAA measurements. Not only should they be thin in order to reduce both, neutron
and photon absorption within the sample (thereby introducing unnecessary uncertain-
ties), they should also be no bigger than the scale on which the used neutron beam is
homogeneous in order to ensure a uniform irradiation.

At the same time there has to be enough material to actually detect v-ray peaks over
the background of the measurement. This background is mostly produced by the sam-
ple casing which is necessary for radioactive samples. PGAA measurements are typically
carried out by putting the sample material into a bag of 0.025 mm thick FEP (fluorinated
ethylene-propylene polymer) foil, as carbon with a thermal capture cross section of 3.5 mb
and fluorine with a thermal capture cross section of 9.6 mb produce little background ra-
diation during irradiation.

This procedure is not ideal, first for experimental reasons. The geometry of powdery
material (like the material used in this work) inside a bag is badly defined introducing
unaccessible, thus uncorrectable, systematic uncertainties into the measurement. Second
the procedure is not ideal for safety reasons as the FEP foil does not offer a good pro-
tection against a-radiation. The thickness of the foil is of the same order of magnitude
as the range of the emitted a-particles, so it cannot be guaranteed that no a-radiation
penetrates the bag. Also a bag this thin could crumble eventually due to radiation damage
after being exposed to a-radiation for some time.

Thus, a more massive casing is needed for actinide materials, while still keeping the
background radiation as low as possible. As prompt v-rays are characteristic for the
nucleus that captured a neutron, each type of nuclide present in the irradiated part of the
sample casing contributes a different set of prompt 7-lines to a PGAA spectrum. Since
every added peak might overlap or even obscure one of the peaks of the actinide, it is
desirable to keep the number of different nuclides in the casing to a minimum.

In the following a description of sample material and sample designs that were made
within the scope of this work will be given. In addition, some results will be given that
were obtained from the PGAA measurements of the first two generations of the sample
design. Then the finalized sample design and the procedure to manufacture samples of
this design will be presented in detail. Finally results of experiments will be presented
that were performed to investigate the expected accuracy in PGAA measurements with
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this kind of samples.

3.3.1 Actinide Starting Materials

In this section the actinide starting materials used for the measurements are described.
2P0, in powdery form was obtained in 2009 from Oak Ridge National Laboratory
(ORNL) by the Sektion Physik of Technische Universitdat Miinchen (TUM). This mate-
rial was transferred to Institut fir Energie und Klimaforschung: Nukleare Entsorgung und
Reaktorsicherheit (Institute for Energy and Climate Research: Nuclear Waste Manage-
ment and Reactor Safety) (IEK-6) of Forschunsgzentrum Jilich GmbH (FZJ) in 2010. On
request ORNL provided a detailed elemental and isotopic characterization of the ***Pu0,
batch from which the delivered material was taken. From this analysis it can be seen
that the **?Pu0, has an isotopic purity of 99.932 % 2%?Pu and is chemically practically
pure with contaminants from other elements summing up to less than 250.6 pg/g which
is less than 0.03%. The isotopic composition found in this analysis is summarized in
Table 3.2. In PGAA measurements a Cl content of 0.03 wt% could be determined. Other
impurities were below the detection limits. In decay measurements v-ray peaks result-
ing from the decay of 2*!Am, ?*3Am and ?*Np were found. The measured 31 kBqmg™!
(2.3pgmg™") of *'Am (Ty» = 432.6(6) yr) in the material results from the decay of
2Py (T2 = 14.33(4) yr), which has basically decayed since the ORNL measurement.
M3pu (T o = 4.956(3) h) decays via S-emission to **Am (T3> = 7367(23)yr) and this
decays via a-emission to *Np (T} /2 = 2.356(3) d). **3Pu is created by neutron capture of
242Py and is not listed in the isotopic composition given by ORNL. An 2*3Am activity of
39Bqmg™! in the material was found and an equal activity of **Np, showing that both
isotopes, as would be expected, are in equilibrium.

Table 3.2: Isotopic composition of powdery 242Pu02 used for the sample preparation, as mea-
sured by ORNL in 1980. The half-lives of the isotopes are taken from [82, 85, 86, 80].

Pu Isotope  Half-Life [yr] Abundance [%)

238py 87.74(3) 0.004
239py 24100(11) 0.005
20py 6561(7) 0.022
2ipy 14.33(4) 0.035
22py 373000(3000) 99.932
2ipy 8.12(3) - 107 0.002

NP0, in powdery form was obtained by IEK-6 at FZJ most likely in 1979 from
Amersham-Buchler (today: Eckert & Ziegler Nuclitec GmbH)[87]. They obtained the
material from the British Atomic Energy Authority and it is likely to have been taken
from a batch produced in 1977 at ORNL. Unfortunately, neither FZJ, nor Eckert &
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Ziegler Nuclitec GmbH or ORNL had still analysis details in their archives. However, the
material was at some point chemically purified from spent nuclear fuel, in which %"Np
is produced by 2*U capturing two neutrons in succession with the intermediate rather
stable 23U which in turn only decays by a-emission. As the starting material of nuclear
fuel is naturally occurring uranium containing basically only 23U and 23¥U, no 2*Np is
produced. Also, as the known Np isotopes have half-lives in the order of days, aside from
Z6Np, while 2"Np has a half-life of 2.144(7) - 108 yr, it is unlikely that significant amounts
of other Np isotopes can be found in the sample material.

However, aside from 2*’Np and #**Np produced in the irradiation no traces of other Np-
isotopes could be detected in a 23h decay measurement at the "DOME' low background
counting facility at the BRR or in the PGAA spectra. A negligible amount of 2*'Am
was found in a- and also in 7-spectroscopic measurements. From PGAA measurements
of the samples encapsulated in quartz glass sheets a 0.23 wt% chlorine contribution was
found. In addition, a pellet pressed from 3.37mg of the material was dissolved inside
a container made of PFA by successively adding 1mL 7M HNO,, 10 L 40 %-HF and
200l 3M HCL. A part of the solution than was measured via inductively coupled
plasma mass spectrometry (ICP-MS) by Institut fiir Kernchemie, Johannes Gutenberg-
Universitdt, Mainz [88]. Less than 0.1% of other nuclide contamination was observed.
In an experiment published in 1979 a target of 600 mg of **’NpO,, powder also obtained
from ORNL with a purity of 99.52% was used [89]. Given the time and the source of
the material it is very likely from the same stock batch as the material used in this
work. The purity of the target material in the publication is basically consistent with the
ICP-MS, PGAA and a measurements. Thus, in the following a purity of 99.52(10) % is
assumed for the *"NpO,, with an arbitrary uncertainty based on the uncertainty of the
new measurements.

In addition, 2*'Am dissolved in nitric acid was purchased from Eckert & Ziegler Nu-
clitec GmbH in 2012. The obtained activity of 185 MBq was delivered to Physikalisch-
Technische Bundesanstalt (PTB) in Braunschweig, the German National Metrology In-
stitute. The PTB prepared samples of 2! Am activity of about 4 MBq each and certified
this activity as well as the purity with regard to other radio-isotopes.

3.3.2 Aluminum Encapsulation

The first generation of samples for actinide irradiation were prepared by pressing small
amounts (several mg) of actinide powder into pellets mounted between two thin aluminum
foils. Aluminum was chosen as a casing as it can be obtained in thin and pure foils and it
produces only short-lived activity after irradiation (®Al with a half-life of 2.25 min). The
thermal capture cross section 03 = 0.231(3) b is relatively low. Hence, it does not produce
much background, if the sample is irradiated with a sufficiently collimated neutron beam.

Within a glove box at FZJ the actinide powder was filled into a pressing die specially
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designed for pressing pellets of 3mm diameter, as shown in Figure 3.15(a). This die was
sealed and carried to a pellet press. After pressing, the die was opened again within the
glove box and the pellet was mounted between two 0.25 mm thick circular foils of 99.99 %
aluminum (Alfa Aeser®) with a diameter of 5cm, as can be seen in Figure 3.15(b). The
foils themselves were screwed together tightly in a screw cap frame made from industrial
aluminum. The concept is shown in Figure 3.16 which demonstrates that the aluminum
screw caps are not irradiated, even if the neutron beam at the Budapest PGAA station
is not collimated further than by the 2x2 cm beam opening of the sample chamber. The
mass of this type of casing is around 17 g.

(b)

Figure 3.15: Preparation of aluminum encapsulated samples. (a) 23’"NpO, powder mixed with
gold powder as a comparator is transfered from an Eppendorf vial to the pressing
die. (b) A pressed pellet of 23’NpO, was placed in a deepening of an aluminum
foil and closed with a second aluminum foil.

In this way two pellets of 2"NpQ, powder and two pellets of a mixture with 99.96 %
pure gold powder were prepared. The mass of the pellets was determined by difference
weighing of the empty casing and the filled casing on a balance next to the glove box. The
gold powder was placed in an Eppendorf vial outside the glove box and weighted, than
some 2"NpO, powder was added in the glove box and the Eppendorf vial was weighted
again. After mixing both powders inside the Eppendorf vial with an anti-static spatula,
the vials content was filled into the pressing die. Assuming a homogeneous mixture the
amount of gold and actinide in the pellet was calculated according to their mass ratio in
the Eppendorf vial. However, it was found that the balance was not stable on the mg-
level producing a rather high uncertainty on the measured content mass. Furthermore
the aluminum casing with a total weight of the order of 15 g made the difference weighing
of pellet masses of the order of 8 mg unreliable.

Four samples were produced which along with a blank sample casing were shipped
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1cm

Figure 3.16: CAD drawing of the aluminum sample casing. (1) screwing cap, (2) aluminum
foils, (3) projection of the maximal beam dimensions (black line) at the PGAA
station at the BRR and (4) deepening in which the sample is mounted.

to the PGAA facility at the BRR. PGAA measurements were carried out in the 30°
tilting position. During first irradiation attempts it was found that the pellets were not
completely irradiated with the collimated beam. The sample casing was moved around
within the sample holder frame in order to find the sample via an increase in count rate.
With only one of the samples (containing 8.6 mg of 2"NpQ,) a decent count rate of the
expected most intense peak could be achieved without irradiating the screw caps. It was
decided to use the fully opened neutron beam of 2 x 2cm. The sample wa irradiated for
20h and a blank sample casing was irradiated for 40 h in order to get a good assessment
of the background radiation.

In this experiment 97 prompt y-ray lines of 23’Np could be identified and their relative
intensities could be determined. Self-absorption of photons in the sample was corrected for
by approximating the pellet seen from the side as a parallelogram, as depicted in Figure
3.17. The self-absorption correction factor 7y for a pellet tilted by an angle 6 together
with the photon absorption in the aluminum casing can then be calculated according to

1= exp (—pnpo, (B5)y)
HNpO, (E»,)y

1o = exp (—pai(E,)x) - ; (3.5)
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Figure 3.17: Sketch illustrating the self-absorption correction for a pellet tilted at angle 6
against the neutron beam axis.

with pa1(E,) denoting the linear attenuation coefficient in aluminum at an energy E,
and finpo, (E,) being the linear attenuation coefficient in NpO,. The values of ya1(E,) and
pinpo, (E,) where obtained from the NIST XCom database [52]. The effective thickness y
of the pellet is calculated with its known diameter, assuming that the density of the pellet
equals the nominal density of NpO, of pxpo, = 11.1gem™?[90]. As the processes involved
in photon absorption are all basically interactions with single nuclei, the actual distance
which the photon propagates through the material is far less important than the number
of nuclei it encounters. The latter is kept constant by the above described calculation.

A comparison of the resulting relative intensities with the relative intensities tabulated
in ENSDF showed a significant statistical disagreement for the lines below 1 MeV and a
systematical disagreement for the higher energetic lines. As the data tabulated in the
ENSDF is merged from two separate experiments in different regimes it was concluded that
the renormalization between these experiments is not correct. This result was published
in [01].

After the measurements the samples were brought back to FZJ and opened in the glove
box. It was found that the pellets containing gold powder where crumbled (for instance
see Figure 3.18), whereas the pure 2"NpQ, pellets proved to be more stable (for instance
the sample used for the published results, shown in Figure 3.18(a)). It was also confirmed
that none of the pellets stayed in the central deepening of the aluminum foils.

3.3.3 Quartz Glass Vials

In order to be able to inspect the samples visually it was decided to construct a transparent
casing. The new casing should also allow to omit the difference weighing of the high mass
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Figure 3.18: After the PGAA measurement at the BRR the aluminum-encapsulated samples
are opened within the glove box at FZJ. (a) This pellet, pressed from 237Np02,
has stayed almost intact. (b) This pellet, pressed from 2*’NpO,, mixed with gold
powder, has crumbled.

aluminum cases. A simpler approach was made by placing the actinide powder directly
into quartz glass vials.

Vials of Suprasil® quartz glass with a height of 4cm, an outer diameter of 3mm and
an inner diameter of 1.5 mm with a slight funnel at the top and a semi-spheric end were
obtained. Their mass being in the range of 0.5 g, this constituted a significant improvement
for difference-weighing. As the balance stood outside of the glove box, mass measurements
were carried out with the glass vial fixed inside an Eppendorf vial. After the measurement
of the component masses the Eppendorf vials were opened in the glove box and the glass
vials were placed inside a specially designed vial holder. Using a piece of quartz wool any
material sticking to the sides of the glass vial was pushed down to the top of the bulk
powder. Then a quartz sphere slightly bigger than the inner diameter of the glass vials
was introduced in the funnel and the vial was sealed with epoxide glue. Due to the risk
of breaking, the vials were afterwards sealed in bags of 0.025 mm thick FEP foil.

In this way six samples were produced: one containing 2’NpO, powder, one containing
22pu0,, powder and two samples containing gold powder and the actinide for each of the
actinides. In addition, a blank sample casing was produced.

Completed samples can be seen in Figure 3.19(a).

The samples were transported to the PGAA station at the BRR. For the PGAA
measurements a 44 mm? pinhole collimator made from enriched ®Li-plastic was introduced
to the supports at the chamber opening. The samples were mounted on the aluminum
sample holder frame and placed right at the center of the neutron beam spot with the help
of a previously prepared drawing on plotting paper. The actinide samples without gold
powder and the blank sample were irradiated for about 24 h each. The samples containing
gold were irradiated for 9h to 18 h. After PGAA measurement each sample was moved
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(b)

Figure 3.19: (a) Vials filled with ?2PuQ, powder (left vial) and with ?*2PuQ, and gold pow-
der (right vial). (b) A prepared sample in a quartz vial casing is placed in the
center of the aluminum sample holder frame at the Budapest PGAA station.

into the "DOME" chamber and a decay spectrum was collected.

In addition neutron radiographic images of the samples were taken at the neutron
radiography station. As the neutron beam there is similar to the neutron beam at the
PGAA station, these images were used to check how transparent the samples are for
neutrons and thus how big the suppression of the neutron flux inside the samples was,
as the brightness of the pixels roughly corresponds to the neutron beam intensity. The
neutron radiographic images of the samples are presented in Figure 3.20. A comparison
of the average pixel brightness in the center of the vials with an empty part of the vial
yielded a neutron absorption of about 10 % in the 2#2PuQ,, 25% in the gold and almost
40 % in the Z"NpO,. The images are further used to determine the actual filling height,
used to calculate the density of the actinide powder.

The necessary correction for the photon absorption in the samples can hardly be cal-
culated analytically in this geometry. It can, however, be estimated with the help of
simulation tools. The photon absorption correction factor was estimated using Geant4
simulations. It was assumed that the vials are cylinders with a semi-spheric bottom part.
The gold was assumed to fill the whole semi-sphere and the actinide powder to be strictly
on top of the gold powder, as depicted in Figure 3.21. The reaction rate in the sample
decreases with a decrease of the neutron flux. It was assumed that, starting at the surface
facing the neutron beam the flux decreases exponentially down to the value obtained from
the neutron radiographic images. This is a rough approximation, but as the maximum
flux depression is below 40 % it is still reasonable.
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(a) (b)

Figure 3.20: Neutron radiographic images of the actinide samples encapsulated in quartz glass
vials. (a) Vials filled with 242Pu0,, and gold powder (left and middle vial) and
242pu0, powder (right vial). (b) Vials filled with 23"NpO, and gold powder (left
and middle vial) and with 2"NpO, powder (right vial).

For each line two simulations were carried out, one with the geometry and the flux depres-
sion activated and one without the geometry and flux depression. In this second one the
same amount of photons was simulated starting from random homogeneously distributed
points within the sample volume.

The ratio of the simulated peak areas from both simulations yields the photon absorption
correction factor 1g. At 84keV, the energy of the major decay line of 23Pu, this yielded
a correction of 47 %. For the major decay peak of 1%®Au at 411.80keV the correction was
calculated to be 5 %.

Figure 3.21: Geant4 simulation of 100 photons (green lines) originating from the actinide pow-
der in the sample.

Partial and thermal capture cross section results from this experiment were published
in [92]. After the irradiation at the BRR the samples were transported to the PGAA
station at the FRM II where the experiment was repeated. Decay spectra were obtained
at the PGAA station by measuring with the beam shutter closed.
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A comparison of the thermal capture cross sections obtained in the two experiments
are shown in Figure 3.22. The thermal capture cross sections for ?*?Pu were obtained
from the measured peak area of the most intense prompt ~-ray by using the tabulated
emission probability per neutron capture event [93]. Unfortunately, this probability is
associated with a large uncertainty of about 20 %, making it the dominant factor to the
total uncertainty of the obtained thermal capture cross section values.

The results for the thermal capture cross section of 2*’Np were obtained from the peak of
the 1028.54keV ~-ray from the decaying *®Np. In this case the uncertainty of the result
is dominated by the uncertainty of the mass measurement.
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Figure 3.22: Comparison of the thermal capture cross sections derived from experiments with
powdery samples at the Budapest and Garching PGAA-facility for (a) 23"Np (b)
242Py. References can be found in the publication [92].

The determined thermal capture cross sections compare well with literature data.
There are, however, a few experimental aspects that could be improved. As the flux
monitor was not irradiated by the same part of the neutron beam as the actinide the
major issue in these experiments is the unknown effect of flux inhomogeneity on the
measurement. Further, the distribution of the gold powder and the actinide powder
inside the vial is not completely known adding unknown uncertainties to the calculation
of neutron and photon absorption. Also the vials do not have the idealized shape assumed
for the photon absorption correction. A better defined geometry is thus desirable. And
finally the uncertainty of the mass determination, which was of the order of 4% for the
low gold amounts and of the order of 2% for the actinide powder, should be decreased,
as it limits both the uncertainty of the found cross section values and also the calculation
of absorption effects.
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3.3.4 Quartz Glass Sheets

To provide a well-defined and stable geometry and to allow for an optical examination
of the sample, successful aspects from both previous methods were combined. As it had
proved difficult to control a homogeneous mixing of the gold powder with the actinide
powder and the pellets pressed from this mixture had proved unstable, it was decided to
split the flux monitor and the actinide into two separate units. A gold foil and a pellet
pressed from the actinide powder were combined in one sample. The pellet was fixed in
place inside a sandwich of three thin sheets of quartz glass, the middle one of which having
a hole for mounting the pellet. To keep the background radiation of the sample casing to
a minimum Suprasil® quartz sheets with a nominal thickness of only 0.20(2) mm and a
density of 2.2 gcm™ were purchased from Heraeus Quarzschmelze Hanau, Germany [94].

Sample Preparation

A sample casing consisted of three 4 x 4cm Suprasil® quartz sheets, with one having a
centered hole of 3mm in diameter. The latter will serve as the middle sheet in a sandwich
of the three sheets. The thickness at the center of each quartz sheet was measured with a
micrometer screw. As the division of the micrometer screw was in the order of 10 pm an
uncertainty for the thickness determination of 5 pm was assumed. The measurement of
the thickness was repeated three times for each sheet. Afterwards, the sheets were cleaned
with acetone and distilled water, so that no optical traces of contaminants such as reams
remained. After drying the sheets were put into coated paper bags and transported into
the glove box.

To omit unnecessary transportation of the fragile pellets in and out of the glove box a
hydraulic mini-pellet press from Specac® Ltd was installed in the glove box. Specac® dies
were altered to produce pellets with 2.82 mm diameter. For each material that should be
pressed into a pellet (e.g. Z"NpO, powder, #?Pu0, powder or NaCl powder) a separate
die was manufactured to avoid cross-contamination. The diameter of the dies were mea-
sured three times with a caliper at different positions and all dies were found to produce
pellets with 2.82(3) mm, where the uncertainty corresponds to that given in the data sheet
of the caliper.

Within the glove box, a pellet was pressed from the powdery starting material by
applying a pressure of roughly 9kN for about 10s as depicted in Figure 3.23. In order
to obtain a precise measurement of the masses of both the actinide pellet and the flux
monitor a XP6 micro balance was obtained from Mettler-Toledo® and installed in the glove
box. In addition an anti-static unit was obtained to remove any charge from a sample
before its measurement, as at these small masses electrostatic effects could significantly
alter the measurement results. The whole setup in the glove box is shown in Figure 3.24.

As the pellets are too fragile for weighing them directly on the scale and moving
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them around, even with plastic tweezers, a small supporting structure for weighing was
manufactured. A small shovel-like cylinder of 5mm in diameter with a 0.1 mm thick
bottom was found to provide practicability, while keeping the extra mass to a minimum.
The aluminum weighing support itself had a mass in the order of 30mg to 40mg. It
is shown in Figure 3.25(b) with a gold foil placed in it. Before weighing the aluminum
supports were thoroughly cleaned with acetone and distilled water and then dried. For
each pellet a new weighing support was used to avoid any contamination between the
pellets.

A mass measurement of a pellet was carried out by first weighing the aluminum support
itself ten times and checking if the result was stable. Then the pressed pellet was removed
from the die and cautiously placed on the aluminum weighing support. The weighing
support with the pellet was then measured for another ten times. While in the weighing
chamber for the last time, the lower and the middle quartz sheets for the sample casing
were unpacked and placed on a special support made from aluminum to align the sheets.
After that the pellet was cautiously placed in the hole of the middle glass sheet. To check
if any residues from the pellet remained on the weighing support the latter was directly
weighted again for ten times. If any residues were found the measured residue mass was
subtracted from the pellet mass.

(a)

Figure 3.23: (a) A pellet press die is filled with powdery starting material with the help of an
anti-static spatula. (b) After pressing, the pellet was removed from the die.

If a gold flux monitor was to be included in the sample, a circular gold foil was cut
from a nominally 3 pm thick gold foil obtained from Alfa Aesar® with a purity of 99.9 %.
The foil was cut with a specially manufactured hollow punch matching the pellet radius.
Mass weighing was carried out in a similar manner as for the pellet, also using one of the
aluminum weighing supports. After weighing, the measured mass of the gold foil was used
to calculate the thickness of the foil. A spare gold foil was measured and later remeasured
on a Sartorius® micro-balance recently installed at the PGAA facility at FRM II. The
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results agreed well within their uncertainties.

The weighted gold foil was then placed on top of the pellet in the hole of the middle glass
sheet. Afterwards the last of the glass sheets was put on top. The sheets were carefully
pressed together and the alignment was fixed. Then the outer edges of the glass sheet
sandwich were covered with epoxide glue and rested to dry. After the glue hardened,
the quartz glass sandwich was removed from the glove box, tested for outer radioactive
contamination and sealed inside a previously prepared bag of 0.025 mm thick FEP foil.
Some stations of the manufacturing process are shown in Figure 3.25.

Figure 3.24: Glove box setup with mini-pellet press together with an opened pressing die (left),
micro-balance together with anti-static unit (to the right of the press) (right) and
completed sample together with an aluminum support for gluing (middle,front).

Mass Measurement Uncertainty

The manufacturer of the micro-balance certifies a mass measurement uncertainty of 0.4 ug
under ideal conditions. However, the surroundings of the glove box are not ideal for the
operation of a micro balance. Thus, the real uncertainty of the mass measurement on
the installed balance was measured. In order to determine the uncertainty of a mass
measurement with the micro-balance, a test pellet was produced from NaCl, which can
be pressed into very stable pellets. This test pellet was weighted 120 times. After each
ten weighings the test pellet was removed from the aluminum support and it was checked
if the balance was still correctly tarred. 20 measurements were carried out with a different
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(a) (b)

Figure 3.25: Assembly of a quartz glass sheet encapsulated sample. (a) The pellet is removed
from the pressing position and moved towards the edge of the side support of the
pellet press die. (b) A circular piece of gold foil on an aluminum weighing support.
(c¢) The pellet is placed inside the quartz glass sandwich, which is mounted on
a support frame for alignment. One side of the sandwich is already glued with
epoxide glue.

aluminum weighing support for the same pellet. No significant shift of the weighing result
was observed after the change of the support, though it seemed that the ten measurements
carried out in a row tended to exhibit a slightly correlated behavior. The overall results
are shown in Figure 3.26 together with a Gaussian fit. The fit has a reduced x? of 0.3,
supporting the assumption of a Gaussian distribution of the mass measurement results.
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Figure 3.26: Histogram of 120 mass measurements of a single NaCl pellet and a Gaussian
fit (red curve) with a reduced x2 of 0.3.

For the uncertainty of a single measurement, an unbiased estimator of the standard
deviation of these 120 mass measurements was calculated. At first the unbiased variance
with one degree of freedom lower than the sample size was calculated (the bias from using
the mean of the distribution instead of the real value of the mass was thus accounted for).

81



3 EXPERIMENTAL DETAILS

The square root of the unbiased variance is not an unbiased standard deviation. Thus,
the square root of the unbiased variance was divided by

2 T(5)

n—1 F(L—1>’

2

(3.6)

with I" being the Gamma function and n the number of entries, which was 120 in this
case. This factor did not increase the standard deviation much. All in all the standard
deviation of the measurements was calculated to be 1.485pg, which corresponds to a
relative uncertainty of 0.056 %. The absolute value of 1.485 pg was used as a lower limit
of the uncertainty on a single measurement and the relative uncertainty was applied to
higher masses. This demonstrates that the actual uncertainty of the mass measurement in
the glove box environment is almost a factor of four higher than the uncertainty specified
by the manufacturer.

Validation of the experimental procedure using NaCl pellets

For a validation of the sample preparation and the spectrum evaluation it was decided
to prepare samples containing isotopes with well-known cross section data. A material
suited well for this purpose is NaCl. 3*Cl has a thermal capture cross section of 44 b [5],
which is in the range of the thermal capture cross sections of actinides such as 2*?Pu.
Also, its prompt ~-radiation is well studied, rendering it ideal for comparing the obtained
results with the tabulated data[4]. And furthermore, as mentioned above, NaCl can be
pressed to very stable pellets.

Thus, within the scope of a Bachelor thesis [95], samples from NaCl were manufactured
in the same way as described above.
Pure NaCl obtained from Goodfellow was used for these pellets. Three samples were
produced, two of which contained a gold foil to determine the average neutron flux during
irradiation. The PGAA measurements were carried out at the PGAA facility at the BRR
as well as at the FRM II. During these measurements the samples were placed at the
sample position with the gold foil facing the neutron beam.
The measured peak areas were corrected for photon self-absorption. Following a similar
approach as the one described by equation 3.5 in section 3.3.2 for the evaluation of the
aluminum encapsulated samples. The depression of the neutron flux was calculated using
the macroscopic thermal capture cross section of gold (see section 2.5.4). This approach
yielded a depression of approximately 0.25 % of the neutron flux in the gold foil and thus
was regarded es negligible.

As NaCl is hygroscopic, the water content of the sample was estimated based on
the PGAA measurement. From the strong prompt v line of hydrogen at 2223keV the
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3.4 Characterization of Actinide Samples for Irradiation

number of hydrogen atoms in the sample was determined after subtracting the hydrogen
background found in the PGAA measurement of the blank sample. From the number of
hydrogen atoms the mass of incorporated H,O was determined, assuming that no other
hydrogen containing contaminants were present in the sample. It was found to constitute
4% to nearly 6 % of the total sample mass, which is a significant amount. For this reason
the determination of the H,O mass turned out to be the central source of systematic
uncertainty.

The partial thermal radiative capture cross sections for chlorine and sodium were de-
termined. The results from the measurements at the different facilities showed agreement
within their uncertainties. Over all observed prompt 7-rays, however, a systematic shift
between the tabulated and the measured partial capture cross sections was observed. On
average the measured partial capture cross sections determined at the BRR PGAA fa-
cility were lower than the tabulated partial capture cross sections by almost 0.5 times
the combined standard deviation of experiment and tabulated data. The partial capture
cross sections determined from the measurements at the PGAA facility at FRM II were
found to be lower than the tabulated values on average almost 1.5 or 1 times the com-
bined standard deviation. Differences between the FRM IT and BRR measurements were
explained by the distorted peak shape of large peaks in the FRM II spectra. Tha latter
could also explain the different shifts observed for these measurements. The peaks in the
FRM II spectra tended to have a very pronounced low-energy tail. Also, they tended to
exhibit an additional tail on the higher energy side of a peak. However, the systematic
deviation might also be explained by the used correction for the neutron absorption. As
cold neutrons exhibit a higher macroscopic cross section than thermal neutrons, the ap-
plied correction for neutron absorption is probably too low. Especially the absorption
correction for the colder neutron beam at FRM II should be higher than that for the
neutron beam at BRR, which also might explain the observed differences between the
measurements.

Still, as the systematic difference was found to be rather small in absolute terms, the
sample design can be regarded suitable for PGAA measurements.

3.4 Characterization of Actinide Samples for Irradiation

Ten samples were manufactured in the way described in section 3.3.4, five from ***Pu0,
powder and five from *’NpO,. The characteristics of these samples can be found in Tables
3.3 and 3.4, respectively. The front of the sample corresponds to that side of the sample
which faces the neutron beam and the detector during the PGAA measurements. Thus
corresponds to the side with the gold foil in the case of the samples with flux monitor.

From PGAA measurements of the samples containing gold and corresponding mea-
surements of blank sample casings, it was consistently found that the pellets pressed from
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Table 3.3: List of 22Pu samples made for irradiation. The measured pellet and gold foil masses
are given and the corresponding calculated number of 2?Pu and '%7Au atoms (#
242P11/# 197Au)'

Sample Quartz glass thickness [mm] Pellet mass ~ # 2Pu Gold mass # 97Au

No. front middle back [mg] [1017] [mg] [1017]

1 0.185(5) 0.220(5) 0.189(5) 3.1828(18) 69.02(13) 0.4045(15) 12.36(5)
0.208(5) 0.231(5) 0.211(5) 9.3034(52) 201.70(39)

3 0.180(5) 0.211(5) 0.187(5) 5.1192(20) 110.98(22) 0.4092(15) 12.50(5)

4 0205(5) 0.223(5) 0.203(5) 2.6363(15) 57.19(10)

10 0.190(5) 0.210(5) 0.190(5) 6.1568(34) 133.48(26) 0.4117(15) 12.57(5)

Table 3.4: List of 2"Np samples made for irradiation. The measured pellet and gold foil masses
are given and the corresponding calculated number of *"Np and '97Au atoms (#
BTN /4 197Au).

Sample Quartz glass thickness [mm] Pellet mass # *"Np  Gold mass # “"Au

No. front middle back [mg] [10'7] [mg] [10'7]
5 0.189(5) 0.235(5) 0.189(5) 3.3399(18) 73.93(15)
6 0.179(5) 0.230(5) 0.188(5) 4.8212(27) 106.78(22) 0.4080(15) 12.46(5)
7 0.218(5) 0232(5) 0.230(5) 3.1581(18) 69.95(14) 0.4081(15) 12.48(5)
8 0.208(5) 0.208(5) 0.207(5) 5.2045(93) 115.28(23)
9 0.201(5) 0.206(5) 0.203(5) 4.9288(28) 109.17(21)

242py0, powder contained 0.37(5) atoms of hydrogen per atom of 2*2Pu. This corresponds
to a water content of 1.2(2) wt%. As all pellets were pressed from the same powder and
under similar conditions it was assumed that the relative water content was the same for
all 2*2Pu0, pellets. For the pellets pressed from **’NpO, powder the water content was
found to be 0.6(2) wt%. In Figure 3.27(a) a neutron radiographic image is shown taken
at the neutron radiography station at BRR using the cold neutron beam. From this it
can be estimated that the overall neutron absorption in the sample is below 20 %.

In addition, samples from 2*' Am dissolved in nitric acid were prepared and calibrated
against certified standards by PTB. Droplets of around 12 pL of the solution were dried
onto the center of one of the quartz sheets each and covered with another quartz sheet.
The thicknesses of the quartz sheets were not measured and thus were taken from the
manufacturer’s information as 0.20(5) mm. Two samples were prepared by drying the
droplet on top of small circular gold foils of 3 mm diameter. The gold foils were from the
same batch as the ones used for the pellet samples. The gold foils with the dried 2*'Am
solution were also sealed between two quartz glass sheets each (see Figure 3.27(b)). The
specifications, as measured by PTB, are given in Table 3.5. The activity of the 2!Am
in the samples was certified with an uncertainty of 0.75%. Hence, the number of 2*!Am
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atoms and the >’ Am mass can be calculated with a similar accuracy.
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Figure 3.27: (a) A neutron radiographic image of sample 6, taken at the neutron radiography
station at BRR. (b) A droplet of 12 pL 24! Am-nitrate solution on top of a circular
gold foil of 3mm diameter (courtesy of PTB).

Table 3.5: Specifications of the 2! Am targets. The thickness of the quartz glass sheets was
not measured. The manufacturer states it to be 0.20(5) mm. The gold masses and
2 Am activities were measured and the activities were certified by PTB.

Sample Activity # *Am  Mass *!Am  Gold mass # "Au
No. [MBg  [10"] ne] gl [10"
1503  4.67(4) 0.9191(69)  36.80(28)

1506  3.87(3) 0.7617(59)  30.50(24) 0.432(5)  13.19(16)
1507  4.66(4) 0.9172(69)  36.72(28) 0.434(5)  13.26(16)

3.4.1 Monte-Carlo Simulations of Samples in the Cold Neutron Beam

In order to calculate the necessary correction factors for the neutron and photon absorp-
tion in the samples and their casings, appropriate representations of the measurement
setups were modeled in MCNP5 and Geant4.
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3 EXPERIMENTAL DETAILS

Reaction Rate Correction

The reaction rate correction factors 7, were calculated by means of MCNP5 simulations.
A circular neutron beam of 3.2 mm diameter was introduced with the distribution of the
neutron energies taken from the measured neutron flux at the respective facilities. Accord-
ing to the real setup at the corresponding PGAA facilities the sample was tilted against
the neutron beam. For a simulation 1-10'° neutrons were simulated. The statistical
uncertainties from the simulation are thus negligible. For the simulations the gold foil
was assumed to be 100 % pure °7Au, with a density of 19.32gcm™=2[96]. The thickness
of the foil was deduced from the known density and the measured mass multiplied by the
purity of the gold foil. The composition of the actinide pellets was modeled according
to the description of the starting material in section 3.3.1. For the **?Pu0, pellets the
ORNL mass spectrometry results were adjusted for the decay of radioisotopes since the
given date. For the ?**Pu0O, and **’NpO, pellets the measured water content was also
implemented into the model.

The Suprasil® quartz sheets were assumed to consist of pure SiO, with a density of
2.2gcem™3[94] using the natural isotopic abundance of both oxygen and silicon. The
FEP foil was modeled as pure FEP with a density of 2.15gcm ™2 [97].

F4 tallies were used to calculate the average neutron flux in the pellet and in the gold
foil. In addition, F2 tallies were used to calculate the neutron flux at the gold foil surface,
corresponding to the front surface of the sample, at the surface in between the gold foil
and the pellet and at the back surface of the pellet. For samples where no gold foil was
present only the flux through the surfaces of the pellet and the average flux in the pel-
let were calculated. This was done in order to determine the source distribution for the
required later simulation of photons originating from within the pellet. Results for the
simulated neutron fluxes in the pellet and the gold foil are plotted in Figure 3.28, along
with results for the different surfaces.

The calculated average fluxes in the gold foil and in the pellet were used to determine
the reaction rate correction factors n; (please refer to equation 2.70). For that purpose,
the simulated fluxes were convoluted with the capture cross sections of the corresponding
nuclides normalized at thermal energy. The resulting relative reaction rates in the gold
foil and in the pellet were hence divided to calculate 7.

The real thickness of the sample is unknown but limited by both the maximum thickness
of the middle quartz sheet and by the maximum density of the material. As all involved
neutron reactions are independent of the distance between two nuclei, only depending on
the properties of the nuclei, the actual thickness is not crucial. As the sample is tilted,
however, different thicknesses produce a slightly different projection of the sample with
regard to the neutron beam profile. This causes slightly different irradiations and thus
different reaction rate correction factors. For each sample therefore one simulation was
performed assuming the maximum possible thickness (i.e. the thickness of the middle
glass sheet) and one assuming the maximum density of the actinide oxides. The mean of
both values was defined as n; and half of the difference between the two simulations was
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Figure 3.28: (a) Simulated neutron fluxes at the front surface of the gold foil, the surface
between the gold foil and the NpO, pellet and the back surface of the pellet for
sample 6 and the cold neutron energy distribution at the BRR PGAA station.
(b) Simulated average neutron flux in the gold foil and the PuO, pellet volume
for sample 10 and the cold neutron beam at FRM II.

added to the overall uncertainty of 7.

To asses the uncertainty arising from the uncertainties of the used capture cross section
databases, the macroscopic cross section in the simulations was varied by plus and minus
one standard deviation. Their mean yielded the same value as the simulated n;. Half of
the difference between the two simulations was added to the total uncertainty.

Similar simulation sets were made for the mass and radius uncertainties. In each case
half of the difference was added to the overall uncertainty on 7;. Finally, the statistical
uncertainty of the simulation was added to the overall uncertainty, which was of the
same order of magnitude as the propagated mass uncertainty and more than an order
of magnitude lower than the predominant uncertainty contributions from the variations
of cross section, sample thickness and radius. The calculated uncertainty can thus be
regarded as a conservative estimate.

The different values for 7, along with their calculated uncertainties are tabulated in Table
3.6 for all samples.

The correction factors for the *?Pu samples agree within their uncertainties. In this
case, the choice of database is not important for the end results. In the case of the
Z7Np samples the correction factors based on the two evaluated databases differ by about
2.5 times their uncertainties. This might be explained by the occurrence of the first
neutron resonance at a neutron energy of 0.489eV (for comparison the first resonance
of *2Pu occurs at 2.676eV) [39]. The closer the resonance is to the thermal neutron
energy, the more the shape of the capture cross section is deviated from a simple 1/v/E,
dependency at thermal energy. Thus, the shape of the resonance influences the calculated
correction factors strongly. The basic deviations of the capture cross section from 1/v/E,
are illustrated in Figure 3.29.
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Table 3.6: Reaction rate correction factors 7; for the neutron fluxes at the different PGAA
measurement setups at the BRR and the FRM II. The factors and their uncertain-
ties were calculated using MCNP5 simulations with the measured neutron energy
distributions and sample properties. The databases used for the simulation and for
the convolution with the simulated neutron fluxes are indicated in parentheses at
the top [5, 98]. The 1//E, values were derived by assuming the gold and actinide
cross sections to follow a 1/y/Ey-law up to the thermal point and by using the
flux simulated with the ENDF/B-VII.1 database [5]. The actinide contained in the
sample is given in parentheses next to the sample number for convenience.

Sample No. 7, (ENDF/B-VIL.1)[5] n (JEFF 3.2)[98] n (1/vEy)

srr S (°Pw) 1.0214(9) 1.0230(9) 1.0180(9)
6 (¥"Np) 1.0369(43) 1.0530(45) 1.0785(44)

3 (242Py) 1.0259(10) 1.0282(9) 1.0215(10)

10 (%42Py) 1.0291(11) 1.0312(11) 1.0247(11)

rrvr 6 (Np) 1.0424(40) 1.0636(42) 1.0967(41)
7(%Np) 1.0120(31) 1.0323(33) 1.0651(32)

1506 (24 Am) 0.8914(40) 0.9515(41) 1.0076(41)

1507 (%' Am) 0.8918(42) 0.9520(42) 1.0081(41)

For the 2*'!Am samples the reaction rate corrections are even smaller than 1 because
of two strong low-energetic resonances at 0.307¢eV and at 0.574¢V [39]. These cause a
huge drop in the cross sections at thermal neutron energy compared to a simple 1//E,
dependency. In this case the difference in the resonance shape between the JEFF and
ENDF evaluations is also very strong, as illustrated in Figure 3.30.

Nevertheless, in the end result it turned out that the results were compatible regardless
of the chosen database, as the uncertainty contributed by other influences were much
higher than the uncertainties of 7;. For comparison cross section results are usually given
with the JEFF and also with the ENDF based reaction rate correction factors applied.

Photon Absorption Correction

To calculate the necessary correction for photon absorption within the sample material
and casing the measurement setups were modeled in Geant4. These models were already
described in section 3.1.1.1 for the BRR setup and in section 3.1.2.1 for the FRM II setup.
The samples were modeled in Geant4 in a similar way as they were modeled in MCNP5,
albeit using the predefined Geant4 material database when possible. The modeled samples
were then situated at the sample position with the appropriate tilting angle.

As mentioned earlier, the calculated reaction rates at the pellet and gold foil surfaces
were used to model the source distribution of photons originating from the neutron ac-
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Figure 3.29: Deviations from 1/y/E, of the capture cross sections of (a) 23"Np and (b) 2*2Pu.
The cross sections are multiplied with \/E,, and the capture cross section of the
197 Au comparator element is plotted for convenience. The thermal neutron energy
of 0.0253 eV is indicated by the thick gray dashed line. The cross sections were
normalized at thermal neutron energy.

tivation. It was assumed that the neutron flux and thereby the reaction rate decreased
exponentially between the front and the back surface of the pellet (or the gold foil re-
spectively). This corresponds to a Lambert-Beer absorption law (see section 2.5.4). The
decrease in the reaction rate from the front to the back surface in principle leads to a
decrease of the photon absorption correction factor with regard to the situation where a
homogeneous irradiation is assumed. This is because photons produced in the front part
of the sample which faces the detector propagate a shorter distance through the material
before reaching the detector than photons produced in the back part of the sample.

To obtain the photon absorption correction factor n, for a given photon energy two sim-
ulations were performed. In one simulation the sample geometry and the source distribu-
tion mentioned above was used, while in the second instead of the sample a homogeneous
source distribution with the dimensions and position of the sample was implemented. This
basically means that in the second simulation all absorption effects were turned off. Thus,
the ratio of the simulated full energy peak areas from the two simulations corresponds to
the photon absorption correction factor 7q.

At high photon energies the photon absorption becomes negligible and the simulated
peak areas become compatible within their uncertainties. Thus, the uncertainty resulting
from the Poisson process in the simulation becomes dominant. This is an artificial increase
of the uncertainties, hence for photon energies > 400keV the correction was calculated
similar to equation 3.5. Assuming a homogeneous source distribution and treating the
photons as being emitted straight at the detector the photon absorption in the pellet was
calculated according to
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Figure 3.30: Deviations of the capture cross sections at thermal neutron energy in the (a)
ENDF/B-VIL1 and (b) JEFF-3.2 evaluated data libraries for 2! Am. The cross
sections are multiplied by +/E, and the capture cross section of the 7Au com-
parator element is plotted for convenience. The thermal neutron energy of
0.0253 eV is indicated by the thick gray dashed line. The cross sections were
normalized at thermal neutron energy.

1 —exp (_:up,Pelé)
Mp,Pel5

no = exp (—prep (E5)) - exp (—psio, (E)y) - : (3.7)

via integration of the Lambert-Beer law. Here, 1, pe is the mass attenuation coefficient
of the pellet material, Hsio, and ppgp are the respective mass attenuation coefficients of
quartz and FEP, £, is the photon energy and ¢ the tilting angle of the sample. The term
x represents the thickness of the FEP divided by cos(f) and y the same value with the
thickness of the front quartz sheet. The exponent of the last term was calculated from
the measured sample properties according to

d d
m - " (3.8)

0=r cos(0) T cos(f)  wr?cos(9)’

with m being the measured mass of the pellet, r being the radius of the sample and
d being the thickness of the sample. The values of the mass attenuation coefficients
without coherent scattering were taken from National Institute for Science and Technology
(NIST) XCom [52]. NIST estimates the uncertainties of the mass attenuation coefficients
to below 3% for photon energies relevant to this work. The only relevant exceptions are
uncertainties near the K absorption edges, which for the actinides are at around 120 keV.
Within a 10% interval around this absorption edge the uncertainty is estimated to be
10 %[99, 100].
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Uncertainties are propagated through equation 3.7. The uncertainty of the measured
photon energy was propagated by calculating 7y for the energy plus and minus one stan-
dard deviation. Half of the difference between these two values was quadratically added
to the overall uncertainty. This uncertainty calculation was performed for the simula-
tion results too, in which case the statistical uncertainty from the simulation was added
quadratically to the propagated uncertainty. In Figure 3.31 the simulated and the cal-
culated values of 7y are plotted for comparison. It can be seen that above 400keV the
approximation using equation 3.7 is consistent with the simulation. Thus, above this value
1o deduced from equation 3.7 was used to calculate the photon absorption correction. The
small systematic shift observed below 400 keV increases with lower photon energies and
might well be the result of the decrease of the reaction rate within the sample, as explained
above. The single values still remain compatible within their uncertainties over the whole
energy range from 30keV to 10 MeV, as for lower photon energies the uncertainties also
increase. Due to the small sample size the effect of the different source distributions
is relatively small. The small systematic effect was nevertheless corrected by using the
simulated results at lower photon energies.
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Figure 3.31: Exemplary comparison of the photon absorption correction factors from a Geant4
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simulation of sample 8 (NpO,) with values calculated with the approximate for-
mula using NIST XCOM attenuation coefficients. The simulations were per-
formed for the FRM II PGAA detector. (a) Low energy regime, where the differ-
ence between simulated an analytical is significant. (b) In the mid energy regime
the systematic deviations are within the given uncertainties. (c) In this region
the systematic difference becomes negligible. (d) At high energies the simula-
tion results have a high relative uncertainty, as the simulated peak areas become
compatible within their uncertainties.



CHAPTER IV

Results and Discussion

In this section, the results of the PGAA and decay measurements of the actinide samples
described in section 3.4 will be presented.

First, the results for 23"Np will be shown, followed by the results obtained for ?'!Am
and the results for 22Pu. In the last part, detection limits will be calculated for the
investigated actinides at the different measuring facilities.

4.1 Neptunium-237

The samples made of 237NpO2 powder and a blank sample casing were irradiated and
counted at the PGAA facilities at BRR and FRM II sites. Prior to irradiation, the
pellets’ integrity was visually checked. Due to the limited neutron beam time not all of
the intact samples could be irradiated at both facilities. All irradiations were carried out
at very low count rates to decrease the probability of random-coincidence events and to
keep the dead time as low as possible. The dead time was usually a few percent even for
the PGAA measurements. Information on the measurement times is tabulated in Table
4.1. The beam-to-sample angles were 30° and 45° at BRR and at FRM II, respectively.
At both facilities the sample front faced the neutron beam. The decay measurements
were usually carried out with the coaxial HPGe-detector in the "DOME" low background
counting chamber at BRR and at the PGAA station at FRM II with the neutron beam
closed. The long decay measurement of sample 8 at BRR was carried out at the PGAA
station after closing the neutron beam. The spectra of samples 8 and 9 measured at BRR
and FRM II are shown in the appendix (Figures E.3, E.4 and E.5).

At FRM II the neutron beam was collimated with the self-made 5-mm collimator of
boron containing rubber and lead. The collimator was placed at the end of the neutron
beam guide as described in section 3.1.2. The neutron-beam position was determined
using a Li-containing radiography film, and the sample was placed in the center of the
beam spot, as shown in Figure 4.1. After irradiation the position was checked again prior
to the removal of the sample from the sample holder.



4 RESULTS AND DISCUSSION

Table 4.1: Details on the measurements of 23’Np samples performed at the different sites. The
front of the samples (e.g. defined by the gold foil) was facing the detector. The type
of measurement is indicated as (p)rompt (during irradiation) and (d)elayed (after
irradiation). All measurements were carried out with coaxial HPGe-detectors. The
decay measurement of sample 8 at BRR was carried out at the PGAA-station and
is marked by (*).

Sample No.  tyear [5] tive [s]  Rate [cps] type

6 649459  63170.8 668.76 p
20002.0 198904 743.21 d

6
BRR 8 234580.8 227869.1 668.26 p
8 252888.4 252093.5 133.27 d*
9 72719.2 716379 396.54 p
9 82846.0  82399.8 697.91 d
Blank 20280.5 202164 44.21 p
6 272612  26291.8 1092.02 p
6 36660.5 36610.4 39.78 d
; 7 21639.1 20464.1 1468.79 p
FRM L 7 38901.2 388594 29.09 d
8 45065.6  43557.8 1025.26 p
8 4848.2 4839.8 14.12 d
Blank 36000.0 35947.4 25.52 p

4.1.1 Partial Neutron Capture Cross Sections of 23"Np

The absolute energy calibration of the system was made using clearly identified back-
ground lines in addition to the non-linearity function determined with the standard
sources. For the spectra from the irradiation of samples 8 and 9 at BRR the decay
y-line at 311.904(5) keV [82, 86] of *33Pa and the prompt 7-line of *Si at 4933.89 keV [101]
were used for the two-point energy calibration. A comparison of the energies of identified
background lines from the irradiation of sample 8 with the corresponding literature data
is shown in Figure 4.2(a). A similar plot for sample 9 can be found in the appendix (Fig-
ure D.1). It can be seen that the energy calibration reproduces the literature values very
well over the whole energy range, with respect to the given uncertainties. As no single
non-linearity function consistent over the whole energy range could be created for the
spectrometer at the PGAA station at FRM 11, the energy calibration was made piecewise
with closer lying supporting points. For this the 300.129(5) keV [82, 86] decay v-line of
233Pa and the prompt ~-lines of 28Si neutron capture at 1273.35keV, at 4933.89keV and
at 7199.199(23) keV [101] were used. The validity of this calibration is demonstrated in
Figure 4.2(b).
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(b)

Figure 4.1: Pictures of sample 6 in the sample holder frames at (a) BRR and (b) FRM II. In
(b) two darkend areas are visible on the Li-containing film, the one left of the actual
beam spot is due to a prior trial of the placement of the self-made collimator.

The prompt ~-rays of the neutron capture of 2*’Np were identified in gamma spectra
collected during the irradiation of sample 8 at the PGAA stations at BRR and FRM 1II and
of sample 9 at BRR. The spectra measured during the irradiation of a blank sample casing
and the decay spectra after irradiation were used to identify background lines (discussed
above) and also for quantifying any background contribution to peaks produced by iden-
tified 2"Np prompt y-rays. Using the EGAF [4] library it was thoroughly checked for the
presence of any stable element in the measurement, and using the ENSDF [80] database it
was checked for the presence of other actinides, as far as data exist. It was further checked
for decay radiation of any radioisotopes and for X-rays using the ENSDF [80], DDEP [82]
and NuDat 2.6 [102] databases, as well as the Table of Isotopes [103]. The identification
of prompt neutron capture 7-rays of 2’Np was then undertaken using the adopted level
scheme of ?3Np tabulated in the ENSDF [80] database.

In this way, 171 prompt y-rays of the 2"Np neutron capture were identified in the
long 2.7-d irradiation of sample 8 at BRR, 125 of which were also measured in the shorter
irradiation of sample 9. The irradiation of sample 9 was carried out using a newly installed
automatic neutron collimator located upstream of the neutron beam further away from the
sample position. Thus, besides the shorter irradiation, the neutron flux also turned out
to be lower compared to the irradiation of sample 8 where the collimator was positioned
in the mounts at the neutron beam opening of the sample chamber. With the higher
neutron flux at FRM II 152 of the prompt ~-rays were confirmed. In Figure 4.3(a) the
consistency between the y-ray energies measured using samples 8 and 9 at BRR is shown
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Figure 4.2: Comparison of the energies of identified background lines measured during the
irradiation of sample 8 at (a) BRR and (b) FRM II with tabulated values.

in the form of a histogram of the residuals divided by the uncertainty of the residuals, a
so-called "pull plot". Explicitly, the pull of a quantity x (e.g. a 7-ray energy) from two
measurements of this quantity z; and x, with associated measurement uncertainties s;
and sy is given by

T1 — T2
\/8% + 82

The mean of the distribution corresponds to the average difference between the mea-
sured values in terms of standard deviations. An excellent agreement between two mea-
surements would result in a pull plot with Gaussian shape centered at 0 with a root-
mean-square (RMS) of 1. If the center of the distribution is not compatible with 0 a
systematic effect is likely. An RMS significantly higher than 1 could indicate that the
uncertainties are underestimated. The pull plot of the y-ray energies in Figure 4.3(a) has
a mean of —0.022 =+ 0.075, perfectly compatible with 0, and an RMS of 0.84 + 0.05. The
pull plot of the relative intensities measured in the irradiation of sample 8 compared to
those measured in the irradiation of sample 9 at BRR is shown in Figure 4.4(a). It has
a mean of 0.024 £ 0.085 and an RMS of 0.95 £ 0.06. So the two measurements at BRR
show a very good agreement with each other.

The agreement between the weighted averages of the BRR measurement and the FRM 11
measurement is shown in Figure 4.3(a) for the energies and in Figure 4.4(a) for the rela-
tive intensities. Whereas the pull plot for the y-ray energies shows good agreement of the
measurements with a mean of 0.077 £ 0.076 and an RMS of 0.94 + 0.05, the agreement
is not as good for the relative intensities with a mean of —0.204 + 0.087 and an RMS of
1.078 4 0.062. This is still a fair agreement, as the mean is compatible with 0 within 2.3
standard deviations which can be explained by the distorted peak shapes in the FRM II
measurements for peaks with high count rates, as is the case for the most intense peak

pull = (4.1)
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with respect to which all other intensities are normalized. This uncertainty creates a
systematic shift of the whole pull plot, as all relative intensities are relative to the most
intense peak. A decrease of the peak area by 0.45 times its uncertainty could already
account for the observed shift. In absolute terms the shift corresponds to an average of
—0.00080 £ 0.00048 between the BRR and FRM II measurements. In Figure 4.5(b) the
differences between the measured relative intensities are plotted as a function of the mea-
sured energies, to show that no significant systematic effect is present over the measured
energy range. A similar plot for the measured energies can be found in the appendix
Figure D.2 and one comparing the data measured for samples 8 and 9 at BRR in Figure

D.3.
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Figure 4.3:

Pull plots of measured 23’Np prompt y-ray energies. (a) from the measurement of
samples 8 and 9 at BRR. (b) from the weighted average of the energies measured at
BRR and at FRM II. AFE denotes the residual of both ~-ray energy measurements

and (/As? the uncertainty of the residual.
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Pull plots of 23"Np prompt v-ray intensities (a) from the measurement of samples
8 and 9 at BRR. (b) from the weighted average of the intensities measured at
BRR and at FRM II.
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Figure 4.5: Comparison of the relative intensities of 22’Np prompt 7-rays measured at BRR
with the ones measured at FRM II as a function of the measured energy. (a) Close
up on the lower energy regime. (b) Close up on the high energy regime.

The full data sets of the measurements can be found in the appendix Table A.4, A.5
and A.6 also including the lines which are not yet confirmed by other measurements. 52 ~y-
rays found consistently in all three measurements listed in Table A.7 could not be clearly
identified to originate from 2¥"Np(n,~)%¥Np based on the existing level scheme. The
energies of the listed y-rays and their emission intensities relative to the 182.82(10) keV
line are in very good agreement (at most 1.6 standard deviations between the different
measurements). As the existence of these lines is confirmed regardless of the sample or
the facility used, they, too, are likely to be prompt y-rays of 23"Np.

For the 152 prompt -rays from 23"Np neutron capture which were consistently iden-
tified in the measurements of sample 8 at BRR and FRM II, weighted averages of the
measured energies and the relative intensities were calculated and are listed in Table 4.2.
125 of these prompt v-lines were found consistently in all three measurements. For the
combination of the measured values at first the weighted averages of the two measure-
ments at BRR were calculated and associated with the smaller of the two uncertainties.
Lines identified in the long irradiation of sample 8 but not in the irradiation of sample 9
were kept. Then the weighted averages of these combined values with the measured values
at FRM II were calculated and again associated with the smaller of the two uncertainties.
The average is formed in two steps because the correlations between the measurements
are different.

Intensities marked with asterisks in Table 4.2 were corrected for interferences with other
peaks seen in the blank sample irradiation or in the decay counting for small expected
interferences from observed radioisotopes. Corrections were applied by weighting the peak
area measured in the blank sample irradiation spectrum or the decay counting spectrum
by the corresponding live times and subtracting that value from the peak area. In the case
of expected interferences from other radioisotopes or sources of prompt ~y-rays — clearly
identified — the expected contribution to the peak area was subtracted using a clearly
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4.1 Neptunium-237

identified line of the same source in the same spectrum and the respective emission prob-
abilities. These corrections were usually relatively small, in or below the percent range.
In the following some more special cases will be described.

Prompt ~-ray line at 60.30(10) keV

A 10-% contribution from the strongest decay 7-line of the 2! Am at 59.59 keV was taken
into account in the prompt measurements at BRR based on the decay measurements.
For sample 9, this was not necessary as the peaks could be separated. In the FRM II
measurement this contribution was only 0.5 % due to the higher induced activity.

Prompt 7-ray lines at 72.83(10) keV and at 73.14(10) keV

This doublet was not resolvable in the FRM II measurement due to the distorted peak
shapes. Thus, the total intensity of both lines was determined and then divided by the
ratio determined in the BRR measurements. In all cases a small background interfer-
ence from a K, X-ray of Pb at 72.8keV was corrected for based on the blank sample
irradiation measurements.

Prompt ~-ray line at 75.01(10) keV

In the BRR measurements the strong K, ; X-ray line of Pb at 75.0keV contributed 5%
to the measured peak area and was corrected for by using the blank sample irradiation
measurement. At the FRM II this contribution was slightly higher with about 8 %, prob-
ably due to the larger amount of Pb in the shielding. A stronger contribution stemming
from a 23%Pa decay 7-ray at 75.27keV and a 23"Np decay -ray at 74.54 keV was corrected
for using the respective decay measurements. This contribution was found to be 60 % in
the measurement of sample 8 and 69 % in the measurement of sample 9 at the BRR. This
difference can be explained by the lower neutron flux in the measurement of sample 9,
caused by the use of a different collimator, as discussed earlier. In the measurement of
sample 8 at FRM II this contribution reduced to only 16 % due to the higher neutron flux
and thus the increased reaction rate. The measured relative intensities agree between all
three measurements, with the measured values being 0.0533(61) for the measurement of
sample 9 at BRR, 0.0495(132) for the measurement of sample 8 at BRR and 0.0440(25)
for the measurement of sample 8 at FRM II.

Prompt 7-ray line at 86.64(17) keV

This is a special case, as two strong background lines interfere with this prompt y-ray peak.
The strongest 2"Np decay line at 86.477 keV with an intensity of 12.26(12) [82, 104] per 100
decay events and a decay line of its short-lived decay product ***Pa (T} 2 = 26.98(2) d) at
86.595(5) keV with an intensity of 1.95(11) [82, 86] per 100 decay events contribute to this
peak. The correction is made using the decay measurements. It adds up to a contribution
of 76 % in the BRR measurement of sample 8, to a contribution of 85 % in the sample 9
measurement with lower neutron flux, and to a contribution of only 23 % at the FRM II
measurement of sample 8, with the higher neutron flux. Thus, the energy measured at
FRM II is given here. In the BRR measurements an additional small interference due to
Bi K X-rays from the BGO was observed in the blank sample irradiation and subtracted
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accordingly. This contribution is about 0.3 %. The resulting relative intensities are still
in fair agreement with the values being 0.2254(53), 0.2387(285) and 0.2186(113) for the
measurements of samples 8 and 9 at BRR and of sample 8 at FRM II.

Prompt ~-ray line at 92.59(22) keV

In both measurements at BRR this peak is dominated by an interference of over 95 %
from a K, X-ray of 23*Pa at 92.288keV. In the FRM II measurement this interference is
reduced, but still 67 %, so the energy measured at this facility is arbitrarily given here as a
best guess. The corrections were made using the respective decay measurements. Due to
the high contribution the value of the intensity is quite uncertain, measured as 0.0043(114)
and 0.0125(134) at the BRR and 0.0051(34) at the FRM II. In all three measurements a
small background contribution was observed in the blank irradiation, which is due to the
decay of the naturally occurring **Th. This was also corrected for.

Prompt ~-ray line at 96.94(10) keV

This peak is dominated by a K, X-ray of Np at 97.069keV [103]. The X-ray is mainly
produced in the sample material by photo-absorption effects on the ?*"Np atoms, and to
less extent in internal conversion processes during the decay, it dominates in all three
measurements with a contribution of over 90 %, explaining the high uncertainties of the
measured data. The measured relative intensities are 0.052(44), 0.058(44) and 0.010(30),
which are in good agreement given the uncertainties. Due to the X-ray contribution the
fits in this region, however, exhibit reduced x? values of over 60. Thus, the prompt ~-line
at 96.94(10) keV might be considered unreliable and is given in parentheses.

Prompt y-ray line at 99.01(17) keV

As a strong contribution from a U K, X-ray at 98.434 keV [82, 86], emitted after the ?33Pa
decay, contributed to the peak in the BRR measurements by over 90 %, but by only 53 %
in the FRM II measurement, the energy determined in the FRM II experiment is given.
The measured intensity values of 0.022(43), 0.049(35) and 0.055(6) are in good agreement
given the high uncertainties in the two BRR measurements.

Prompt y-ray line at 117.86(10) keV

The energy of this peak is determined to be 118.20(32) keV in the irradiation of sample 8
at the BRR, as 117.58(10) keV in the irradiation of sample 9 and as 118.52(17) keV at the
FRM II. The respective relative intensities are 0.0515(464), 0.0346(255) and 0.0250(90).
The differences can be explained by the X-ray background in this region, which in all
measurements causes reduced x? values of over 60 rendering the fits rather unreliable.
This 7-line is therefore given in parentheses and may be considered doubtful, as the
energy of the 7-line is not reproduced too well in the different measurements.

Prompt ~-ray line at 233.72(10) keV

A contribution of 1.8 % due to X-ray escape from the prompt y-ray peak at 243.95(9) keV
was corrected for using Geant4 simulations of the BRR PGAA facility. This contribu-
tion was found to be 2.3% for the FRM II PGAA facility. From the simulations the
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4.1 Neptunium-237

ratio between the areas of the 243.95(9) keV full energy peak and the X-ray escape peak
was calculated. Using this ratio and the measured peak area of the 243.95(9) keV, the
respective escape peak contribution was subtracted.

Prompt 7-ray line at 648.28(7) keV
This peak is rather broad in all measurements and might well be a doublet of two
peaks close to each other. However, a consistent fit of a doublet was not possible with

HYPERMET-PC.

Prompt ~-rays at 4687.37(26) keV and at 4690.75(15) keV

These peaks form a doublet, which in the FRM II measurement is not well resolved
due to the distorted peak shape. Thus, the total intensity of both peaks in the FRM II
measurement was divided by the intensity ration determined with the BRR measurements.

Table 4.2: List of the weighted averages of prompt v-ray energies and relative intensities of
Z3"Np(n, 7)238Np from the measurements at BRR and FRM II. The smaller of the
uncertainties is given as the uncertainty of the weighted average. Values given in
parentheses are derived from fits in energy regimes with strong X-ray interferences,
where the reduced x? had very high values of over 60.

E, [keV] Lt | By keV] Lt | B, [keV] Lt
49.32(10)  0.6569(190) | 351.48(10) ~ 0.0049(7) | 4156.00(13)  0.0054(2)
60.30(10)  0.0388(43)* | 369.02(10)  0.0049(3) | 4174.40(14)  0.0062(4)
66.76(10)  0.0036(9)* | 380.14(10) ~ 0.0021(4)* | 4196.81(14)  0.0052(3)
72.83(10)*  0.0395(13)* | 382.74(22)  0.0027(4) | 4212.34(20)  0.0033(4)*
73.14(10)*  0.0370(11) | 383.99(10)  0.0119(5) | 4228.50(42)  0.0025(2)
75.01(10)  0.0452(25)* | 391.26(9)  0.0190(8) | 4232.09(13)  0.0109(4)
76.91(12)  0.0104(12)* | 405.21(10)  0.0194(16) | 4312.88(19)  0.0029(2)
79.55(13)  0.0073(15) | 410.56(24)  0.0023(5)* | 4324.60(12)  0.0072(2)
82.21(10)  0.0358(16) | 417.78(16)  0.0036(6) | 4345.39(14)  0.0043(3)
86.64(17)  0.2245(53)* | 430.88(9)  0.0432(19) | 4368.60(14)  0.0029(3)
(92.59(22)  0.0053(34))" | 432.28(21)  0.0016(6) | 4381.94(14)  0.0037(2)*
(96.94(10)  0.0245(302))* | 442.04(15)  0.0059(5) | 4400.20(30) ~ 0.0014(2)
(98.50(10)  0.0548(64)) | 461.45(9)  0.0262(6) | 4441.36(21)  0.0023(2)
(107.51(11)  0.0332(107))* | 496.43(9)  0.0323(8) | 4454.52(33)  0.0011(2)
(109.55(12)  0.1013(70))* | 497.98(9)  0.0112(5) | 4460.84(21) ~ 0.0019(2)
(117.86(71)  0.0265(90))* | 530.62(10) ~ 0.0216(18) | 4501.63(13)  0.0055(2)*
(121.31(27)  0.0087(27))* | 538.36(9)  0.0363(19) | 4516.75(24)  0.0020(2)
129.51(11)  0.0031(2) 541.26(9)  0.0307(20) | 4539.85(18)  0.0033(2)*
133.16(10)  0.0055(2)* | 550.94(10) ~ 0.0062(4) | 4557.35(17)  0.0024(2)*
135.92(10)  0.0516(19) | 552.13(9)  0.0111(5) | 4570.72(22) ~ 0.0019(3)
144.26(11)  0.0069(2) 555.24(9)  0.0215(5) | 4584.72(14)  0.0052(2)

Continued on the next page
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E, [keV] Lt | E, [kev] Lt | E, [keV] L
156.36(10)  0.3457(65)* | 557.34(9)  0.0122(4) | 4619.19(14)  0.0048(2)
160.55(10)  0.0276(7)* | 565.32(9)  0.0262(17)* | 4654.86(31)  0.0026(2)
162.92(10)  0.0022(4)* | 571.34(12)  0.0089(16) | 4673.47(28)  0.0015(2)
175.50(28)  0.0011(2)* | 584.45(9)  0.0332(7) | 4678.21(13)  0.0140(4)*
176.50(10)  0.0046(2)* | 588.04(9)  0.0147(18) | 4687.37(26)* 0.0035(2)*
179.51(10)  0.0027(2) 603.10(9)  0.0230(22)* | 4690.75(15)* 0.0063(7)*
182.82(10)  1.0000(131) | 606.76(10)  0.0221(18)* | 4705.57(21)  0.0021(2)
184.78(16)  0.0006(2)* | 610.72(25)  0.0051(8)* | 4723.76(29)  0.0021(2)
189.06(10)  0.0364(7) 612.60(12)  0.0231(19) | 4764.79(18)  0.0028(2)
196.54(10)  0.0078(4) 614.58(26)  0.0027(6) | 4779.06(13)  0.0136(3)
21550(9)  0.0540(10)* | 620.38(9)  0.0429(9) | 4794.97(22)  0.0014(1)*
223.49(10)  0.0040(2) 625.51(13)  0.0063(5) | 4814.02(16)  0.0077(2)
232.42(9)  0.0450(8) 631.17(10)  0.0115(6) | 4868.92(13)  0.0105(3)
233.72(10)  0.0121(3)* | 633.50(10)  0.0126(5) | 4887.20(21)  0.0018(2)
236.02(9)  0.0514(10) | 648.28(7)  0.0754(15)* | 4903.80(14)  0.0060(3)
243.95(9)  0.2589(48) | 3379.26(22) 0.0062(5)* | 4921.15(20)  0.0026(2)
250.38(9)  0.0235(6) 3385.61(27) 0.0035(3) | 4960.45(19)  0.0015(1)*
262.04(18)  0.0004(2)* | 3666.09(20) 0.0037(3)* | 5030.28(14)  0.0116(6)
264.54(10)  0.0058(3) 3776.66(12) 0.0061(3) | 5046.70(14)  0.0098(4)
271.81(10)  0.0323(14)* | 3942.64(12) 0.0040(2)* | 5101.54(19) 0.0043(3)
278.59(9)  0.0020(3)* | 3978.83(14) 0.0034(2) | 5114.22(34)  0.0021(2)
281.65(9)  0.0123(3) 3995.69(19) 0.0025(4)* | 5118.98(24)  0.0064(4)
289.05(9)  0.0121(4)* | 4002.61(14) 0.0027(2) | 5140.60(16) 0.0034(2)
204.24(9)  0.0216(4)* | 4039.86(24) 0.0026(2) | 5154.88(41)  0.0008(1)*
302.68(14)  0.0012(3)* | 4080.42(19) 0.0037(3) | 5229.36(15) 0.0027(1)
314.36(9)  0.0037(2) 4094.99(14)  0.0041(4)* | 5238.15(14)  0.0097(2)
329.96(23)  0.0019(3) 4103.36(11) 0.0097(3) | 5305.04(21)  0.0017(1)
332.22(9)  0.0705(14) | 4112.47(13) 0.0061(4)* | 5352.04(14)  0.0244(5)
334.04(18)  0.0039(3) 4117.64(22)  0.0033(3)* | 5488.20(21)  0.0010(1)
346.82(10)  0.0095(3) 4124.90(15)  0.0042(4)

2 Multiply by 22.06(39) b to get o, (see Table 4.3),

or with 0.125(4) for the emission probability per neutron capture event p, (see text).
: Interferences from other peaks (see section 4.1.1 for additional information).
“: Doublet of two peaks.

A comparison of the obtained data with those tabulated in ENSDF [105] is shown
in Figure 4.6 in form of pull plots for both the energies and the relative intensities.
The evaluated data are based on two datasets measured with different detectors, different
samples, and in different energy regimes. The secondary prompt 7-radiation was measured
by Hoff et al. [106] with curved crystal spectrometers at Institut Laue-Langevin (ILL) in
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Grenoble, France, in 1990. A target of 3 mg **"NpO, embedded in 77 mg aluminum powder
was irradiated with thermal neutrons. One of the curved crystal spectrometers measured
in the energy range from 30 to 500keV, while the other covered the energy range from
150 to 1200keV. A very good energy resolution of 40eV at 100 keV was thus achieved,
with which the HPGe measurements performed in this work cannot compete. All of the
secondary vy-ray lines listed in Table 4.2, however, have a counterpart in the measurement
of Hoff et al. In 19 cases the ~-rays reported in this thesis are in fact tabulated as doublets
of prompt v-rays that cannot be resolved with the HPGe detector. For the comparison
the intensities of these tabulated peaks were summed and the energy was averaged.

It should be noted that several prompt ~-rays listed in the ENSDF especially in the low
energy regime could not be observed although they would be expected to show e.g. the
tabulated ~-ray line at 373.03(5) keV with a relative intensity of 6.12(74) % [107]. Given
these difficulties the large RMS of 3.34 & 0.25 of the energy pull plot and the RMS of
2.33 £ 0.18 of the intensity pull plot for the low energetic y-rays can be understood. The
mean value of the energy pull plot is compatible with 0 being 0.22 + 0.36, but the mean
value of the relative intensities is systematically shifted by 1.20+0.25 standard deviations.
It should be noted that the uncertainties of the intensities obtained within the scope of
this thesis are typically lower than the uncertainties of the tabulated intensities.

The second experiment on which the tabulated data are based was performed by
Tonescu et al. [89] in 1979. In this experiment a target of 600 mg **’NpO, powder obtained
from Oak Ridge with a purity of 99.52 % was irradiated with thermal neutrons at the
SAPHIR reactor in Wiirenlingen. The prompt 7-ray spectra were recorded with a Li-
doped germanium (Ge(Li)) detector in the energy range from 2600 to 5500keV, a region
completely distinct from the energy region where the secondary 7-radiation was measured
by Hoff et al. The authors claim that the normalization they give for their relative
intensities is only a rough estimate. The lines they observed are basically reproduced in
the present experiments. The energies are reproduced well, with the mean of the pull plot
for high energies being —0.07 & 0.17 and a reasonable RMS of 1.34 &+ 0.12. However, the
mean of the intensity pull plot is systematically shifted to 2.94+0.13 standard deviations,
which can be explained by the rough normalization performed by Ionescu et al. The RMS
of this pull plot is 1.07 £ 0.09.

In summary, no agreement of data from the present experiment with the tabulated
secondary 7-rays could be observed. A basic agreement with the tabulated primary ~-
rays is shown. A systematic shift in the intensity normalization of primary to secondary
radiation in the ENSDF database is demonstrated.

Normalization

The thermal partial radiative neutron capture cross sections were derived from activity
measurements of the irradiated gold foil after the PGAA measurements of samples 6 and

103



4 RESULTS AND DISCUSSION

15p 7 <25MeV 200 <25MeV
r /) > 2.5 MeV r F > 2.5 MeV
r 15 :j;
1o : '
H = *H 1G7
51 ;
L 5
% %0 10

(Em. - Eexp. )/ \/ S exp*SE it (lm. ~ lexp. >/\{ SPexp Sl
(a) (b)

Figure 4.6: Comparison of the data of 23’Np prompt ~v-radiation obtained in this work with
data tabulated in ENSDF for both secondary (red) and primary (green) prompt
~-rays. (a) Pull plot of the energies and (b) pull plot of the relative intensities.
Data in the tabulation are derived from separate experiments in the low and high
energy regime.

7. From the activity of "Au in the irradiated gold foil the average thermal equivalent
neutron flux during irradiation was determined using equation 2.75. Then, employing
equation 2.76 the partial cross section value for the most intense prompt y-ray of 2"Np
(182.82(10) keV) was calculated and used to normalize the relative intensities presented in
Table 4.2. In principle, this is a normalization of the 2*"Np partial capture cross sections
with respect to the partial capture cross section of '%7Au. °"Au is a cross-section standard
for these kind of measurements, as both the thermal capture cross section and the emission
probability of the most intense decay y-ray of '%*Au are very precisely known from a great
variety of different measurements.

The capture cross section of 7Au is given as oy 5, = 98.66(14) b and was evaluated
by the TAEA in the international evaluation of neutron cross section standards[108],
adopted in ENDF/B-VIL.1. The emission probability of the intense 411.8keV decay ~-
ray of Au, created by neutron capture during irradiation, is p, 412 = 0.9562(6) per
decay event tabulated, as by DDEP [82, 109] and ENSDF [80]. In total, this yields a
partial capture cross section for the 411.8keV decay ~-ray of o412 = 94.34(15)b. This
value is also in excellent agreement with the value of 94.30(15) b given in the PGAA Decay
Gamma Data file provided by the IAEA [110]. The calculated value of o, 410 = 94.34(15) b
was used for the subsequent calculations. The half-life of '%®Au is given as 2.6943(3) d
in DDEP [82, 109], as 2.6947(3)d in ENSDF and recommended as 2.6950(7)d by the
TAEA [111, 112]. By arbitrarily increasing the uncertainty so that all values for the half-
life are in agreement, a half-life of 2.6943(7)d was assumed for the decay correction of
198 Ay in this work.

From the decay measurement of sample 6 at BRR an average thermal equivalent neu-
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tron flux of &y = 9.73(11) - 107 cm~2s~! was determined based on the 411.8keV ~-ray line.
From the PGAA measurement the flux was determined as ® = 9.45(24) - 10" cm =257, in
good agreement with the decay measurement. Using the prompt capture y-ray of *"Au
at 6252.11(6) keV with a partial capture cross section of 4.82(7) b [2, 3] the flux was de-
termined as @ = 9.98(31) - 107 cm~2s~!, which is also in good agreement with the flux
determined solely from the decay measurement. For the further calculations, the weighted
average from these measurements of ®, = 9.71(11) - 107 ecm 257! was hence used. The
partial capture cross section of the 182.82(10) keV prompt v-ray of 2*"Np was determined
to be 0, = 21.89 £ 0.39b, with a relative uncertainty of 1.8 %. This value was deduced
using the reaction rate correction 7 (see equation 2.70), as calculated using the ENDF
database (see section 3.4.1). The total uncertainty of the obtained partial capture cross
section is dominated by the 1% uncertainty on the measured peak area, 1% uncertainty
of the efficiency and 1.1 % uncertainty on the measured neutron flux. The reaction rate
and photon absorption correction factors contribute 0.4 % and 0.2 % while the uncertainty
contribution from the number of atoms is below 0.1 % and thus negligible.

For the measurement of sample 6 at FRM II with the self-made collimator an av-

erage thermal neutron flux of ®; = 1.14(2) - 10°cm™2s7! was determined from the de-
cay measurement. From the PGAA measurement the flux was calculated to be &, =
1.18(4) - 10°cm™2s7! from the 411.8keV decay v-ray line and &y = 1.06(3) - 10 cm ™2 s~
from the 6252.11(6) keV capture ~-ray line.
The weighted average of the three values was calculated, yielding to a thermal equivalent
neutron flux of ®5 = 1.15(2) - 10° cm~2s~1. Based on this value the partial capture cross
section of the most intense capture y-ray was deduced as o, = 21.98 +0.59b, in good
agreement with the BRR measurement.

Prior to the irradiation of sample 7 at FRM II the self-made collimator was removed
to ensure the sample being homogeneously irradiated. The thermal equivalent neutron
flux was determined as ®g = 1.41(2) - 10° cm™2s™* from the decay measurement, as ®q =
1.47(5) - 10°cm 2571 and as &y = 1.45(4) - 10° cm 257! from the PGAA spectrum. The
weighted average of ®; = 1.43(2) - 10°cm=2s~! used for the following calculations, is
somewhat higher than the flux in the measurement with the self-made collimator. This is
due to the divergent part of the neutron beam being absorbed in the smaller collimator
and thus not reaching the sample position. With the average ®, the partial capture cross
section of the 182.82(10) keV ~-ray was determined as o, = 22.32 + 0.48 b.

These partial capture cross section values and related values which were calculated
based on different assumptions for the reaction rate corrections can be found in Table 4.3.
The values are in agreement regardless to the reaction rate correction employed and also
agree with each other across the different measurements.

The measurements of sample 7 at FRM II and sample 6 at BRR are mostly uncorrelated,
as both the samples and the detector systems differ but only mostly because the calibration
methods, used software and the sample materials are the same. Also, as for the irradiation
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of sample 7 the self-made collimator was not used, it can be assumed that the whole sample
was irradiated. The weighted average of these two measurements o, = 22.06 £ 0.39b was
therefore used for normalizing the relative intensities to partial capture cross sections.
This weighted value is in agreement with the value of 20.83 + 0.84b published in [92],
based on measurements with samples of the second sample generation (see section 3.3.3).

Table 4.3: Partial radiative neutron capture cross sections of 23’Np measured for the most
intense line at 182.82(10) keV at the BRR () and FRM II (f) PGAA facilities. Dif-
ferent reaction rate correction factors n; from Table 3.6 are applied. The weighted
mean of the uncorrelated measurements 6° and 7f is given.

Sample oy [b]
No. i (ENDF) o (JEFF) i (1/VEy)

6° 21.89(39)  22.23(40)  22.76(41)
6 21.98(59)  22.42(60)  23.15(62)
7t 22.32(48)  22.77(49)  23.51(51)
7, 22.06(39)  22.44(40)  23.06(41)

4.1.2 Neutron Separation Energy

The nucleus *"Np has a ground state spin and parity of I 237y, = 5/27 [39]. Thus, the com-
pound nucleus is formed with a capture state spin and parity of J.s = 2% or Jes. = 37 (see
equation 2.27), as in the experiments with cold neutrons s-wave neutron capture is dom-
inant due to the centrifugal barrier. The ground state of 2**Np has a spin and parity of
T2y, = 27 [80]. Thus, a direct M1 transition from the capture state to the ground state
is possible. The highest energetic prompt capture y-ray observed for 2’Np from the three
previously described experiments found to be 5488.20(21) keV very likely corresponds to
this ground state transition. After applying the correction for the nuclear recoil, the tran-
sition energy and thus the neutron separation energy was calculated as 5488.27(21) keV.
From the long irradiation of sample 8 at BRR the best single measurement value was
obtained as S,, = 5488.08(21) keV.

The most intense primary transition is the E1 transition from the capture state to a
level with a spin and parity of 37 [80]. This level in turn de-excites directly with an E1
transition to the ground state. Both the corresponding ~-rays are observed with ~-ray
energies of 135.92(10) keV and 5352.04(14) keV. The sum of the transition energies, af-
ter correcting for the nuclear recoil, also corresponds to the capture state energy and
hence to the neutron separation energy (see equation 2.26). In this way it was calcu-
lated as S, = 5488.02(17)keV. The obtained values are in agreement with the value
of S, = 5488.09(20) keV tabulated in ENSDF. Also, the value obtained using the well-
determined E1 transitions has a slightly smaller uncertainty than the tabulated value.
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4.1.3 Thermal Neutron Capture Cross Section of 23"Np

The thermal radiative neutron capture cross section of 2"Np was derived from the intense
decay v-radiation of ***Np (T3> = 2.10(2) d) created by the neutron capture of 2’Np. The
corresponding decay ~-rays are tabulated in DDEP [82, 85] or ENSDF [80]. The tabulated
values are in good agreement between the two databases. Here the DDEP tabulated values
were employed.

For the calculation of the thermal neutron capture cross section of 2"Np the four most
intense lines were used. These are the decay ~-rays with, first an energy of 923.99(2) keV
and emission probability of 2.604(20) per 100 decay events, second with an energy of
984.45(2) keV and emission probability of 25.18(13), and third and fourth the v-rays
creating a peak doublet at 1025.87(2) keV and 1028.54(2) keV with respective emission
probabilities of 8.76(6) and 18.25(13) per 100 decay events [82, 85].

According to DDEP and ENSDF, a 23¥Np decay v-ray of 983.00(30) keV should be
present next to the peak created by the 984.45(2) keV ~-ray in the measured gamma
spectrum. However, the emission probability of the 983.00(30) keV ~-ray is only 0.27 % of
the emission probability of the 984.45(2) keV ~-ray and thus the created additional peak
has a very low count rate. Due to the rather small expected peak area compared to the
984.45(2) keV peak, the small peak cannot consistently be fitted with HYPERMET-PC.
Therefore, the total peak area from both peaks was summed and divided between the two
~-rays according to the ratio of their emission probabilities from DDEP.

In the decay measurement of sample 6 at BRR, the peak doublet created by the
1025.87(2) keV and 1028.54(2) keV decay v-rays was fitted well with HYPERMET-PC.
Due to the distorted peak shape no consistent fit was possible for the two decay measure-
ments performed at FRM II. At least one additional peak had to be included to describe
the peak shape correctly. Thus, for these measurements, too, the peak areas of the fitted
peaks were summed and divided according to the ratio of the emission probabilities from
DDEP.

The calculated partial thermal neutron capture cross sections corresponding to the four
most intense decay v-rays of 2*Np are tabulated in Table 4.4 using reaction rate correction
from Table 3.6 based on ENDF. The values obtained from the measurement of sample 6 at
FRM II are systematically lower than the values from the other two measurements. This
could be an indication that the irradiation of the sample was not completely homogeneous,
probably due to the self-made neutron collimator. The average values derived from the
mostly uncorrelated measurements of sample 6 at BRR and sample 7 at FRM II are also
given in Table 4.4.

From these measured o, values the thermal radiative capture cross section of 23"Np
(that is for the 23"Np(n,~)%®Np reaction) was determined based on the emission proba-
bilities from the DDEP tabulation. The results are listed in table 4.5 for each 7-ray line.
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Table 4.4: Partial radiative neutron capture cross sections for 238Np measured for different
intense lines at the BRR (®) and FRM II(f). The reaction rate correction from
Table 3.6 with ENDF data is applied. The weighted mean of the uncorrelated
measurements of 6° and 7 is given as o, with the smaller of the two uncertainties.
In the measurement of sample 6 at FRM II the self-made collimator was used, so a
completely homogeneous irradiation is not ensured. For the FRM II measurements
the 1025.872keV and 1028.54(2) keV doublet was resolved by dividing the total
measured peak area according to the tabulated intensities.

Sample oy [b]
No.  923.99keV 984.45keV 1025.87keV 1028.54(2) keV
6" 4.60(12)  44.26(119)  15.32(45) 32.35(82)
6 4.53(14)  43.67(211)  15.22(48) 31.74(99)
7t 4.57(13)  44.36(158)  15.50(44) 32.32(91)
o, 4.59(12)  44.29(119)  15.41(44) 32.34(81)

The weighted average of the averages of the two experiments is 00 = 176.3 £4.7b. It is
associated with the smaller of the two uncertainties, as some correlations, e.g. due to the
material used still exist (the uncertainty of the weighted average would be 3.4b).

(By using the reaction rate correction based on the JEFF database instead of the ENDF
database, the 2"Np(n,v)?*¥Np radiative capture cross section was calculated as ¢0 =

178.3 £4.7b. This value is in very good agreement with the value obtained based on the
ENDF database.)

The obtained value agrees well with the value of 175.9 &2.9b recommended by the
TAEA [113, 114] and tabulated in the Atlas of Neutron Resonances|[39]. In Figure 4.7
a comparison of the obtained thermal cross section value with a number of published
experimental values is shown. The values published most recently are 169 + 4b[115],
177 £5b[116] and 182.2 £4.5b[117]. They all agree with the value obtained in this
work and have comparable uncertainties. However, a significant disagreement of almost
five standard deviations is observed for the value of 141.7 & 5.4 b [118]. Note that some ex-
perimentalists have suggested corrections on the values obtained by other experimentalists
in previous experiments. Such corrected values are not included in the plot.

Both Harada et al. [115] and later Letourneau et al. [117] have suggested alternative
values for the 23*Pa emission probabilities employed for determining the number of 2"Np
atoms in previous (as well as their own) experiments. However, both have suggested
different values, with Letourneau et al. also altering the value calculated by Harada et
al. The changed values are in agreement with the value obtained in this thesis. It should
be noted, that in this work the measured cross section value does not depend on the said
emission probabilities.
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Table 4.5: Thermal radiative neutron capture cross section ¢0 of 2*’Np deduced from 23¥Np
decay ~y-rays with different energies listed in the left most column. The measure-
ments with sample 6 and sample 7 were carried out at the BRR.(?) and FRM I1 ().
The emission probabilities per decay event are taken from the DDEP evaluation and
are given in the text. The reaction rate corrections with ENDF data from Table 3.6
were used. All ¢¥ values in the table are given in b.

Used o2 [b] from
Line 6 7
923.99keV  176.7(50) 175.6(52

( (
984.45keV  175.8(48) 176.2(63
1025.87keV  174.9(53)  176.9(
( (
( (

1028.54keV  177.2(47) 177.1
Averages 176.2(47) 176.5(51
Total Average 176.3(47)

Based on the determined thermal neutron capture cross section the emission probabil-
ity of the 182.82(10) keV ~-ray was determined by p, = 0.,/0%. This value can be used for
normalizing the relative intensities given in Table 4.2. From the measurement of sample
6 at BRR it was calculated as p, = 0.124(4) and from the measurement of sample 7 at
FRM II as p, = 0.127(4). The weighted average was derived as p, = 0.125(4). This value
is in agreement with the tabulated value of 0.139(16)[80] based on the measurement of
Hoff et al[106]. The uncertainty achieved in this thesis, however, is a factor of four lower
than the literature value.
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Figure 4.7: Thermal radiative neutron capture cross section of 23’Np as calculated from the
measurements described in this work along with values taken from literature [119,
120, 121, 122, 123, 124, 125, 126, 118, 115, 116, 117]. The value recommended by
the IAEA is indicated by the blue line and its uncertainty by the gray area 113,
114].

4.2 Americium-241

The samples manufactured by PTB from the obtained ?*'Am-nitrate solution were trans-
ported to FRM II and irradiated at the external cold neutron beam of the PGAA-facility.
Sample 1503 was irradiated for about 35h using the self-made collimator, so that a spec-
trum with minimum interference could be obtained. The samples 1506 and 1507 which
included a gold foil as a comparator where irradiated using the elliptical beam guide ex-
tension, without additional collimation. This ensured a maximum activation of the small
amount of 2*!Am which is important for the cross section measurements. All PGAA mea-
surements during irradiation and decay measurements were performed in 45° tilting. The
gold foil faced the neutron beam during irradiation. Sample 1506 was turned around after
irradiation, so that the ?*'Am layer was facing the detector during the decay counting.
The second decay measurement of sample 1506 was performed 14 d after the irradiation.
This corresponds to 21 times the half-life of the *2Am created during the irradiation.
This activation product had therefore basically decayed completely by the time of the
measurement. Timing details of the measurements can be found in Table 4.6.

As discussed in section 3.4.1 2'Am has two comparably low energetic resonances at
0.307eV and at 0.574eV [39]. The created divergence from the 1/y/F, dependence is in
the order of 6% or 14 % at 0.0253 ¢V, depending on the chosen database. As already
shown in Figure 3.30 the progression of the capture cross section is very different in the
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Table 4.6: Details on measurements of the samples made by PTB using dissolved 2!Am. The
samples were irradiated and measured at the FRM II PGAA facility. The front of
the samples (e.g. defined by the gold foil) was facing the detector except for the
decay measurement of sample 1506, where the *!Am layer was facing the detec-
tor. The type of measurement is indicated as (p)rompt (during irradiation) and
(d)elayed (after irradiation). For the PGAA measurements of the samples contain-
ing gold the elliptical beam extension was used to increase the neutron flux.

Sample No.  treal [5] tive [s]  Rate [cps] type
1503 127534.9 126 694.7 276.90 p

1506 56981.9 42587.6  8930.35 P
1506 3626.0 3600.0 350.87 d
1506 5387.9 5358.3 252.83 d
1507 192309 14371.0  8902.92 p
1507 15083.9  15000.0 277.90 d
Blank 27190.6  27000.0 177.25 p

two evaluations, so that the derived reaction rate correction factors, also accounting for
the divergence from 1/4/E, are not compatible. This is a major source of uncertainty.
It should be noted that using the cold neutron beam at FRM II the uncertain deviation
from the 1/y/F, dependence can be mostly omitted (for illustration see Figure 4.8).

200F
5 150
m .
uf 100 .-. |
& G
50 \ T
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Figure 4.8: Plot of the neutron capture cross section of 'Am (gray line) as given in the
ENDFVII/T and weighted by \/F, for convenience, and of the energy distribution
of the cold neutron beam at the PGAA facility at FRM II (black points).

4.2.1 Partial Neutron Capture Cross Sections o, of **!Am

The prompt v-ray lines of 2*'Am were identified in the spectrum obtained during the
irradiation of sample 1503. Even though the amount of 2! Am in sample 1503 is more
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Figure 4.9: Comparison of the energies of identified background lines measured during the
irradiation of sample 1503 at FRM II with tabulated values.

than a factor of 100 lower than in the samples created from actinide-containing pellets,
19 prompt ~-rays of 2! Am could be identified. These include 7 primary ~-rays with high
energies. 2 of the secondary prompt ~-ray intensities had to be corrected for small inter-
ferences from background lines, which were identified using the blank sample irradiation
and decay measurements. The identified prompt ~-ray lines and the calculated intensities
relative to the strongest identified prompt ~-ray line at 154.72(7) keV are listed in Table
4.7.

The energy calibration was made piecewise using the 2!Am decay line at 59.54 keV [82,
86] and the prompt lines of 25Si at 1273.35keV, 3538.97 keV, 4933.89 keV and 6379.80 keV
[101]. The corresponding non-linearity correction functions were applied for the different
energy regions. The validity of both the energy calibration and the determined energy
uncertainties over the whole measurement range is demonstrated in Figure 4.9.

Normalization

The partial radiative neutron capture cross sections of ?!Am were deduced from the
PGAA and decay measurements of samples 1506 and 1507. The average thermal equiv-
alent neutron flux ®, during irradiation was determined from the activity of the gold
foil. Subsequently, the partial capture cross section of the most intense prompt 7-line
at 154.72(7) keV was calculated according to equation 2.76. The characteristics of %Au
used for the flux determination are given in section 4.1.1, where a similar normalization
procedure is discussed for 2*"Np.
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Table 4.7: Energies and relative intensities of prompt v-rays of 2*!Am measured at FRM II,
along with the corresponding photon-absorption correction factors 79. The normal-
ization to o is given using the reaction rate correction factor derived with the JEFF
evaluation (others are listed in Table 4.8).

E, [keV] Lf 7o | E, [keV] Lt 7o
132.57(12) 0.1803(82)  1.0113(23) | 382.46(14)  0.0198(21) 1.0069(15)
154.72(10)  1.0000(350)  1.0103(21) | 435.03(10)  0.0876(35) 1.0066(15)
186.44(11)  0.8552(443)* 1.0094(20) | 4714.02(50) 0.0071(17) 1.0021(5)
191.71(11)  0.1543(63)  1.0093(20) | 4719.35(61) 0.0059(17) 1.0021(5)
194.51(11)  0.2422(93)  1.0092(20) | 4822.06(38) 0.0081(17) 1.0020(5)
195.84(11)  0.1668(67)  1.0092(20) | 4855.56(41) 0.0070(16) 1.0020(5)
230.45(11) 0.1702(64)  1.0086(19) | 5160.87(28) 0.0083(10) 1.0020(4)
274.48(11) 0.3693(137)  1.0079(17) | 5167.03(74) 0.0023(9)  1.0020(4)
206.56(12) 0.0556(47)*  1.0077(17) | 5174.50(21) 0.0156(13) 1.0020(4)
316.28(16) 0.0124(26)  1.0075(17)

f: Multiply by 72.80(252) b to calculate o, (see table 4.8),
or with 0.109(6) to calculate p, (see text) per neutron capture event.
*: Interferences from other peaks, see section 4.2.1 for additional information.

For the irradiation of sample 1506 an average thermal equivalent neutron flux of
®y = 2.76(1) - 101 cm 257! was calculated using the peak area created by the 411.8 keV
decay v-ray of '®Au. Additionally, using the intense prompt capture v-ray of *7Au at
6252.11(6) keV a thermal equivalent flux of &, = 2.77(8) - 10'°cm~2s~! was determined,
confirming the above result.

For sample 1507 the flux was calculated as ®; = 2.58(5) - 101 cm~2s7! from the decay
y-ray of 1%¥Au and as ®g = 2.47(7) - 10" cm =2 57! from the prompt ~y-ray of 1%“Au. These
values are also in good agreement with each other.

For both samples the weighted average of the two flux determinations together with the
smaller of the uncertainties was applied to calculate the partial capture cross section nor-
malizations for the most intense prompt v-ray line at 154.72(7) keV as listed in Table
4.8.

Even though the shape of the capture cross sections tabulated in ENDF and JEFF
differ substantially, and consequently the corresponding reaction rate corrections differ,
the derived partial capture cross section values are in agreement with a difference of 1.3
times the combined standard deviation.

The value of 72.80(252) b determined with the reaction rate correction based on the JEFF
evaluated database seems to be more reliable, as it is based on recent measurements per-
formed by Lampoudis et al. [127] specifically for the JEFF evaluation. In the calculation
of p, = 0,/0? the reaction rate correction factor cancels out, so the normalization to
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emission probabilities given in Table 4.7 is independent of the data set chosen for the
correction.

Table 4.8: Partial radiative neutron capture cross sections of 2*!Am measured for the most
intense line at 154.72(7)keV at the FRM TI(f) PGAA facility. Different reaction
rate correction factors 7; from Table 3.6 are applied. The weighted average of the
measurements is given.

Sample oy [b]
No. 1 (ENDF) 1, (JEFF

~

Ui (U\/Ein)

)
1506 67.34(236) 71.89(252) 76.13(267)
1507 69.48(289) 74.16(309)  78.54(327)
&, 68.20(236) 72.80(252) 77.09(267)

The ENSDF evaluation of 2#'!Am [128] secondary and primary prompt v-radiation is
based on a publication of Salicio et at.[129]. The situation is the same as in the case of
BTNp. Primary and secondary v-rays were measured separately with different detectors
and samples. The secondary ~-radiation was measured at ILL with two curved crystal
spectrometers, one operating in the energy region from 30 to 400 keV and one from 200 to
1200keV. For this irradiation a target of 0.4(1) mg AmO, wrapped in an aluminum casing
with a total target thickness of 0.5 mm was provided by ORNL [129]. In the publication
and in the ENSDF file only relative intensities are reported.

The primary prompt v-radiation was measured using a target of about 1.1g Am,0O,
encapsulated in a thin-walled box made of aluminum. The measurement in the energy
range from 2 to 6 MeV was carried out at the SAPHIR reactor in Wiirenlingen with a
Ge(Li) detector, as in the case of the measurement of the primary prompt ~y-radiation
of 2"Np. Only a rough estimate on the emission probabilities per neutron capture event
is provided with an estimated uncertainty of 50 %. No normalization of the intensities
between the low and high energetic measurements is provided.

Due to these obstacles and the relatively small number of lines identified in this work, a
comparison of the evaluated data and the data measured here by means of a pull plot is not
sensible. It should be mentioned, however, that for all of the prompt 7-lines measured in
this thesis counterparts in the evaluation exist. As in this work both the higher and lower
energetic parts of the prompt y-ray spectrum were measured simultaneously and also the
normalization was determined these results, in principle, could be used to normalize the
ENSDF tabulated data.

4.2.2 Thermal Neutron Capture Cross Section of ?'!Am

The thermal radiative neutron capture cross section of *'Am was determined from the
decay measurements of samples 1506 and 1507.
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After neutron capture ?*2Am is created in two different isomers. The ground state
22 Am with a half-life of 16.01(2) h[82, 86] is formed with an isomeric production ra-
tio of 0.914(70)[130], measured by Fioni et al. at thermal neutron energies. This is
basically the same as the isomeric production ratio given as 0.91(10) in the evaluation of
Bernard and Bouland of the Commissariat a I’Energie Atomique et aux Energies Alter-
natives, France [131]. Besides the ground state 2426Am, also the metastable 22mAm with
a half-life of 143(2) yr [82, 104] is produced.

In the decay of 42Am only two known v-rays with energies of 42.13 keV and 44.54 keV
are emitted with rather low and uncertain emission probabilities of below 0.0004 per decay
event. As the emission probabilities are so low and the 7-rays have energies in the region
dominated by the very intense decay peak of #'Am at 59.54 keV as well as its X-ray escape
peaks, the y-rays of 2422Am could not be observed in the decay measurements in this work.
Neither could the even less intense v-rays from the decay of 2***Am be observed. Thus,
the K, and Kz X-rays following the electron capture decay of **®Am to 2*?Pu were
utilized for the thermal capture cross section determination. The emission probability of
the K, ; X-ray at 103.734 keV is given as 0.056(3) per decay event in the DDEP data base.
The emission probability of the K, 2 X-ray at 99.525keV is given as 0.0355(17) per decay
event. However, two decay ~-rays of 2*!Am with energies of 98.97keV and 102.98keV
produce peaks very close to the X-ray peaks, which also have a larger width than the ~-
ray peaks. Further these peak doublets are close to each other with regard to the detector
resolution. Therefore, the whole region was integrated in HYPERMET-PC using a linear
description of the background. The measurement that was taken 14 d after the irradiation,
when basically all of the ?22Am had decayed, was integrated in the same manner. The
resulting area corresponds to the background from the decay ~-rays of 2*'Am and hence
was subtracted from the previous area. For sample 1507 no decay measurement long
after the irradiation could be performed, thus the area obtained in the decay spectrum
of sample 1506 — 14 d after the irradiation — was weighted by the corresponding certified
activities. This weighted result was regarded as the background from the decay v-rays of
241Am and subtracted from the area resulting from the integration in the decay spectrum
of sample 1507. The resulting areas of both X-ray peaks were hence used to determine
the thermal capture cross section for the production of 2426Am.

Due to a high neutron flux during irradiation, the X-ray activities of the created
2422 Am showed to be dominant in this region. The 2*'!Am background contribution in this
area was found to be only about 12 % of the integration result.

In addition, the thermal capture cross section was also determined using the Kz; and
Kpo X-rays following the electron capture decay of **?26Am to ?*?Pu. These X-rays have
energies of 117keV and 120keV with emission probabilities of 0.0206(110) and 0.0072(4)
per decay event [82, 86]. All the results are listed in Table 4.9.

All obtained values are in good agreement with each other. This is also true of the values
calculated with the different reaction rate corrections based on the ENDF or the JEFF
database.
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4 RESULTS AND DISCUSSION

Table 4.9: Thermal neutron capture cross section Uggs‘ of the reaction 2*'Am(n,~)?*28Am.
The values are calculated using different X-ray lines following the decay of 2*28Am,
which are listed in the first column. The measurements were carried out at the
FRM II. The emission probabilities per decay event are taken from the DDEP
evaluation and are given in the text. The reaction rate corrections with ENDF and

JEFF data from Table 3.6 are used.

Used 0, [b] (ENDF) from o7, [b] (JEFF) from

Line 1506 1507 1506 1507

Ka 571.5(268) 579.4(263) 610.1(285) 618.4(281)

Ksa 567.9(351) 583.1(537) 606.2(375) 622.4(573)

Ko 568.3(422) 552.2(425) 606.7(450) 580.5(454)
Averages 569.8(268) 573.5(263) 608.2(285) 612.2(281)
Total Average 571.7(263) 610.3(281)

The major contribution to the uncertainty on the thermal 2*'!Am(n,~)??$Am cap-
ture cross section values arises from a 5% uncertainty of the tabulated X-ray emission
probabilities. The determination of the neutron flux contributed about 2% to the over-
all uncertainty, while the efficiency and the number of 2*!Am nuclei calculated from the
certified activity contributed below 1%. For the K, X-rays the total integrated peak
area could be determined with 1% uncertainty. For the Kz X-rays this uncertainty was
calculated as 4 — 7%.

The obtained thermal 2*'Am(n,~)?*?6Am capture cross section regards the produc-
tion of the ground state 2*?Am, only. It hence does not equal the thermal radiative
neutron capture cross section of *!Am, that is the thermal cross section for the reac-
tion *'Am(n,v)*?Am. To obtain the thermal radiative neutron capture cross section
of #'Am the thermal 2*!Am(n,~v)?*?2Am capture cross section was divided by the above
stated isomeric production ratio of 0.914(70).

Using the reaction rate correction based on ENDF a thermal capture cross section of
0% = 625.5+29.2b was derived. The same cross section calculated with reaction rate
correction based on JEFF has a value of 667.7 £ 31.2b.

These two values agree with each other. For the same reason as in the case of the partial
capture cross sections, the value obtained using the JEFF-based reaction rate correction
seems to be more reliable. The weighted averages calculated with the different reaction
rate correction factors are shown in Figure 4.10 together with other published values for
the thermal capture cross section of 24'Am.

The ENDF-based value of 625.5 4+ 29.2b for the thermal neutron capture cross section
value is in good agreement with the value of 585 4+ 12 b evaluated in the Atlas of Neutron
Resonances [39] and recommended by the TAEA. The JEFF-based value (667.7 + 31.2b),
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Figure 4.10: Thermal radiative neutron capture cross section of 24'!Am as calculated from
the measurements described in this work using reaction rate correction factors
calculated with the ENDF and JEFF evaluated databases. For comparison values
taken from other publications are given [132, 133, 134, 135, 136, 137, 138, 139,
140, 141, 130, 142, 143, 144, 127]. When only a capture cross section for the
production of 2426Am (Jg,g's_

and metastable state was calculated using the isomeric production ratio of Fioni

et al.[130]. The value of Harbour et al. [135] was taken from the evaluation by

Lynn et al. [145]. The IAEA-recommended value is indicated by the blue line and

its uncertainty by the gray area.

) was given, the capture cross section for the ground

by contrast, is higher than the IAEA-recommended thermal capture cross section value
by 2.5 times the combined uncertainty.

The measured JEFF-based value, however, is in good agreement with the ENDF/B-VIL.I
evaluated value of 684 b. The agreement of the ENDF/B-VILI evaluated thermal capture
cross section with the measured ENDF-based thermal capture cross section is less good.
Both the measured ENDF-based and the measured JEFF-based thermal capture cross
section values are lower than the JEFF 3.2 evaluated value of 748 b.

From Figure 4.10 it can be seen that the different published values of the capture cross
section scatter in a wide range between 580 and 890b, which at least partly can be
explained by the uncertain progression of the capture cross section at higher neutron
energies. However, an agreement of both the ENDF-based and the JEFF-based thermal
capture cross section values obtained in this work with the majority of the published data
is observed.

Preliminary capture cross section values obtained within the scope of this thesis were
published in [146, 147]. However, with new insights gained in the meantime and updated
data in databases the values presented here are lower than those presented earlier. There
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4 RESULTS AND DISCUSSION

are two reasons for this. First and primarily, this difference is based on the reaction rate
correction. In the earlier publication a 1/4/FE, dependence of the capture cross section
was assumed in the energy region from 0.0001 to 0.0253eV. As can be seen in Table 3.6
the reaction rate correction factors calculated based on JEFF and ENDF are significantly
lower than the negligible correction factor corresponding to the 1/4/E, assumption.
Second, in the publication a value of 0., 412 = 95.58(12) b for the 411.8keV decay ~-ray
of 'Au was used (taken from measurement [2]). However, in section 4.1.1 the o, 412 was
calculated consistently from different evaluated data sets as 94.34(15) b, which is 1.3%
lower.

Finally, the emission probability p, = 0. /0 was calculated as p, = 0.109(6). To cross
check this value, the calculation was made using both the ENDF-based and the JEFF-
based partial capture cross sections of the line and the corresponding thermal capture
cross section value. As it was expected, both calculations yielded the same value for p,,.
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4.3 Plutonium-242

4.3 Plutonium-242

Samples containing the ?**PuO, pellets and a blank sample casing were irradiated and
counted at the PGAA facilities at the BRR and FRM II sites. Prior to irradiation the
pellets’ integrity was visually checked. It turned out that the lightest pellet contained in
sample 1 had not been stable enough and had split into two pieces during transport. Due
to the limited neutron beam time not all of the intact samples could be irradiated at both
facilities. All irradiations were carried out at very low count rates; usually below 1% to
decrease the probability of coincidence events and to keep the dead time to a minimum.
The information on the measurement times is tabulated in Table 4.10. The spectrum
measured during the irradiation of sample 2 at BRR is shown in the appendix Figure E.1
and that of the measurement at FRM II in Figure E.2.

Table 4.10: Details on measurements of samples containing pellets with 242Pu at the different
sites. The front of the samples (e.g. defined by the gold foil) was facing the detector
except for the 6 h measurement of sample 3 on the LEGe, where the pellet was
facing the detector. The type of measurement is indicated as (p)rompt (during
irradiation) and (d)elayed (without irradiation) and the type of detector used is
specified (LEGe or coaxial HPGe)

Sample No.  twea [s]  tuve [S] Rate [cps] type
2 82881.7 82136.6 230.18 p, HPGe

2 4299.1 42874 99.04 d, HPGe

3 51756.2 51386.7 170.01 p, HPGe

BRR 3 21610.0 21590.5 200.69 d, LEGe
3 61234.0 61176.2 161.64 d, LEGe

3 65343.9 65290.0 317.81 d, HPGe

Blank 20280.5 20216.4 44.21 p, HPGe

2 97139.5 96300.5 258.10  p, HPGe

2 450.4 450.0 25.92 d, HPGe

3 23485.5 23333.2 190.9 p, HPGe

FRM II 3 13897.0 13888.4 15.02 d, HPGe
10 43669.0 42315.6 757.04  p, HPGe

10 6188.5  6183.5 23.85 d, HPGe

Blank 36000.0 359474 25.52 p, HPGe

At the PGAA station of the BRR the samples were tilted by 30° against the neutron
beam axis. For the PGAA measurements a circular collimator of ®Li-enriched plastic with
a diameter of 5.5 mm was placed in the mounts at the sample chamber opening to decrease
the irradiation of the quartz glass, thus reducing unnecessary background radiation. At
the FRM II the samples were placed at an angle of 45° in front of the detector. The
self-made collimator of 5 mm diameter described in section 3.1.2 was placed at the end of
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the neutron beam guide. The position of the resulting beam spot was determined with a
sheet of the special Li-containing film fitted into the sample holder. This image was used
to check the positioning of the samples prior to and after irradiation.

Sample 2 was irradiated at both facilities to measure spectra with as few background
lines as possible to identify prompt y-ray lines of 2*2Pu neutron capture and to calculate
their relative intensities. The samples containing gold foil were used to measure the partial
capture cross section of the most intense prompt ~-ray line and then normalize the relative
intensities. Thus, sample 2 was irradiated longer than the samples containing gold foil
as a flux monitor. The samples with the gold foil were irradiated with the foil facing the
neutron beam and the detector.

After irradiation the samples containing gold foil were counted for decay radiation. At

the BRR sample 3 was irradiated and afterwards counted in the "DOME" low-background
counting chamber using both a LEGe and a coaxial HPGe detector, successively. The
LEGe spectra were acquired in a one hour batch mode, meaning that each hour one
spectrum was automatically collected, so that the decrease in the count rate from the
243Py could be measured. The spectra of one such batch were added up to get an integral
spectrum, in which the peak areas could be determined with small uncertainties. Between
stopping one measurement, saving of the spectrum and starting the next measurement
only a few seconds passed, so that in the integral spectrum the dead time was increased
only marginally compared to directly measuring the spectrum over the whole time period.
For the first batch consisting of six one-hour measurements the pellet was facing the
detector, so that the low energetic y-rays of the 243Pu decay could be measured without
the photon absorption in the gold foil. As the half-life of 243Pu (5h) is much shorter
compared to the half-life of 1%Au (2.7d), the determination of the %Au activity of the
gold foil was later done separately.
Then the sample was turned around and another batch of 17 one-hour measurements was
taken with the gold foil facing the detector. After that, the detector was changed for a
coaxial HPGe detector with 13 % relative efficiency. This detector had a four times higher
efficiency at 411.8keV, the energy of the strongest decay ~-ray line of 1%®Au used for the
determination of average thermal equivalent neutron flux.

At the FRM II site samples 3 and 10 were irradiated and counted for determining
the partial capture cross sections. The decay counting was performed directly with the
detector of the PGAA station with closed beam shutter. Sample 10 was irradiated in the
fully opened beam without the self-made collimator to ensure a homogeneous irradiation.

4.3.1 Partial Neutron Capture Cross Sections o, of ?*?Pu

From the spectra taken during the irradiation of sample 2 at the BRR and FRM II PGAA
facilities, energies and intensities relative to the strongest prompt y-ray line found were
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determined. Using the background spectra collected from the irradiation of the blank
sample, interferences from prompt y-radiation caused by the irradiation of the sample
casing or from the usual beam background were identified. It was thoroughly checked
for the presence of prompt ~-lines from any stable element using EGAF [4] and from any
actinide using ENSDF [80] libraries. Using the ENSDF [80], DDEP [82] and NuDat [102]
databases, as well as the Table of Isotopes [103] it was checked for any radioisotope and
corresponding decay- and X-radiation. The prompt ~-ray lines of 2#2Pu neutron capture
were identified using the adopted level scheme tabulated in ENSDF [80]. In total 127
prompt v-ray lines of 2#2Pu were observed consistently in the two measurements.

Background lines clearly identified in the PGAA spectra were used for the absolute
energy calibration of the spectra. These were background lines originating from the irra-
diation of the sample casing or of the measurement environment, as well as the strongest
line from the **'Am activity in the sample (see section 3.3.1).

The energy calibration for the BRR PGAA measurement was based on the 2*!Am de-
cay v-ray line at 59.54 keV [82, 86] and the prompt v-ray line of 2Si at 4933.89 keV [101]
combined with the pre-determined non-linearity correction. As it was necessary to use
two non-linearity functions for the FRM II measurement the energy calibration was made
piecewise using the 2!Am line at 59.54 keV [82, 86], the line at 351.93 keV [82, 148] from
the B-decay of 214Ph, the prompt line of 28Si at 1273.35keV [101], the decay line of 2F
at 1633.5keV [2] (from the FEP foil), the prompt line of 'H at 2223.25 keV [149] and the
prompt lines of %Si at 3538.97keV, 4933.89 keV, 6379.80 keV and, 8472.22keV [101].

The validity of both the energy calibration and the determined energy uncertainties is
demonstrated in Figure 4.11, where the energy residuals from the measured and the tab-
ulated data of clearly identified peaks from different isotopes are plotted as a function
of the measured energy. No systematic effects are observed and the uncertainties given
seem to be reasonable, as the residuals generally scatter around 0 within just 2 standard
deviations. The average residual for the BRR measurement is 0.024(28) keV and for the
FRM II measurement 0.005 + 0.037 keV, both perfectly compatible with 0.

127 prompt ~y-ray lines were identified in the BRR and the FRM II, PGAA measure-
ments of sample 2. In Figure 4.12 the energies of the identified prompt ~-rays as measured
at the BRR are compared with the corresponding ones measured at the FRM II. The
mean of the pull plot in Figure 4.12(a) is —0.019 & 0.078 and thus perfectly compatible
with 0, whereas the RMS is 0.88+0.06. This might indicate an overestimation of the given
uncertainties. No systematic deviations are observed in the plot of the residuals against
the measured energies in Figure 4.12(b). Both plots demonstrate a very good agreement
of the measured prompt 7-ray energies.

The pull plot for the relative intensities in Figure 4.13(a) with a mean of 0.026 +0.102
and an RMS of 1.150 £ 0.072 shows that the two measurements are in good statistical
agreement. The graph of the residuals of the relative intensities as a function of the
measured energy in Figure 4.13(b) shows that no visible systematic energy-dependent
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Figure 4.11: Comparison of the energies of identified background lines measured during the
irradiation of sample 2 at (a) BRR and (b) FRM II with tabulated values.
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Figure 4.12: Comparison of the 2*?Pu prompt v-ray energies measured at BRR with those
measured at FRM II. (a) Pull plot of the measured energies. (b) Graph showing
the residuals as a function of the measured ~-ray energy.

effects seem to occur. Thus, it can be concluded that the two measurements of the
relative intensities are in very good agreement over the whole measured energy-range.

A set of 81 ~y-ray lines observed in both the BRR and the FRM II PGAA measure-
ments, that could not be assigned yet and that thus could be additional prompt 7-rays of
the 2*2Pu neutron capture reaction, is listed in the appendix in Table A.3. The relative
intensities are calculated with respect to the 287.69(8) keV ~-ray line. Neither the relative
intensities nor the energies of these unassigned lines differ by more than 1.6 standard
deviations between the two measurements, so they are in excellent agreement. However,
as they have not yet been placed in the level scheme, their assignment is uncertain.

The intensities relative to the strongest line were derived from the measured peak areas
after applying the appropriate corrections, such as the efficiency or ny(E,). Most of the
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Figure 4.13: Comparison of 24?Pu prompt ~-ray relative intensities measured at BRR with
those measured at FRM II. (a) Pull plot of the measured relative intensities. (b)
Graph showing the residuals as a function of the measured 7-ray energy.

lines were clearly identified and fitted well, with no necessary corrections for background
contributions. The uncertainties of the measured peak areas are typically higher for the
FRM II than for the BRR PGAA measurement. This is due to the distorted peak shapes
in the FRM II PGAA spectrum, which is especially true for the strongest line. As all
intensities were calculated relative to the intensity of the strongest line this uncertainty
propagates accordingly.

All the measured energies and relative intensities of 127 prompt 7-ray lines derived from
the BRR PGAA measurement are given in the appendix in Table A.1. Those from the
measurement at FRM II are given in Table A.2 along with the photon absorption correc-
tion factors 1o(E,) applied. The weighted averages of both the energies and the relative
intensities I, from the two measurements are given in Table 4.11 together with the smaller
of both uncertainties. Intensities derived from peak areas that were corrected for inter-
ferences with other peaks seen in the blank sample irradiation or the decay counting are
marked with asterisks. These corrections are basically the same for both measurements.
Corrections were applied by weighting the peak area measured in the blank sample irradi-
ation or the decay counting with the corresponding live times and subtracting that value
from the investigated peak area. These corrections were generally relatively small, in or
below the percent range. In the following some special cases will be discussed.

Prompt 7-ray line at 96.06(10) keV

A weak interference from the 96.4(4) keV ~-ray from the S-decay of 2*3Pu was corrected
for using the tabulated relative intensity of 0.06(1)[93] and the measured 2**Pu decay
y-ray line at 84.14(5) keV, which is the strongest of the decay «-ray lines of 2#*Pu. All
in all the interference correction was smaller than the uncertainty of the measured peak
areas.
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Prompt y-ray line at 125.47(71) keV

An interference from a decay v-ray line of 2*!Am at 125.30(2) keV with an intensity of
0.0041(20) per 100 a-decays was corrected for using the measured peak are of the strongest
MAm line at 59.54keV with an intensity of 35.92(17) per 100 a-decays. The values are
taken from DDEP [82, 86]. As the intensity of the prompt v-ray line of 242Pu is rather
weak the correction turned out to be almost one half of the total peak area for the BRR
measurement, but only 4% of the peak area for the FRM II measurement, due to the
higher neutron flux and thus the higher reaction rate. The resulting relative intensities of
0.0010(3) and 0.0013(33) nevertheless agree very well within their uncertainties.

Prompt y-ray line at 159.47(10) keV

Interferences at this energy are due to an activation of the HPGe crystal. A decay 7-line
from the metastable state in "™Ge at 159.7(1) keV [150] and a weaker prompt y-ray peak
from "Ge at 159.27(2) keV [151] are present. As these interferences stem from the normal
background and do not depend on the actual sample, the subtraction was made using
the peak area measured in the irradiation of the blank sample weighted by the live times.
The correction was 34 % of the peak area for the BRR measurement, but only 14 % of the
peak area for the FRM II measurement. This implies that the increased distance between
the detector and the neutron beam and the thicker neutron shielding overcome the higher
neutron flux and thus the higher flux of scattered neutrons in comparison to the BRR
PGAA detector. Still the resulting relative intensities 0.0025(4) and 0.0018(6) are in good
agreement, for the two measurements.

Prompt ~-ray line at 241.93(7) keV

A 1.9% contribution from a 241.997(3) keV -ray originating from the S-decay of 2**Pb in
the lead shielding was corrected for in the FRM II measurement using the blank sample
spectrum. No such contribution was found in the BRR measurement. The resulting
relative intensities are in agreement being 0.0807(15) and 0.0857(49).

Prompt y-ray line at 277.98(9) keV

One of the strongest decay 7-ray lines of the 2°Np contaminant in the sample material
at 277.599(1) keV contributed massively to the relatively small measured peak area of the
277.98(9) keV prompt y-ray. The decay line has an intensity of 14.4(1) per 100 decay
events. Its contribution was corrected for by using the equally strong decay ~-line at
228.183(1) keV with an emission probability of 11.32(22) per 100 decay events seen in the
same measurement. Decay data are taken from DDEP [82, 85]. In the case of the BRR
measurement this contribution is 52 % of the measured peak area, whereas it is 20 % in
the case of the FRM II measurement.

An additional small interference with a Ge X-ray escape peak from the strongest prompt
y-ray of 2*2Pu at 287.69(8) keV was also corrected for. The correction was performed
based on the ratio between the X-ray escape peak and the full energy peak determined
with Geant4 simulations for the respective detectors. The contribution to the measured
peak area was calculated to 9% for the BRR measurement and as 23 % for the FRM II
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measurement.

Another 6% contribution seen in the blank sample measurement at the BRR, but not
at the FRM II was also corrected for. It probably originates from the activation of the
copper cooling finger in the HPGe crystal, as it corresponds to the strongest prompt y-ray
line of ®3Cu. All in all the resulting relative intensities of 0.0031(8) and 0.0029(11) agree
very well within their uncertainties.

Prompt 7-ray line at 333.37(35) keV

In the BRR measurement this peak is dominated by a decay ~-line of 2*Np at 334.310(3) keV
with an intensity of 2.04(2) per 100 decays [82, 85|, contributing 72% to the measured
peak area. In the FRM II measurement this contribution is only 19 %. Thus, the energy
determination of this prompt y-ray at the BRR cannot be deemed reliable and the energy
determined at FRM II is given. The corrections were calculated using the 228.183(1) keV
decay ~-ray line. The resulting relative intensities are 0.0003(2) and 0.0006(3), which are
in agreement.

Prompt 7-ray line at 480.63(9) keV

This peak is situated on top of the Doppler-broadened 477.6keV ~-ray peak from the
19B(n, o) Li reaction. Approximating the shape at the top of the Doppler-broadened
peak a small region around the peak at 480.63(9) keV was regarded as flat . The resulting
relative intensities of 0.0139(6) and 0.0142(10) agree well within their uncertainties.

Prompt 7-ray line at 516.61(9) keV

A 31% contribution from the prompt ~-ray of 36Cl at 517.077(8) keV with a partial cap-
ture cross section of 7.58(5) b [152] was corrected for in the BRR measurement using the
blank sample irradiation. The same contribution was only 15 % in the FRM II measure-
ment.

Additionally, a contribution of 0.8 % was determined resulting from the chlorine contam-
inant in the sample material. This was done using the undisturbed prompt «-ray line of
36C1 at 1164.87 keV with a partial capture cross section of 8.91(4) b [152] after the correc-
tion of the background. The resulting relative intensities, 0.0165(16) and 0.0144(13), are
in agreement.

Prompt 7-ray line at 787.17(72) keV

This prompt ~-ray peak is in between the two stronger prompt 7-ray peaks of 36Cl at
786.3keV and at 788.4keV with partial capture cross sections of 3.419(3)b[152] and
5.42(5)b[152]. The intensity was determined by subtracting the contributions of chlo-
rine as explained in the previous paragraph. The energy of this vy-ray was assumed to be
the energy tabulated in ENSDF [93] with an estimated uncertainty of one channel.

Prompt 7-ray line at 3519.06(11) keV

The peak appears to be broader than usual for the FRM II measurement and could,
instead of being one peak, be a doublet of two peaks with similar intensities. In the BRR
measurement no evidence was found for this, but that might be due to the smaller peak
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area.

Table 4.11: List of the weighted means of the prompt y-ray line energies and relative intensities
from the 242Pu(n, v)243Pu reaction from the measurements at BRR and FRM II.
The smaller of the two uncertainties is given as the uncertainty of the weighted

average.
E, keV] L} | B, [keV] Lt | B, [keV] Lt
96.06(10)  0.0789(21)* | 607.32(18)  0.0014(2) | 924.98(18)  0.0019(3)
125.47(71)  0.0010(3)* | 609.80(9)  0.0104(8)* | 931.69(12)  0.0040(4)
159.47(10)  0.0023(4)* | 625.24(8)  0.0135(5) | 975.93(13)  0.0068(6)
184.21(8)  0.0243(5) | 633.14(16)  0.0058(6) | 999.68(15)  0.0039(5)*
219.49(8)  0.0138(3) | 637.87(10) 0.0068(4) | 1008.66(14) 0.0032(3)
229.15(8)  0.0136(5) | 644.10(12) 0.0055(5) | 1015.58(9)  0.0072(5)*
233.65(10) 0.0024(2) | 647.09(33)  0.0024(6) | 1022.36(9)  0.0098(6)
241.93(7)  0.0811(15)* | 656.21(8)  0.0118(8)* | 1028.19(12) 0.0014(2)
261.58(8)  0.0103(4) | 662.42(10)* 0.0099(5) | 1031.34(10) 0.0027(2)
263.24(11)  0.0015(1) | 663.98(12)% 0.0060(4)* | 1042.37(8)  0.0074(3)
275.28(8)  0.0236(6) | 666.55(30)  0.0008(3) | 1045.89(17) 0.0017(4)*
277.98(9)  0.0030(8)* | 675.78(8)  0.0140(8) | 1050.37(10) 0.0040(4)
284.32(8)  0.0202(6) | 679.13(11) 0.0055(5) | 1054.23(13) 0.0038(4)
287.69(8)  1.0000(129) | 683.13(10)  0.0092(7) | 1056.30(12) 0.0047(4)*
333.37(35) 0.0004(2)* | 714.77(15)  0.0020(2) | 1070.46(18) 0.0027(4)
343.80(8)  0.0270(5)* | 716.78(10) 0.0049(3) | 1087.12(11) 0.0058(7)*
385.84(8)  0.0071(2)* | 729.86(13) 0.0019(3) | 1091.49(10) 0.0060(6)
388.07(14) 0.0013(1) | 738.14(8)  0.0124(4) | 1162.40(15) 0.0046(4)*
400.81(8)  0.0350(7)* | 746.36(7)  0.0139(5) | 1170.34(24) 0.0017(3)
402.52(8)  0.0353(7) | 752.37(7)  0.0050(5)* | 1176.43(12) 0.0119(13)*
407.32(8)  0.0183(4) | 757.17(10)  0.0049(5) | 1180.27(14) 0.0028(3)*
416.50(8)  0.1361(53)* | 780.92(9)  0.0035(3) | 1190.57(7)  0.0175(5)
426.06(10) 0.0040(3) | 787.17(72)  0.0044(13)* | 1196.70(8)  0.0080(4)
439.39(9)  0.0055(3) | 791.36(8)  0.0142(4) | 1201.11(8)  0.0103(4)*
444.67(8)  0.0163(4) | 805.20(15) 0.0037(4) | 3519.06(11) 0.0052(4)*
447.54(42)  0.0004(2) | 813.84(7)  0.0376(8) | 3544.47(18) 0.0041(4)
480.63(9)  0.0140(6)* | 831.12(10) 0.0041(4)* | 3598.68(19) 0.0022(2)
501.14(9)  0.0276(14) | 838.45(10) 0.0065(6) | 3615.28(11) 0.0089(4)
513.78(8)  0.0543(27)* | 841.55(15) 0.0027(4) | 3648.64(12) 0.0058(3)
516.61(9)  0.0153(13)* | 844.52(9)  0.0073(5) | 3734.99(11) 0.0043(3)
522.25(7)  0.0215(5) | 847.61(8)  0.0128(7)* | 3859.57(15) 0.0014(1)
526.27(7)  0.0448(8) | 850.25(9)  0.0147(6) | 3906.50(11) 0.0036(2)
534.06(8)  0.0091(3) | 862.35(14) 0.0053(6) | 4087.19(14) 0.0029(2)
546.91(10) 0.0089(7) | 867.60(8)  0.0140(8)* | 4130.59(10) 0.0047(3)

Continued on the next page
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E, [keV] Lt | E, [kev] L} | B, [keV] Lt
551.60(12) 0.0040(6) | 870.98(14)  0.0047(6)* | 4222.36(12) 0.0036(2)
555.89(9)  0.0185(7) | 874.15(9)  0.0099(5) | 4226.59(10) 0.0082(4)
558.05(9)  0.0197(8) | 880.38(23) 0.0026(5) | 4246.21(51) 0.0003(1)
560.16(14) 0.0063(6) | 887.43(9)  0.0129(5) | 4332.10(9)  0.0087(5)
564.73(8)  0.0393(11)* | 889.30(8)  0.0272(6) | 4382.74(12) 0.0026(2)*
566.34(8)  0.0350(10)* | 893.58(10) 0.0063(4) | 4589.23(16) 0.0015(1)
573.24(11) 0.0061(5) | 902.91(7)  0.0202(5) | 4644.39(17) 0.0014(1)
580.15(8)  0.0112(5) | 913.36(8)  0.0138(5)

600.54(10) 0.0033(5)* | 918.43(14)  0.0042(3)

'+ Multiply by 7.07(12) b to calculate 0., (see Table 4.12),

or with 0.332(13) to calculate p, per neutron capture event (see Table 4.18).
. Interferences from other peaks, see text for additional information.
. Doublet of two peaks.

In Figure 4.14 the obtained data are compared with data tabulated in the ENSDF [93].
Within the stated uncertainties the values tabulated in ENSDF [93] are, generally, in
agreement, with the data measured in this work, as shown by the pull plots. At high
energies, however, a systematic deviation from the tabulated ~-ray energies is observed,
as the mean of the corresponding pull plot is —2.22 4+ 0.20. On an absolute scale this
corresponds to an average deviation of —1.7keV between the v-ray energies measured in
this work compared to those in the tabulated data set. These deviations are, however,
within the reported systematic uncertainty of up to 3keV. The pull plot of the relative
intensities for the lower energetic secondary 7-rays has a mean of 0.03+0.10 and an RMS
of 1.00 £ 0.07, whereas the higher energetic primary ~-rays scatter more with an RMS of
1.90 £+ 0.33.

The ENSDF data are based on a work of Casten et al.[153] published in 1976. In
that work, the primary and secondary prompt ~-radiation was studied at the Brookhaven
Reactor using 2.66 €V neutrons, so that the primary neutron capture mechanism was
resonance capture. A massive target of 288 mg Pu with a 98.26 % 2*2Pu enrichment
embedded in a sulfur matrix was used the whole target weighting 2.72g. The spectra of
primary and secondary v-rays were obtained separately with two Ge(Li) detectors one
operating in the energy range from 0 to 1.5 MeV and a second operating from 0 to 6 MeV.
By using two detectors, v-y-coincidence data could be measured, so that individual ~-
ray cascades could be determined from the capture state to the ground state. To reduce
coincidence events a 1.5 mm lead absorber was introduced between sample and detector.
The ~-ray energies in the lower energetic regime (secondary ~-rays) are claimed to have
an uncertainty of 0.2 to 0.6keV, whereas for higher energies an uncertainty of 1keV
and a systematic accuracy of £3keV is estimated. Relative intensities are said to have
uncertainties in the order of 15%. All in all the uncertainties of both the y-ray energies
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Figure 4.14: Comparison of the 242Pu prompt v-ray data deduced in this work with data
tabulated in ENSDF. (a) Pull plots of the energies. The lower energetic pull plot
has a mean of 0.07 = 0.12 and an RMS of 1.28 £ 0.09 and the higher energetic
one has a mean of —2.22 +0.20 and an RMS of 0.83 +0.14. (b) Pull plots of the
relative intensities. The lower energetic pull plot has a mean of 0.03 + 0.10 and
an RMS of 1.00 £ 0.07 and the higher energetic one has a mean of 0.38 £ 0.46
and an RMS of 1.90 £ 0.33.

and the relative intensities determined in this thesis have a much lower uncertainty.

Normalization

The thermal partial radiative neutron capture cross sections were calculated for the most
intense prompt 7-line of 242Pu according to the procedure described in section 4.1.1 for
237N

D

Both the decay spectra taken at the BRR measurement facility with the LEGe and
the coaxial HPGe detectors were used to determine the neutron flux, employing equa-
tion 2.75. From the LEGe measurement a thermal equivalent neutron flux of &5 =
8.08(10) - 10" em™?s7! and from the HPGe measurement one of &5 = 8.07(9) - 107 cm 257!
were determined with very good agreement. To cross check @3 was also determined
from the 411.8keV peak in the PGAA measurement and from several strong prompt
~-ray peaks of the 7Au neutron capture using the EGAF-tabulated partial cross sec-
tion values [2, 3, 154]. The resulting values of ®y were all in agreement with the values
obtained with the decay measurements. For the further analysis the thermal equiva-
lent neutron flux was defined as the weighted average of all the obtained ®, values, as
®;, = 8.08(9)-10"cm 257!, Using equation 2.76 the partial capture cross section of
the 287.69(8) keV was determined as 7.05 + 0.12b, using the reaction rate correction 7
calculated with the ENDF database. The uncertainty of 1.7 % is dominated by a 1%
uncertainty of the fitted peak area, a 1.2 % uncertainty of ®; and 1% uncertainty of the
efficiency. The photon absorption and reaction rate correction factors contribute only
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4.3 Plutonium-242

about 0.1 % each.

For the FRM II measurements the thermal equivalent neutron flux was determined in
the same way as for the BRR measurements. As at the BRR the values obtained from
the decay counting are much more precise than the values from the PGAA measurement.
For sample 3 a thermal equivalent neutron flux of ®; = 9.09(24) - 10® cm=2s~! was deter-
mined from the 411.8keV decay 7-ray line of 1%Au. The weighted average of all values
Dy = 9.17(24) - 108 cm 257! was used for further calculations. The partial radiative cap-
ture cross section of the prompt y-ray line at 287.69(8) keV was calculated as 6.87(19) b.
For sample 10, where the neutron beam was fully opened, the average neutron flux was
determined accordingly as ®g = 1.42(2) - 10° cm~2s~!. This results in a partial radiative
capture cross section of 7.09 &+ 0.14 b.

Although all three values are in good agreement with each other, the value derived from
the measurement of sample 3 at FRM II was somewhat lower than those values obtained
from the measurements of samples 10 at FRM II and 3 at BRR. This implies that the
self-made collimator might have cut off a small part of the divergent beam, resulting in
a slightly inhomogeneous irradiation of the sample. For this reason, and as the measure-
ment of sample 10 at the FRM II is practically uncorrelated with the measurement of
sample 3 at BRR, because the neutron beam, the detector system and the sample differ,
the sample 3 measurement at FRM II was omitted for the weighted average which was
then used to normalize the relative intensities to the partial cross sections in Table 4.11.

The determined partial cross section values calculated with different reaction rate
correction factors 1, and the weighted averages are tabulated in Table 4.12. The weighted
average of 7.07 £ 0.12b is in fair agreement with the value of 7.67(31) b published in [92],
which was obtained with the samples of the second generation prepared according to the
procedure described in section 3.3.3.

Table 4.12: Partial radiative neutron capture cross sections of 2**Pu measured for the most
intense line at 287.69(8) keV at the BRR (°) and FRM II (f) PGAA facilities. Dif-
ferent reaction rate correction factors 77 from Table 3.6 were applied. The weighted
average of the uncorrelated measurements (o) of 3P and 10f is given.

Sample o, [b]
No. m (ENDF) m (JEFF) m (1/VEy)
3b 7.05(12) 7.07(12) 7.03(12)
3f 6.87(19) 6.88(19) 6.84(19)
10f 7.10(14) 7.11(14) 7.06(14)
oy 7.07(12) 7.08(12) 7.05(12)
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4 RESULTS AND DISCUSSION

4.3.2 243Pu Decay Radiation and Half-Life

Based on the LEGe measurement directly following the irradiation where the pellet instead
of the gold foil was facing the detector, the relative intensities of the decay v-rays of 2**Pu
were determined. A comparison of the observed lines with the data tabulated in ENSDF
can be found in Table 4.13. The peaks are all very well fitted without overlapping peaks
with the exception of the 25.62(11)keV peak, which is in the tail of the intense 2! Am
decay peak at 26.34(6) keV (the tabulated value of this peaks energy is 26.344 60(24) keV
[82, 86]) and the fitting of this relatively small peak might thus be unreliable. The
energy calibration was made using the pre-determined non-linearity function of the LEGe
detector, and the 2!Am decay ~-ray peak at 59.54keV as well as the %*Au decay 7-ray
peak at 411.80keV for the normalization of the calibration. The measured 7-ray energies
have a much smaller uncertainty than the tabulated values. The relative intensities have
similar uncertainties. The values are generally in agreement.

In the tabulation only an approximate normalization of p, ~ 0.23 per decay event is
given for the 84.14(5) keV ~-ray. Based on the determined thermal equivalent neutron flux
and a half-life value for the decay of 4.956(3) h [93] for ?**Pu the partial radiative capture
cross section of this line was determined. From the LEGe measurement of sample 3 it was
deduced as 0, = 3.11(6) b and from the HPGe measurement as o, = 3.60(11) b. From the
decay measurement of sample 3 at FRM II a value of 0., = 3.36(11) b was obtained and a
value of 0, = 3.51(11) b of the decay measurement of sample 10. The differences are quite
high, especially given that the direct decay measurement with the LEGe and later with
the HPGe of sample 3 at the BRR. This is especially interesting as the deduced neutron
fluxes are in very good agreement. A half-life of ?*3Pu higher than the one tabulated,
however, might account for that phenomenon.
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Figure 4.15: Fit of an exponential function to the measured count rates of the 84.14(5) keV
~-ray peak. (a) The fit results and (b) the corresponding residuals.

From the 17 one-hour measurements taken with the gold foil facing the detector, the
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4.3 Plutonium-242

Table 4.13: Measured y-rays of 243Pu ™ -decay to 2*3Am and corresponding data taken from
ENSDF [93] for comparison.

E, [keV] I, E, it [keV] I i,
25.62(11) 0.0060(31)  (25.2(3))F  (=0.003)t
35.04(9) 0.0024(9)  ~34 >0.003
41.87(5) 0.0423(21)  41.8(2) 0.0365(30)*
67.03(5) 0.0131(7)  67(1) 0.010(5)
84.14(5)* 1.0000(112) 84.0(2) 1.0
109.39(5) 0.0069(5)  109.2(2) 0.0070(7)
356.51(5) 0.0064(10)  356.4(2) 0.0058(3)
381.80(5) 0.0288(20)  381.6(2) 0.025(1)

t . ~y-ray not observed, but from level balance calculation.

t . Intensities combined from two tabulated adjacent peaks,
unresolvable in this measurement.

: Weighted average of decay measurements
with HPGel3 (84.11(7) keV) and LEGe (84.16(5) keV)
in the "DOME" chamber at the BRR site.
PGAA measurements: 84.12(8)keV (BRR)
and 84.21(11) keV (FRM II).

*

half-life of 2#*Pu $~-decay to 2**Am was obtained. A least-squares fit of an exponential
function of the form A-exp(—A-z) to the count rates measured for the 84.14(5) keV peak
was performed. The result is shown in Figure 4.15. The fit is very good with a reduced y?
of only 0.74. The residuals shown in Figure 4.15(b) show no systematic deviations. The
resulting half-life of 243Pu is 4.996(35) h which is higher than but still in fair agreement
with the ENSDF-tabulated value of 4.956(3)h. The tabulated value is based on two
measurements [155, 156]. The value obtained in this work is in excellent agreement with
one of these measurements, which yielded a value of 4.98(2) h[155]. Using the measured
half-life for further calculations changes the partial cross section values to o, = 3.08(7) b
in the case of the LEGe measurement and to o, = 3.47(15)b in the case of the HPGe
measurement.

4.3.3 Neutron Separation Energy

Due to the ?*?Pu nucleus having a spin of I2u2p, = 0 the capture state has a spin of
Jes, = 1/2+. The ground state of 243Pu has Jgs. = 7/2+. A direct ground state transition
would, thus, be at least an M3 transition. The latter is unlikely to occur, as the capture
state can de-excite through other levels with E1 and M1 transitions. No indication of
such an M3 transition was observed in the measurements.
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4 RESULTS AND DISCUSSION

The transition energies in a single y-ray cascade add up to the neutron separation en-
ergy (see equation 2.40). Thus, in order to determine the neutron separation energy
a least-squares fit of the measured ~-ray energies, corrected for the nuclear recoil, was
performed using gtol [157]. The resulting neutron separation energy was found to be
Sn = 5036.33(59) keV, where the fitted uncertainty of 0.07keV was multiplied by the re-
duced x? of the fit to estimate an unbiased uncertainty. The calculated S, is in good
agreement with the value of 5034.2(26) keV tabulated in ENSDF [93], within the high un-
certainty of the tabulated value.

The calculated value of S, is higher by 2.14keV than the tabulated value, which was
deduced using the measurement by Casten et al. [153] having the above mentioned ~-ray
energy deviations at high energies.

4.3.4 Nuclear Structure Calculations

Using nuclear structure Monte-Carlo simulations the thermal radiative neutron capture
cross section of 2#2Pu can be obtained directly from the measured partial capture cross
sections of the prompt ~-radiation. Such simulations also indicate whether new prompt
~-rays could be assigned to known levels of the nucleus. Nuclear structure simulations of
43Py will be described in the following. For these simulations the DICEBOX statistical
decay simulation code [59] was used (see section 2.8.2). In each simulation run 100 separate
realizations of the level scheme were created in order to minimize biasing of the results
from singular realizations. The differences between the realizations are reflected in the
uncertainty given in the DICEBOX output. In each realizations 200000 decay ~v-ray
cascades from the capture state were simulated to yield optimal statistical variation in
the simulated level populations.

4.3.4.1 PSF and LD Models

As different models all show agreement with current measurements, by choosing combina-
tions of different models provided by DICEBOX the impact of the models on the resulting
capture cross section was studied. The parameters for the 2*3Pu level density (LD) and
photon strength function (PSF) models were taken from the Reference Input Parameter
Library (RIPL) [158, 159]. As no parameterization of the 2**Pu giant dipole electric res-
onance (GDER) and giant quadrupole electric resonance (GQER) are provided, the ones
given for the neighboring nuclide 23°Pu were assumed. As ?°Pu has the same mass num-
ber and also an odd nucleon number the parameterization is expected to be very similar
for 2%3Pu [158, 159]. The PSF models used according to the RIPL parameterization are
plotted in Figure 4.16 together with measured photo-absorption cross sections taken from
[160] and converted by equation 2.42. The experimental data is reproduced well by both
models in the low energetic regime, which is important to this work. This assumption
is supported by measurements on other actinides such as *"Np or 2**U based on which
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similar parameterizations were derived [158, 159].
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Figure 4.16: The PSF models used in this work (color-coded lines) based on the RIPL param-
eterization compared to experimental data reported in reference [160].

The GDER parameters are based on measurements, whereas the parameters of the
GQER stem from a theoretical parametrization. For the giant dipole magnetic resonance
(GDMR) a single particle strength of 1-107% was assumed, but adjusting this value by
an order of magnitude in both directions did not significantly alter the resulting capture
cross sections. In addition, a model based on the recent parameterization of the GDMR
of 239U [48], which has an even mass number and an odd nucleon number like 2*3Pu, was
used for comparison. This parameterization was derived from measurements. The much
weaker contribution due to E2 transitions is modeled according to the theoretical isoscalar-
isovector model of the GQER. The parameters used for the level density models are listed
in Table 4.14, while the resonance parameters are listed in Table 4.15. In addition, the
parities of the levels are modeled based on a Fermi-Dirac distribution according to the
semi-empirical nuclear mass model (see section 2.2.1).

Table 4.14: Level density parameters and pairing energy I used in the DICEBOX calculations.
The notation of the listed parameters is in accordance with the parameters given
in equation 2.21 for the BSFG LD and in equation 2.25 for the CTF LD models.
See sections 2.2.1 and 2.2.2 for details on these parameters.

0 [MeV]
0.41

Ey [MeV]
—0.74

E; [MeV]
—0.19

a [MeV~1] I [MeV]
27.2 0
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4 RESULTS AND DISCUSSION

Table 4.15: Parameters of the GDER, GDMR and GQER used in the DICEBOX simulations
of 243Pu. The GDER parameterization from the RIPL files [158, 159] of the closest
even-odd nucleus 2*?Pu, for which measured data exist was used. GDMR param-
eters for 29U are used [48]. The GQER is described by a single Lorentzian and
derived from a theoretical parametrization. The notation of the listed parameters
is in accordance with the parameters given in equation 2.43 for the BA PSF and
equation 2.44 for the EGLO PSF with kg = 4.0. See section 2.4.5 for details on
these parameters.

Resonance Eggri [MeV] Tgri [MeV] ogri [mb]  Egra [MeV] T'gra [MeV] ogro [mb]

GDER 11.28 2.48 325.0 13.73 4.25 384.0
GDMR 2.00 0.30 0.80 2.80 0.30 1.20
GQER 10.10 3.19 6.78 - - -

4.3.4.2 The Level Scheme of 243Pu

For ?*3Pu the critical energy Feu. up to which the level scheme is assumed to be com-
plete, was established as 450 keV, because above this value several levels without assigned
de-excitation y-rays exist even though they are likely to be de-excited to lower energetic
existing levels due to their spin and parity. Levels and assigned ~-rays were adopted from
the ENSDF [93] database, where the level energies were determined from a least-squares
fit of the level energies to the measured transition energies, as described above. There
are 13 known levels below F.. according to ENSDF. 11 measured secondary prompt
~-rays corresponding to transitions between levels below E;;. and the 16 measured pri-
mary prompt y-rays (de-exciting the capture state) were included within this level scheme.
Three measured ~-rays newly identified in this work were assigned to levels based on the
energy differences between the levels and on the multipolarities of the transitions. The
lowest possible multipolarities allowed by the angular momentum selection rules were cho-
sen (equation 2.37), as such transitions are the most likely (see section 2.4.3). In principle,
only measured ~-ray transitions were used. These newly assigned prompt ~v-rays were
already listed in Table 4.11.

Three levels below E;. reported in ENSDF with high spins (13/2%, 15/2% and 17/21)
have no observed de-excitation ~-rays, however, these would not be expected taking the
capture state spin of J£ = 1/2% into account. As expected these levels did not influence
the DICEBOX simulation results as the simulated populations of these levels were negli-
gible.

Tentative multipolarity and J* assignments reported in ENSDF were confirmed with the
simulations carried out in this work. As some levels were not depopulated completely
six weak but likely transitions were postulated. The transitions’ intensities were assumed
based on the level balance (the ratio of measured population to measured depopulation).
Missing depopulation intensity was assumed to be caused by the postulated transitions.
This intensity was increased if indicated by the simulation results, independent of the
underlying models.
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The conversion coefficients corresponding to the transitions were calculated with the
BRICC code [41, 161]. The fully built-up level scheme is presented in the appendix in
ENSDF format, see section B. Improvements made to the original levels adopted from
ENSDF aside from the level energies will be given in the following in order of the levels
starting from the ground state.

A ground state transition was assigned to the level at 58.28(8) keV, as the level was
populated under emission of measured 7-rays but not depopulated. The postulated M1
transition of energy 58.28keV is predicted to have a relative intensity of 0.0059, as it
exhibits high internal conversion. Thus, it would produce a small peak in the spectrum,
which, however, is not observed due to the strong background in that region created par-
ticularly by the *'Am decay peak at 59.54 keV.

The measured 125.47(71) keV ~-ray was assigned to the level at 124.65(10) keV correspond-
ing to an E2 transition to the ground state. In addition, the more likely M1 transition to
the level at 58.28(8) keV is postulated, which would have a relative intensity of 0.00031.
Again, this would only create a small peak in the spectrum and might thus not be ob-
servable, as the decay of 2**Pu produces a relatively strong peak at 67.03(5) keV.

A 45.87keV M1 transition was postulated for the level at 333.43(7) keV. The correspond-
ing prompt -ray would de-excite this level to the level at 287.56(6) keV. This prompt
~-ray was predicted to have a relative intensity of 0.0019. It was not observed, as it would
be right below the cut-off energy of the PGAA measurement taken at the FRM II and
slightly above this energy in the measurement at BRR.

The measured 96.06(11) keV ~-ray was assigned to the level at 383.64(7) keV as an M1
transition. This J¥ = 1/2% level is not depopulated in the ENSDF, but the placement of
the y-ray shows very good consistency with the nuclear model simulations.

An M1 transition with an energy of 54.48keV and an relative intensity of 0.00045 was
postulated for the level at 387.95(11) keV. This transition would also result in a very small
peak in a region dominated by background, especially due to *!Am decay.

For the level at 392.32(7) keV an 8.66keV M1 transition was postulated with a relative
intensity of 0.0007. The corresponding ~-ray would be clearly below the detection thresh-
old of common HPGe detectors and undergoes strong internal conversion. However, its
inclusion is crucial for the level balances of both the 392.32(7) keV and the 387.95(11) keV
levels.

The weakest of the three de-excitation -rays of the level at 402.57(8) keV with 344.5keV
was not observed in the PGAA measurements in this work, as it is too close to the strong
prompt ~-ray peak at 343.80(8)keV. Based on the ENSDF branching ratio a relative
intensity of 0.0006 was calculated.

The level at 447.57(8) keV has no de-excitation y-rays assigned to it in ENSDF. The mea-
sured 447.57(42) keV ~-ray was assigned to this level as an M1 transition to the ground
state. Additionally, a 54.82keV M1 transition to the level at 392.32(7) keV was postulated
with a predicted relative intensity of 0.0092.

All results obtained are thus primarily based on directly measured data on prompt y-ray
partial radiative capture cross sections. This includes the 287.69(8) keV prompt v-ray,
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which has the highest measured partial capture cross section of all the measured prompt
y-rays of the 22Pu(n, v)?*3Pu reaction. This prompt y-ray corresponds to an M1 transi-
tion from the level at 287.56(6) keV to the ground state.

4.3.4.3 Thermal Neutron Capture Cross Section of 242Pu
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Figure 4.17: DICEBOX simulated population (Pf™) against experimentally determined de-
population (P*®) of levels in 2%3Pu using the BSFG level density model, an
EGLO PSF and a single particle strength of 1- 1078 for the M1 PSF. The same
plot is shown twice in this figure, in the top one the levels are color-coded to
visualize the spins whereas in the lower one the levels parities are visualized by
the color-code.

The agreement between the chosen models and the measured partial capture cross
section data can be studied in population-depopulation level balance plots, in which the
simulated population of the levels is plotted against the measured depopulation (see sec-
tion 2.8.2 for details). Perfect agreement between model and measurement is given, if
all levels are populated and depopulated equally (that means no y-ray cascade ends in a
level above the ground state). In Figure 4.17 the population-depopulation plot is shown
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resulting from a simulation using the enhanced generalized Lorentzian (EGLO) E1 pho-
ton strength function (PSF) and the Backshifted Fermi-gas (BSFG) level density (LD)
together with a 1 - 1078 single particle strength for the M1 PSF. This choice corresponds
to the best agreement between simulated population and measured depopulation. No
deviation of the simulated level population from the experimental depopulation by more
than one standard deviation is observed, as demonstrated by the corresponding plot of
the pulls (residuals divided by the corresponding uncertainty, see Equation 4.1) in Figure
4.18. However, other model combinations did mostly influence the weaker populated high
spin levels (J = 9/2 and J = 11/2) and thus the general appearance of the population-
depopulation plots was not affected much, nor did the corresponding simulations yield
a significantly different result for the thermal radiative neutron capture cross section.
The thermal neutron capture cross section values resulting from the investigated model
combinations are tabulated in Table 4.16 and the corresponding simulated total radiative
widths are tabulated in Table 4.17. All corresponding population-depopulation plots can
be found in the appendix C.
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Figure 4.18: Pulls of the simulated population (Pf™ = sgy,) with experimentally determined
depopulation (PP +sey,,) of levels 4 in 243Pu using the BSFG level density model,
an EGLO PSF and a single particle strength of 1 - 1073 for the M1 PSF. A "1" (or
"-1") on the y-axis corresponds to a difference of one standard deviation between
Pfm and PSP, This plot corresponds to the population-depopulation plot shown
in Figure 4.17.

All the results are in very good statistical agreement, although the use of the alter-
native parameterization of the GDMR resonance yielded systematically higher values. So
the average of 22.40 £ 1.46 b is relatively independent of the particular theoretical models
employed for the PSF and the level density. As the model combinations are correlated,
however, a choice was made based on the agreement of the combinations with measured
data. From the simulated total radiative widths in Table 4.17 it can be seen that the com-
binations of a Brink-Axel model (BA) PSF with a constant temperature formula (CTF)
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4 RESULTS AND DISCUSSION

Table 4.16: Resulting 0¥ values for different combinations of PSF and LD models in DICE-
BOX, with a single-particle strength model (SPS) of the GDMR and alternativly
a GDMR model adopted from a recent publication (Scissors). The weighted av-
erages are given together with the smallest of the associated uncertainties and a
total average over all models is given.

SPS Scissors
CTF BSFG CTF BSFG

BA  21.78(153) 21.99(153) 23.41(223) 23.48(223)
EGLO  21.85(160) 21.92(146) 23.26(188) 22.42(202)

Average 21.89(146) 23.32(188)
Total Av. 92.40(146)

Table 4.17: The simulated total radiative widths to be compared with a tabulated value of
22(1) meV [39]. All radiative width values are given in units of mb.

SPS Scissors
CTF BSFG CTF BSFG
BA  28(1) 53(2) 27(1) 52(2)
EGLO 15(1) 28(1) 14(1) 28(1)

LD model (£ = 28(1) meV) and a EGLO PSF with a BSFG LD model (X7 = 28(1) meV)
reproduce the adopted value of ¥y = 22(1) meV best, regardless of the chosen GDMR
model. However, as from these combinations only the EGLO PSF (ky = 4.0) and a BSFG
LD model together with a single-particle strength of 1-107® show a perfect agreement
between the simulated level population and the measured level depopulation, this combi-
nation was selected, yielding a thermal neutron capture cross section of 21.92 + 1.46 b for
the 242Pu(n,v)#*Pu reaction.

In Figure 4.19 a comparison of this result with data from other experiments [162, 163,
164, 165, 166] is shown, including the current evaluated thermal neutron capture cross
section of 21.28 £ 0.77b adopted in ENDF. The thermal radiative neutron capture cross
section obtained in this work is in very good agreement with the ENDF value.

The obtained result also agrees very well with the most recent measurement of 22.5 £ 1.1b
reported by Marie et al. [166]. To obtain this result Marie et al. used a sample of only
10.5 pg 2*2Pu. This sample was irradiated and after the produced 2*3Pu had completely
decayed the a-activity of its decay product **Am was measured. The resulting cross
section has an uncertainty of similar magnitude as the one calculated in this thesis.

The 16 % difference between the cross section values determined in this work and those
determined in the three older works with very low uncertainties and results close to 18.5b
might be explained by absorption effects. Neutron absorption causes an inhomogeneous
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4.3 Plutonium-242

irradiation, so that the inner parts of the samples get irradiated less. Marie et al. argue
that the difference can be explained by less well characterized neutron beams and the
divergence from 1/v/E, of the capture cross section of 2#2Pu at thermal energies.

Best Fit (this work) o—
Average (this work) L o—
Marie et al. (2006) | Lo

Bendtetal. (1979) _|
Durham et al. (1970)
Butler et al. (1956)

Fields et al. (1956)

)

Figure 4.19: Thermal radiative neutron capture cross sections of 242Pu, as calculated from the
measurements described in this work along with values taken from literature [162,
163, 164, 165, 166]. The average value of all simulated model combinations is
given together with the value from the model combination that best fitted the
measured data. The ENDF/B-VII.1 evaluated value is indicated by the blue line
and its uncertainty by the gray area.

Based on the obtained thermal capture cross section the emission probability per neu-
tron capture event p., = 0, /0° was calculated for the most intense prompt y-ray of ***Pu.
This value was than used to normalize the relative intensities listed in Table 4.11. The
values calculated from the measurement of sample 3 at BRR and of sample 10 at FRM 11
are listed in Table 4.18. The average value is p, = 0.322(20) per neutron capture event,
which is significantly lower than the value of 0.41(7) reported by Casten et al. [153].
Similarly, the intensity per beta decay event of ?*3Pu was calculated. The resulting values
of p, are listed in Table 4.19. In ENSDF only an approximate value of p, ~ 0.23 is tabu-
lated, which is significantly lower than the value determined in this work. The differences
between the p., values found in this work and the tabulated data are probably a result of
the lower thermal neutron capture cross section assumed in the older works. The values
obtained in this work, however, exhibit significantly decreased uncertainties.
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4 RESULTS AND DISCUSSION

Table 4.18: Emission probability per neutron capture p, for the most intense line at
287.69(8) keV of 242Pu measured at the BRR () and FRM I (f) PGAA facili-
ties. Calculations were performed using the evaluated capture cross section of
21.28(77) b tabulated in ENDF and the average and selected value determined
with DICEBOX based on the PGAA measurements carried out in this work to-
gether with the partial capture cross section determined using a reaction rate
correction with ENDF data.

Sample Dy
No.  (ENDF) (Average DICEBOX) (Best Fit DICEBOX)
3 0.332(13) 0.315(21) 0.322(22)
100 0.333(14) 0.317(22) 0.324(22)
p,  0.332(13) 0.316(21) 0.322(22)

Table 4.19: Emission probability per S-decay event of 2*3Pu for the 84.14(5) keV line measured
at the BRR () and FRM 11 () PGA A-facilities with LECe (') and coaxial HPGe (1)
detectors. Calculations were performed using the evaluated capture cross section of
21.28(77) b tabulated in ENDF and the average and selected value determined with
DICEBOX based on the PGAA measurements carried out in this work together
with the partial capture cross section determined using a reaction rate correction
with ENDF data.

Sample Dy
No.  (ENDF) (Average DICEBOX) (Best Fit DICEBOX)
3> 0.146(6) 0.139(9) 0.142(10)
30 0.169(8) 0.161(12) 0.164(12)
1050 0.165(8) 0.157(11) 0.160(12)
p,  0.157(6) 0.146(9) 0.154(10)

4.4 Detection Limits

Up to this point the basic nuclear data have been obtained which are required in PGAA
for the identification and quantification of 23"Np, 2*'!Am, and 2*>Pu in a given matrix. This
section will take one step back and focus on the applicability of PGAA for qualification
and quantification of the investigated actinides, by calculating general limits of detection
for the investigated actinides. This will give a sense of the minimum quantities of these
actinides that could, in principle, be detected using PGAA at the BRR and FRM II
facilities.

The minimum quantity of a nuclide that can be detected inside a given matrix depends
on several parameters, the central of these being the y-ray energies, as they define the
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4.4 Detection Limits

penetrability of the radiation in the material and the location of the corresponding peak
in a measured spectrum (e.g. the background of the measurement). For quantification the
corresponding partial neutron capture cross sections, which define the probability with
which the y-rays are emitted when the nuclei are exposed to a neutron beam are crucial.
Both of these parameters have been investigated in this thesis. A further factor strongly
influencing the detection limits is the assay used for detection. The parameters relevant
for the detection limits are the detector efficiency and the provided neutron flux. A
higher neutron flux, a higher detector efficiency or a longer measuring time will, generally,
decrease the detection limits, so that smaller quantities of a nuclide can be detected. For
the measurement time a compromise has to be found between long measurement times
favorable because more counts can be collected within a y-ray peak in a spectrum and
times short enough to be practical for routine measurements.

Considering that, the detection limits usually have to be calculated for a given facility
and matrix in which the investigated nuclide is embedded, i.e. for any future assay for
the characterization of actinide residues in complex matrices using PGAA this limit has
to be calculated separately. As the development of such an assay is beyond the scope
of this work, a more general detection limit will be discussed here, to get a sense of the
potential of PGAA for the identification and quantification at the PGAA facilities used
in the work. The absolute detection limit (DL) given in units of g can be defined as

PA,min]\{

DL = —Amin’
NAO'.YCI)()€(E,Y)tm ’

(4.2)

with the Avogadro constant Ny =~ 6.022 - 10?2 mol~!, the measurement time t,,, the av-
erage thermal equivalent neutron flux @y, the detector efficiency e(E.,) and the partial
radiative neutron capture cross section o, of a prompt ~-ray of energy E, of the nuclide
investigated with molar mass M [2]. P is the minimal detectable peak area. This
quantity depends on the given background and thus on the matrix in which a containing
nuclide is to be detected. If the background radiation (e.g. produced by the activation of
the matrix components) causes no interfering peaks, 100 counts usually suffice to identify
a peak and to give a rough quantification. In the higher energetic regime which typically
has a low background 10 counts can already suffice to identify a peak. These estimates
are taken from the Handbook of Prompt Gamma Activation Analysis [2] and seem very
reasonable in view of the blank measurements performed in this work.

For practical reasons a measurement time of ¢,, = 10000s ~ 3 h is assumed for this dis-
cussion. Based on the measurements performed in this thesis, thermal equivalent neutron
fluxes of 1-10%cm™2s7! at the BRR PCAA facility, of 1.5- 10 cm™2s7! at the FRM 11
PGAA facility and of 2.5 - 10 cm~2s7! at the FRM 1I PGAA facility using the elliptical
beam extension can realistically be deemed achievable.

Based on these assumptions detection limits were calculated for the most intense lines
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of the investigated actinides and additionally for the most intense primary ~-rays. The
latter might be of interest when determining the actinide contents in dense matrices, as
these prompt ~-rays have high energies and hence high penetration power. The results
are listed in Table 4.20.

At the investigated PGAA facilities the size of samples that can be probed are limited
by the dimensions of the sample chambers and neutron beam profiles. Thus, the given
detection limits apply for the characterization of actinide residues in small samples (e.g.
TAEA swipe samples or scratch samples from dismantling activities).

For comparison, the absolute limits for clearance according to Strahlenschutzverord-
nung Anlage I11[167] are 1kBq of 2*"Np, 10kBq of 2*!Am and 10kBq of 2*2Pu corre-
sponding to 38 g of 2"Np, 0.08 ug of *'Am and 69 ug of 2*2Pu. The detection limits for
Z"Np and ?*?Pu are thus both almost an order of magnitude lower than the limits for
clearance, even with the lower flux at the BRR PGAA facility. For the determination of
21Am content at the clearance level PGAA proves rather limited, as the detection limit
is only below the clearance level with the maximum neutron flux at FRM II. This could,
however, to some extent, be compensated by a longer measurement time.

Concluding, the calculated detection limits show that PGAA has a great potential to
be utilized for the non-destructive identification and quantification of actinide residues in
complex matrices.

Table 4.20: Detection limits for 23"Np, 24'Am and 2*?Pu derived for the PGAA facilities at
BRR and FRM II. Calculated according to equation 4.2 with ¢, = 10000s and
assumed values of &y = 1-108cm=2s~! (BRR), ®¢ = 1.5- 10°cm~2s~! (FRM II)
and &g = 2.5-10"% cm~2s7! (FRM II with elliptical beam extension marked by *
in the last column). The calculations are performed using the measured detector
efficiencies for the y-ray lines of energies I, and partial capture cross sections o .

Isotope  E., [keV] ay [b] DL [pg]
BRR FRMII FRM II*

182.82(10)  22.06(39) 1.8  0.93  0.056

237Np

5352.04(14) 0.538(15) 92.8  23.0 1.4
aiy,, 154T2T)  7280(252) 0.53  0.28 0.017
5174.59(21)  1.14(10) 428 107 0.64
sop,  2B769(8)  707(12) 73 3.38 0.20

4332.10(9) 0.0615(37) 637.5  167.1 10.0
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CHAPTER V

Conclusion

In this thesis the potential of Prompt Gamma Neutron Activation Analysis (PGAA) for
non-destructive analysis of actinides, such as *’Np, 2'!Am and ??Pu was investigated.
For this purpose the fundamental nuclear data necessary for identification and quantifica-
tion (namely prompt -ray energies and partial neutron capture cross sections) of BTNp,
21Am and ?*?Pu via PGAA were studied.

A sample design was developed encasing actinide containing samples between 0.2 mm
thick Suprasil® quartz glass sheets. Oxidic actinide powder was pressed into pellets of
mg masses and placed into a sandwich of three of these quartz sheets, the middle one of
them having a suitable hole in the center. Another sample type was prepared by dry-
ing pl-droplets of solutions with actinide content on the surface of one glass sheet and
covering it with another glass sheet. In order to measure the neutron flux during irra-
diation samples containing a 3jm thick gold foil on top of the actinide pellets/droplets
were prepared. All samples were packed inside bags of 0.025mm thick FEP foil. This
quartz glass casing allows a safe handling during the measurements, offers a means of op-
tically checking for the samples integrity and provides a well-defined geometry during the
measurement. The well-defined geometry allows for an accurate calculation of corrections
for the neutron and photon self-absorption effects within the samples. These corrections
were calculated via Monte-Carlo simulations with MCNP5 and Geant4 representations
of the measurement setups. It was demonstrated that the effect of neutron absorption,
causing a non-homogeneous distribution of photon sources within the sample, creates a
small energy dependent systematic shift of the photon absorption correction compared to
direct calculations assuming a homogeneous source distribution. This effect however is
insignificant for photon energies above 400keV. During irradiation the Suprasil® creates
well-defined background prompt ~-rays, which can easily be identified and also used for
the energy calibration of the detector.

In this work 152 prompt y-rays of 2"Np(n, v)?**Np were consistently measured in two
separate experiments using external cold neutron beams at BRR and FRM II. 125 of
these prompt ~-rays were consistently observed in the irradiation of another sample at
BRR. 65 of the identified prompt v-rays have an energy exceeding 2.5 MeV and are most
likely primary prompt y-rays. The irradiation of 36.80(28) ng 2*!Am at the cold neutron
beam at FRM II yielded 19 prompt ~-rays of 2*!Am(n, v)?*2Am. These include 7 primary
prompt y-rays with energy > 2.5 MeV. In two PGAA measurements using the guided cold
neutron beams at BRR and FRM II 127 prompt v-rays of 22Pu(n,~)?*3Pu were identi-
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fied, 17 of which are primary v-rays with energies exceeding 2.5 MeV. The intensities of
the identified prompt 7-ray lines were determined relative to the respective most intense
prompt y-ray line.

The current datasets found in the ENSDF tabulation on prompt y-radiation from the ex-
amined reactions are based on separate measurements of the lower energetic secondary and
higher energetic primary radiation. In this thesis measurements covering both secondary
and primary y-radiation over an energy range from 45keV to 12MeV were performed.
Thus, systematic shifts arising from an erroneous normalization between the separate
measurements in the current tabulation could be avoided.

The partial radiative capture cross sections of the prompt 7-ray lines identified were
determined separately, using samples containing gold foils for the in-situ measurement
of the neutron flux. In these measurements the partial capture cross section of the most
intense prompt y-ray of each respective nuclide was determined and was used to normalize
the measured relative intensities. Also, the respective emission probabilities per neutron
capture were determined.

The most intense prompt y-ray of "Np(n,~)**Np with a measured energy of E, =
182.82(10) keV was found to have a partial capture cross section of ., = 22.06(39) b and
an emission probability of p, = 0.125(4) per neutron capture event. This value was vali-
dated by two independent measurements at BRR and at FRM II.

From the PGAA measurements at FRM II the partial capture cross section of the most
intense prompt v-ray of **'Am(n,v)**2Am with E, = 154.72(7) keV was consistently cal-
culated as o, = 72.80(252)b. The corresponding emission probability for this prompt
~-ray line was calculated as 0.109(6).

For the 242Pu(n, v)2*3Pu reaction the most intense prompt capture y-ray line was found to
have an energy of E, = 287.69(8)keV. Its partial capture cross section of 7.07(12) b was
consistently determined in two independent PGAA measurements and the corresponding
emission probability per neutron capture event was calculated as p, = 0.332(13).

None of the most intense prompt v-ray lines had to be corrected for background inter-
ference, which demonstrates that the chosen sample design is well suited for these mea-
surements. The partial radiative capture cross sections reported within this thesis are the
first measurements on this quantity determined from the simultaneous measurement of
both primary and secondary prompt ~-radiation. The accuracy of the ENSDF tabulated
emission probabilities could be increased by a factor of 4 for »"Np and ?*?Pu. For ' Am
up to now no values are listed in ENSDF.

The most intense primary and secondary prompt ~-ray lines are listed in Table 5.1. These
lines might be the most interesting ones for the identification and quantification of 23"Np,
M1Am or 2*2Pu content with PGAA.

Additionally to these data, the neutron separation energies for 2**Np and 2*3Pu were
determined from the measured prompt ~-ray energies. The calculations are based on
the assumption that the neutron separation energy is equal to the sum of the transition
energies in a 7-ray cascade from the capture to the ground state, as the kinetic energy
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Table 5.1: The most intense primary and secondary prompt capture ~-rays emitted in the re-
actions 23"Np(n, v)?**Np, 2'Am(n,v)?*?Am and 2*?Pu(n,v)?**Pu. The listed ab-
solute detection limits (DL) are calculated for the FRM II PGAA station using the
elliptical neutron beam extension, which provides a thermal equivalent neutron flux
of 2.5 .10 cm~2s~ !, and assuming a practicable measurement time of 10 000s.

Isotope  E, [keV] o, [b] p~ [per capture event] DL [ug]
sy, 182.82(10)  22.06(39) 0.125(4) 0.056
P 5352.04(14)  0.538(15) 0.0030(1) 1.4
sy, 15L7AT)  72.80(252) 0.109(6) 0.017
5174.59(21)  1.14(10) 0.0017(2) 0.64
sopy,  257.69(8)  T.07(12) 0.332(13) 0.20
4332.10(9)  0.0615(37) 0.0029(2) 10.0

of cold neutrons is negligible. The transition energies equal the measured prompt y-ray
energies after applying a correction for nuclear recoil.

In this way the neutron separation energy of 2®Np was calculated as S, = 5488.02(17) keV
and of 23Pu as S, = 5036.33(59) keV. While the accuracy of the neutron separation energy
of 2%Np was slightly improved compared to the value given in the ENSDF evaluation, it
was improved by almost a factor of 6 for 243Pu.

In addition, the thermal radiative neutron capture cross sections of 2*’Np and ?'Am

were calculated from the spectra of the decay radiation emitted after the neutron irradi-
ation. For 2"Np ¢% = 176.3(47) b was determined consistently from mostly uncorrelated
measurements of two different samples at BRR and at FRM II. For each measurement
the cross section value was determined using the four most intense decay y-rays of 2*Np
with energies of 923.99, 984.45, 1025.87, and 1028.54 keV.
For "' Am the thermal cross section for the formation of ***Am was calculated as o0, =
610.3(281) b using the K, and Kz X-radiation following the electron capture decay
of 222Am to 2*2Pu. From this the thermal radiative neutron capture cross section of
21Am for the formation of both the ground and meta-stable isomers was calculated as
0% = 667.7(312) b by applying the isomeric production ratio of 0.914(70) measured by
Fioni et al. [130].

The thermal radiative neutron capture cross section of 2*2Pu(n,~)?**Pu was deter-
mined from nuclear structure simulations performed with DICEBOX. These simulations
were constrained by the measured o, and Sy, values. Different combinations of photon
strength function (PSF) and level density models were investigated. The simulated total
radiative widths of the capture state were found to be strongly model-dependent and was
used to determine 0¥ by comparing it with the total radiative width tabulated in the
Atlas of Neutron Resonances[39]. The best agreement between the simulated and the
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tabulated total radiative widths as well as between the simulated level population and
measured level depopulation was found using an EGLO PSF and a BSFG level density
model together with a single-particle strength of 1-107® for the GDMR. In this simu-
lation 00 = 21.92(146) b was determined. However, all values of 02 deduced using the
different model combinations are in agreement with each other. Thus, the given thermal
capture cross section is almost independent of the chosen model combination.

From the simulation a critical energy FE.;. = 450keV was established below which the
level scheme can be regarded as complete.

It can be concluded that the sample design developed within the scope of this work is
suitable for the measurement of basic nuclear data, particularly needed for PGAA. The
energies and the partial radiative neutron capture cross sections determined in separate
experiments were all in agreement with each other, demonstrating that the used methods
and materials were reliable. The measured data provide a reliable foundation for the
identification and quantification of *"Np, **'!Am and *?Pu via PGAA or INAA. The
detection limits calculated for the investigated actinides demonstrate that PGAA has
great potential for the non-destructive analysis of actinide inventories in complex matrices.
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APPENDIX A

Data from Measurements

A.1 Data sets from 242Pu neutron irradiations

Table A.1: Energies and relative intensities of prompt ~-rays from the reaction
242py(n, v)?*3Pu measured at BRR with sample 2.

E, [keV] rel. Intensity 1 ‘ E., [keV] rel. Intensity mg

95.95(72)  0.0806(21)  1.1851(75) | 757.14(10) 0.0049(5)  1.0135(4)
125.43(71)  0.0010(3)  1.3467(754) | 780.85(12)  0.0032(4)  1.0130(4)
148.28(24) 0.0004(2)  1.2260(87) | 787.17(72)  0.0046(13)  1.0128(4)
150.52(10) 0.0025(4)  1.1887(71) | 791.35(8)  0.0141(4)  1.0128(4)
184.21(8)  0.0246(5) 1.1330(49) | 805.35(15)  0.0037(4) 1.0125(4)
219.48(8) 0.0138(3)  1.0900(33) |813.84(7)  0.0374(8) 1.0124(3)
929.15(8)  0.0136(5)  1.0807(20) | 831.18(10) 0.0040(5)  1.0122(3)
233.68(10) 0.0024(2) 1.0779(28) | 838.40(10)  0.0068(7) 1.0121(3)
241.89(8)  0.0807(15)  1.0726(25) | 841.61(24) 0.0026(5)  1.0120(3)
261.56(8) 0.0105(4)  1.0616(22) | 844.45(11) 0.0076(5)  1.0120(3)
263.20(15) 0.0013(1)  1.0504(21) | 847.47(8)  0.0127(7)  1.0120(3)
275.22(8)  0.0236(6)  1.0553(20) | 850.23(9)  0.0148(6)  1.0119(3)
277.90(9)  0.0031(8)  1.0544(19) | 862.33(14)  0.0053(6) 1.0118(3)
284.34(8)  0.0203(6)  1.0509(18) | 867.78(3)  0.0143(8)  1.0117(3)
287.67(8)  1.0000(129)  1.0501(18) | 871.09(15) 0.0049(6)  1.0117(3)
334.17(72) 0.0003(2)  1.0381(13) | 874.17(9)  0.0097(5)  1.0116(3)
343.77(8)  0.0270(5)  1.0372(13) | 880.25(23)  0.0025(6)  1.0116(3)
385.82(8)  0.0071(2)  1.0301(11) |887.48(9)  0.0128(5) 1.0115(3)
388.04(14) 0.0013(1)  1.0201(11) |889.32(8)  0.0272(6)  1.0114(3)
400.78(8)  0.0349(7)  1.0286(9) | 893.60(10) 0.0064(5)  1.0114(3)
40249(8)  0.0355(7)  1.0284(9) | 902.94(7)  0.0199(5)  1.0113(3)
407.31(8)  0.0186(4)  1.0279(9) | 913.37(8)  0.0141(5)  1.0112(3)
416.51(8)  0.1361(53)  1.0270(8) | 918.53(22)  0.0039(5) 1.0111(3)
426.08(10) 0.0041(3)  1.0263(3) | 924.87(24) 0.0018(4)  1.0111(3)
439.40(9)  0.0055(3)  1.0253(8) | 931.51(12)  0.0045(4) 1.0110(3)
444.69(8)  0.0164(4)  1.0249(8) | 976.00(16) 0.0071(9)  1.0106(3)
447.87(52) 0.0004(3)  1.0247(8) | 999.81(23)  0.0035(8)  1.0104(3)
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A DATA FROM MEASUREMENTS

E, keV]  rel. Intensity 1y | E, [keV] rel. Intensity 1

480.61(9)  0.0139(6) 1.0223(7) | 1008.76(29) 0.0029(6) 1.0103(3)
501.02(9)  0.0321(16) 1.0209(6) 1015.45(9)  0.0059(6) 1.0103(3)
513.69(8)  0.0582(27) 1.0202(6) 1022.43(9)  0.0088(6) 1.0102(3)
516.69(9)  0.0165(16)  1.0201(6) | 1028.30(28) 0.0014(5) 1.0102(3)
522.25(7)  0.0217(5) 1.0198(6) 1031.37(14) 0.0037(5) 1.0101(3)
526.27(7)  0.0449(8) 1.0196(6) | 1042.34(8)  0.0070(3) 1.0101(3)
534.07(8)  0.0094(3) 1.0193(6) 1045.94(20) 0.0011(4) 1.0100(3)
546.90(10)  0.0094(7) 1.0188(5) 1050.43(10) 0.0036(4) 1.0100(3)
551.59(12) 0.0039(6) 1.0186(5) 1054.28(13) 0.0034(4) 1.0100(3)
555.89(9)  0.0182(7) 1.0184(5) 1056.28(12)  0.0045(5) 1.0100(3)
558.04(9)  0.0195(8) 1.0183(5) | 1070.37(18) 0.0025(4) 1.0099(3)
560.16(14) 0.0058(6) 1.0183(5) 1087.20(11) 0.0060(8) 1.0098(3)
564.73(8)  0.0389(11)  L.018L(5) | 1091.45(10) 0.0054(6) 1.0098(3)
566.32(8)  0.0348(10) 1.0180(5) 1162.44(17) 0.0044(4) 1.0093(3)
573.40(12) 0.0068(7) 1.0177(5) 1170.31(25) 0.0017(3) 1.0092(3)
589.15(8)  0.0112(5) 1.0171(5) | 1176.71(14) 0.0091(13)  1.0092(3)
600.52(18)  0.0027(9) 1.0168(5) 1180.29(14) 0.0025(3) 1.0092(3)
607.86(56) 0.0025(13)  1.0166(5) | 1190.57(7)  0.0176(5) 1.0091(3)
609.87(11) 0.0112(17) 1.0166(5) 1196.71(8)  0.0083(4) 1.0091(2)
625.24(8)  0.0134(5) 1.0163(5) | 1201.13(8)  0.0101(4) 1.0090(2)
633.22(21) 0.0059(10)  1.0161(5) | 3519.11(15) 0.0050(4) 1.0057(2)
637.89(10) 0.0066(4) 1.0160(5) 3544.48(20) 0.0041(4) 1.0057(2)
644.09(12)  0.0051(5) 1.0159(5) | 3598.77(26) 0.0023(3) 1.0057(2)
647.54(72)  0.0028(7) 1.0158(5) 3615.20(11) 0.0088(4) 1.0057(2)
656.18(8)  0.0124(8) 1.0156(4) 3648.63(12) 0.0060(3) 1.0057(2)
662.45(12) 0.0111(7) 1.0155(4) | 3734.81(15) 0.0043(3) 1.0057(2)
664.24(36) 0.0046(5) 1.0154(4) 3860.62(72) 0.0015(3) 1.0056(2)
666.53(41)  0.0013(3) 1.0154(4) | 3906.81(20) 0.0038(3) 1.0056(2)
675.78(8)  0.0139(8) 1.0152(4) 4086.86(28)  0.0037(4) 1.0056(2)
679.17(11)  0.0055(6) 1.0151(4) | 4130.44(37) 0.0045(9) 1.0056(2)
683.14(10)  0.0095(7) 1.0150(4) 4222.37(23)  0.0040(3) 1.0055(2)
714.77(32)  0.0013(3) 1.0144(4) | 4226.59(14) 0.0079(4) 1.0055(2)
716.70(10)  0.0050(3) 1.0143(4) | 4246.53(66) 0.0004(2) 1.0055(2)
729.91(18) 0.0015(3) 1.0141(4) 4332.08(14)  0.0092(5) 1.0055(2)
738.13(8)  0.0125(4) 1.0139(4) | 4382.61(30) 0.0027(4) 1.0055(2)
746.36(7)  0.0136(5) 1.0137(4) 4589.42(44)  0.0015(3) 1.0055(2)
752.31(7)  0.0055(7) 1.0136(4) 4644.04(54) 0.0011(3) 1.0055(2)
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A.1 Data sets from ?*?Pu neutron irradiations

Table A.2: Energies and relative intensities of prompt ~-rays from the reaction
242Py(n, ) ?*3Pu measured at FRM II using sample 2.

E, [keV] rel. Intensity o | E, [keV] rel. Intensity no
96.06(10)  0.0728(40)  1.2258(82) | 780.97(9)  0.0038(3) 1.0159(4)
125.72(171)  0.0013(33)  1.4203(957) | 787.17(72)  0.0042(14)  1.0158(4)
159.13(25)  0.0018(6) 1.2318(90) | 791.38(8)  0.0148(8) 1.0156(4)
184.20(8)  0.0230(12)  1.1619(61) | 805.03(16)  0.0036(5) 1.0153(4)
219.50(8)  0.0138(8) 1.1072(41) | 813.83(8)  0.0394(20)  1.0152(4)
229.15(8)  0.0135(9) 1.0990(37) | 831.06(11)  0.0042(4) 1.0149(4)
233.58(14)  0.0024(3) 1.0934(35) | 838.50(11)  0.0063(6) 1.0148(4)
241.97(7)  0.0857(49)  1.0865(32) | 841.52(15)  0.0027(4) 1.0148(4)
261.61(8)  0.0101(5) 1.0722(28) | 844.58(9)  0.0070(5) 1.0147(4)
263.26(11)  0.0017(1) 1.0725(28) | 847.76(9)  0.0129(7) 1.0147(4)
275.35(9)  0.0237(14)  1.0662(25) | 850.28(9)  0.0144(8) 1.0146(4)
278.18(15)  0.0020(11)  1.0656(25) | 862.38(15)  0.0052(6) 1.0145(4)
284.30(11)  0.0143(72)  1.0624(24) | 867.34(9)  0.0137(8) 1.0144(4)
287.73(10)  1.0000(505)  1.0586(23) | 870.87(14)  0.0046(6) 1.0143(4)
333.19(35)  0.0006(3) 1.0474(18) | 874.13(10)  0.0104(7) 1.0143(4)
343.86(10)  0.0267(14)  1.0444(17) | 880.53(26)  0.0027(5) 1.0142(4)
345.44(29)  0.0011(3) 1.0442(17) | 887.38(9)  0.0131(7) 1.0141(4)
385.86(10)  0.0071(4)  1.0362(15) |889.29(9)  0.0273(14)  1.0140(4)
388.13(19)  0.0013(2)  1.0374(15) | 893.56(11)  0.0062(4) 1.0140(4)
400.86(10)  0.0358(19)  1.0334(15) |902.88(9)  0.0216(11)  1.0139(4)
402.56(10)  0.0340(18) 1.0334(15) | 913.35(9) 0.0131(7) 1.0137(4)
407.35(10)  0.0173(10)  1.0343(11) | 918.39(14)  0.0043(3) 1.0137(4)
416.50(10)  0.1361(71)  1.0331(10) | 925.03(18)  0.0019(3) 1.0136(4)
426.03(12)  0.0038(4) 1.0323(10) | 932.18(20)  0.0034(5) 1.0135(4)
439.38(10)  0.0054(3) 1.0311(9) | 975.89(13)  0.0066(6) 1.0130(4)
444.64(10)  0.0159(8) 1.0306(9) | 999.62(15)  0.0041(5) 1.0127(4)
447.32(42)  0.0005(2) 1.0304(9) | 1008.63(14) 0.0032(3) 1.0127(4)
480.66(10)  0.0142(10)  1.0274(8) | 1015.74(9)  0.0080(5) 1.0126(3)
501.27(10)  0.0244(14)  1.0256(8) | 1022.29(9)  0.0114(7) 1.0125(3)
513.90(9)  0.0505(27)  1.0248(7) | 1028.17(12) 0.0013(2) 1.0125(3)
516.50(10)  0.0144(13)  1.0247(7) | 1031.32(10) 0.0026(2) 1.0124(3)
522.24(9)  0.0202(11)  1.0243(7) | 1042.40(10) 0.0087(7) 1.0123(3)
526.27(9)  0.0435(23)  1.0241(7) | 1045.86(17) 0.0024(4) 1.0123(3)
534.04(10)  0.0085(5) 1.0236(7) | 1050.31(11) 0.0048(6) 1.0123(3)
546.93(12)  0.0085(7) 1.0230(7) | 1054.18(14) 0.0043(4) 1.0123(3)
551.63(14)  0.0040(7) 1.0228(7) | 1056.32(13) 0.0049(4) 1.0122(3)
555.80(10)  0.0192(12)  1.0226(7) | 1070.64(24) 0.0030(5) 1.0121(3)
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E, keV] rel. Intensity 1 | E, [keV] rel. Intensity 1
558.07(10)  0.0202(12)  1.0225(7) | 1087.03(11) 0.0056(7) 1.0120(3)
560.16(15)  0.0069(6) 1.0224(7) 1091.53(11)  0.0066(7) 1.0120(3)
564.74(10)  0.0408(23)  1.0222(6) | 1162.36(15) 0.0049(5) 1.0114(3)
566.36(10)  0.0357(20)  1.0221(6) | 1170.37(24) 0.0018(4) 1.0113(3)
573.10(11)  0.0058(5) 1.0218(6) | 1176.22(12) 0.0149(14)  1.0113(3)
589.15(10)  0.0112(6) 1.0210(6) | 1180.25(14)  0.0034(5) 1.0112(3)
600.54(10)  0.0035(5) 1.0206(6) 1190.58(11) 0.0172(9) 1.0112(3)
607.26(18)  0.0014(2) 1.0204(6) | 1196.68(11) 0.0075(4) 1.0111(3)
609.76(9) 0.0103(8) 1.0204(6) 1201.07(11) 0.0108(6) 1.0111(3)
625.24(9) 0.0138(8) 1.0200(6) 3519.03(11) 0.0060(7) 1.0070(2)
633.10(16)  0.0058(6) 1.0197(6) | 3544.46(18) 0.0041(4) 1.0070(2)
637.85(10)  0.0071(5) 1.0196(6) 3598.62(19) 0.0021(2) 1.0070(2)
644.12(12)  0.0057(5) 1.0195(6) | 3615.36(11) 0.0090(5) 1.0070(2)
646.99(33)  0.0021(6) 1.0194(6) 3648.66(12) 0.0056(3) 1.0070(2)
656.25(9) 0.0110(9) 1.0191(6) 3735.08(11) 0.0044(3) 1.0069(2)
662.40(10)  0.0092(5) 1.0190(5) | 3859.53(15) 0.0014(1) 1.0069(2)
663.95(12)  0.0069(4) 1.0189(5) 3906.40(11) 0.0035(2) 1.0069(2)
666.56(30)  0.0003(3) 1.0189(5) | 4087.27(14) 0.0027(2) 1.0068(2)
675.78(9) 0.0141(8) 1.0186(5) 4130.60(10)  0.0047(3) 1.0068(2)
679.10(11)  0.0054(5) 1.0186(5) 4222.35(12) 0.0034(2) 1.0068(2)
683.11(10)  0.0089(7) 1.0185(5) | 4226.59(10) 0.0085(5) 1.0068(2)
714.76(15)  0.0024(2) 1.0176(5) 4246.01(51) 0.0003(1) 1.0068(2)
716.85(10)  0.0047(3) 1.0176(5) | 4332.10(9)  0.0083(5) 1.0068(2)
729.84(13)  0.0023(3) 1.0172(5) 4359.60(79)  0.0003(1) 1.0068(2)
738.15(8) 0.0120(8) 1.0170(5) 4382.76(12)  0.0025(2) 1.0068(2)
746.36(8) 0.0146(8) 1.0168(5) 4589.21(16)  0.0015(1) 1.0067(2)
752.46(8) 0.0048(5) 1.0167(5) 4644.43(17)  0.0015(1) 1.0067(2)
757.21(10)  0.0049(5) 1.0165(5)

v



A.1 Data sets from ?*?Pu neutron irradiations

Table A.3: Energies and relative intensities of v-rays measured at both FRM II and BRR in
excellent agreement, that are thus possibly prompt y-rays of 242Pu neutron capture.

E., [keV] rel. Intensity | E, [keV] rel. Intensity
137.57(10)  0.0048(3) 1350.77(16)  0.0049(4)
156.34(9)  0.0277(17) | 1494.48(16) 0.0042(4)
162.03(9)  0.0038(4) 1682.43(10)  0.0118(5)
165.46(8) 0.0400(8) 1863.28(21) 0.0033(4)
171.55(22)  0.0008(2) 1907.69(20)  0.0025(3)
212.42(16)  0.0007(2) 1947.51(16)  0.0052(5)
257.69(22)  0.0004(1) 2051.33(14) 0.0039(5)
266.65(11)  0.0017(2) 2055.69(17)  0.0039(4)
269.90(10)  0.0018(2) 2238.36(23) 0.0032(4)
307.15(13)  0.0011(1) 2324.97(12)  0.0056(4)
309.04(9) 0.0033(2) 2454.75(39) 0.0017(4)
320.68(17)  0.0013(2) 2488.69(30)  0.0017(3)
331.53(8)  0.0193(4) | 2534.79(30) 0.0027(4)
376.62(14)  0.0007(1) 2670.06(8)  0.0093(5)
405.54(33)  0.0010(3) 2680.80(12)  0.0027(3)
417.80(12)  0.0089(14) | 2773.90(36) 0.0014(3)
434.60(19)  0.0011(2) 2777.77(18)  0.0052(4)
490.75(7)  0.0008(1) 2783.42(56)  0.0021(5)
503.30(16)  0.0049(5) 2856.94(16) 0.0038(4)
536.00(15)  0.0019(2) 2867.35(21)  0.0048(5)
542.32(28)  0.0018(6) 2873.90(12)  0.0062(5)
622.26(17)  0.0028(4) 2877.45(17)  0.0044(4)
630.77(26)  0.0012(3) 2018.42(9)  0.0047(3)
656.21(8)  0.0118(8) 2038.74(24)  0.0017(2)
659.94(32)  0.0009(2) 2048.22(12)  0.0073(4)
668.95(31)  0.0010(3) 3001.57(13) 0.0027(4)
724.37(22)  0.0011(2) 3012.42(10)  0.0055(3)
743.58(19)  0.0012(3) 3095.71(9)  0.0056(3)
749.51(23)  0.0009(3) 3214.39(15)  0.0028(2)
759.27(18)  0.0017(3) 3226.29(12) 0.0038(3)
761.58(20)  0.0014(3) 3233.83(13) 0.0032(2)
831.12(10)  0.0041(4) 3239.14(15)  0.0030(2)
884.78(27)  0.0012(5) 3280.77(17) 0.0020(2)
916.70(28)  0.0018(4) 3343.15(23)  0.0009(1)
047.19(9)  0.0101(6) | 3454.43(19) 0.0015(1)
987.86(9)  0.0070(4) 3478.88(12)  0.0051(3)
991.38(10)  0.0064(4) 3492.44(14)  0.0032(2)
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VI

E, [keV] rel. Intensity | E, [keV] rel. Intensity
997.97(39)  0.0015(4) 3602.19(13)  0.0045(3)
1006.41(34) 0.0009(2) 3835.26(35)  0.0004(1)
1084.13(38) 0.0009(3) 3845.49(16) 0.0013(1)
1206.92(25)  0.0012(2)




A.2 Data sets from ?*”Np neutron irradiations

A.2 Data sets from 23"Np neutron irradiations

Table A.4: Energies and relative intensities of prompt ~-rays from the reaction
23"Np(n, v)23¥Np measured at BRR using sample 8.

E, keV]  rel. Intensity 1 | E, [keV] rel. Intensity 1

49.32(10)  0.6670(199)  1.5897(241) | 557.42(9) 0.0126(4) 1.0123(3)
54.31(21)  0.0279(135)  1.4481(188) | 565.34(9)  0.0260(17)  1.0121(3)
60.16(12)  0.0464(43) 1.3372(129) | 571.53(12)  0.0083(16) 1.0119(3)
66.65(10)  0.0035(9) 1.2558(97) | 581.78(12)  0.0085(14)  1.0117(3)
72.72(11)  0.0403(13) 1.2022(74) | 584.46(9) 0.0332(7) 1.0116(3)
73.63(17)  0.0376(11)  1.1971(73) |588.04(9)  0.0146(18)  1.0116(3)
75.03(10)  0.0495(132)  1.1875(69) | 603.14(9) 0.0212(41) 1.0113(3)
76.94(12)  0.0107(12) 1.1759(64) | 606.77(10)  0.0201(59) 1.0113(3)
79.48(13)  0.0091(20)  1.1621(57) | 609.88(47) 0.0071(28)  1.0112(3)
82.16(10)  0.0381(22) 1.1486(52) | 612.90(22)  0.0156(50) 1.0112(3)
86.44(10)  0.2254(53)  1.1324(45) | 614.80(37)  0.0020(20)  1.0112(3)
02.28(14)  0.0043(114)  1.1113(38) | 620.38(9)  0.0464(22)  1.0111(3)
96.87(10)  0.0520(444)  1.0993(33) | 625.70(15)  0.0065(9) 1.0110(3)
98.33(10)  0.0222(434)  1.0957(32) | 631.20(11)  0.0119(9) 1.0109(3)
107.53(11) 0.0242(107)  1.0777(101) | 633.55(10)  0.0134(9) 1.0109(3)
100.53(12) 0.1183(245)  1.0740(129) | 648.28(7)  0.0748(15)  1.0107(3)
118.20(32) 0.0515(464)  1.0630(107) | 2629.70(25) 0.0021(4) 1.0045(1)
121.29(27) 0.0081(29) 1.2015(418) | 3378.61(27) 0.0056(8) 1.0041(1)
129.53(11)  0.0030(2) 1.1707(349) | 3385.82(28)  0.0033(5) 1.0041(1)
133.16(10)  0.0055(2) 1.1597(253) | 3666.12(20) 0.0032(3) 1.0040(1)
135.92(10) 0.0495(22)  1.1521(172) | 3776.66(12) 0.0064(3) 1.0040(1)
139.75(10)  0.0028(4) 1.1418(60) | 3942.71(12) 0.0037(2) 1.0039(1)
141.43(16) 0.0019(2) 1.1381(51) | 3978.96(14) 0.0034(2) 1.0039(1)
144.20(11) 0.0071(2) 1.1318(49) | 3995.80(19) 0.0026(5) 1.0039(1)
152.85(10) 0.0427(17)  1.1142(42) | 4002.65(14) 0.0030(2) 1.0039(1)
153.74(10)  0.0336(12)  1.1130(41) | 4039.99(24) 0.0023(2) 1.0039(1)
156.35(10) 0.3474(109)  1.1089(39) | 4080.50(19) 0.0037(3) 1.0039(1)
160.54(10)  0.0279(7) 1.1013(37) | 4095.01(14) 0.0040(4) 1.0039(1)
162.91(10) 0.0016(4) 1.0984(36) | 4103.35(11) 0.0097(3) 1.0039(1)
175.13(71)  0.0012(2) 1.0828(32) | 4112.40(13) 0.0064(4) 1.0039(1)
176.45(10)  0.0047(2) 1.0817(29) | 4117.44(25) 0.0032(3) 1.0039(1)
179.44(10) 0.0026(2) 1.0795(28) | 4124.90(15) 0.0044(4) 1.0039(1)
182.81(10) 1.0000(132)  1.0766(27) | 4156.08(13) 0.0057(2) 1.0039(1)
185.63(71) 0.0005(2) 1.0733(26) | 4174.36(14) 0.0066(5) 1.0039(1)
189.05(10) 0.0371(7) 1.0703(25) | 4196.86(14) 0.0051(4) 1.0039(1)
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E, keV]  rel. Intensity 1y | E, [keV] rel. Intensity 1

196.54(10)  0.0078(4) 1.0648(23) | 4212.32(20)  0.0034(4) 1.0039(1)
198.34(10)  0.0021(4) 1.0620(22) | 4228.54(42) 0.0025(2) 1.0039(1)
215.49(9)  0.0542(10)  1.0534(19) | 4232.20(13) 0.0106(4) 1.0039(1)
217.66(10) 0.0217(27)  1.0522(18) | 4312.96(19) 0.0030(3) 1.0039(1)
218.44(17) 0.0049(12)  1.0518(18) | 4324.62(12) 0.0072(2) 1.0039(1)
923.45(10) 0.0043(2) 1.0489(17) | 4345.40(14)  0.0045(5) 1.0039(1)
232.40(9)  0.0454(8) 1.0459(16) | 4368.64(14) 0.0033(5) 1.0039(1)
233.67(10) 0.0121(3) 1.0454(16) | 4381.74(14) 0.0039(2) 1.0039(1)
236.00(9)  0.0519(10) 1.0443(15) | 4400.34(30) 0.0013(2) 1.0039(1)
243.93(9)  0.2626(48)  1.0420(15) | 4441.21(21) 0.0024(2) 1.0038(1)
250.34(9)  0.0245(6) 1.0397(14) | 4454.49(33) 0.0012(2) 1.0038(1)
261.96(18)  0.0004(2) 1.0361(13) | 4461.01(21) 0.0020(2) 1.0038(1)
264.52(10)  0.0060(3) 1.0350(12) | 4501.63(13) 0.0056(2) 1.0038(1)
271.72(10) 0.0312(14)  1.0327(12) | 4516.68(24) 0.0020(2) 1.0038(1)
278.53(9)  0.0019(3) 1.0318(11) | 4540.06(18) 0.0031(2) 1.0038(1)
281.63(9)  0.0122(3) 1.0308(11) | 4557.36(17) 0.0026(2) 1.0038(1)
289.03(9)  0.0117(4) 1.0300(10) | 4570.61(22) 0.0021(3) 1.0038(1)
204.21(9)  0.0213(4) 1.0205(10) | 4584.73(14) 0.0051(2) 1.0038(1)
297.66(9)  0.0584(13) 1.0288(10) | 4619.24(14) 0.0049(2) 1.0038(1)
298.98(26) 0.0061(23) 1.0285(10) | 4655.06(31) 0.0027(2) 1.0038(1)
302.75(14)  0.0011(3) 1.0275(10) | 4673.61(28) 0.0019(2) 1.0038(1)
314.31(9)  0.0039(2) 1.0258(10) | 4678.23(13) 0.0143(4) 1.0038(1)
320.61(25) 0.0014(5) 1.0242(9) | 4687.39(26) 0.0036(2) 1.0038(1)
332.21(9)  0.0708(64) 1.0234(9) 4690.76(15)  0.0064(7) 1.0038(1)
334.18(20) 0.0028(5) 1.0228(9) 4705.56(21) 0.0022(2) 1.0038(1)
346.82(10)  0.0095(3) 1.0226(8) 4723.90(29) 0.0021(2) 1.0038(1)
351.45(10)  0.0050(7) 1.0224(9) 4764.69(18)  0.0029(2) 1.0038(1)
367.60(12)  0.0030(2) 1.0192(8) | 4779.04(13) 0.0136(3) 1.0038(1)
369.01(10)  0.0050(3) 1.0208(8) 4794.88(22) 0.0014(1) 1.0038(1)
374.20(17) 0.0031(5) 1.0187(8) 4813.98(16) 0.0076(2) 1.0038(1)
375.36(9)  0.0071(29) 1.0190(8) 4840.45(15)  0.0012(4) 1.0038(1)
380.21(10) 0.0030(5) 1.0192(8) 4868.93(13) 0.0104(3) 1.0038(1)
382.72(22)  0.0028(4) 1.0195(8) | 4887.22(21) 0.0018(2) 1.0038(1)
384.05(10) 0.0120(19) 1.0199(8) 4903.70(14)  0.0062(4) 1.0038(1)
301.26(9)  0.0188(8) 1.0188(8) | 4921.22(20) 0.0025(2) 1.0038(1)
405.29(10)  0.0180(16) 1.0179(5) 4960.50(19)  0.0014(1) 1.0038(1)
410.47(24)  0.0024(5) 1.0176(5) 5030.19(14) 0.0110(6) 1.0038(1)
417.80(16)  0.0034(6) 1.0172(5) | 5046.59(14) 0.0100(4) 1.0038(1)
430.91(9)  0.0428(19) 1.0166(5) 5101.51(19) 0.0046(4) 1.0038(1)
432.20(21)  0.0016(6) 1.0166(5) | 5114.61(34) 0.0019(2) 1.0038(1)
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Continued on the next page

E, [keV]  rel. Intensity mo | E, [keV] rel. Intensity 1
442.03(17) 0.0058(17) 1.0162(5) 5119.05(26) 0.0056(4) 1.0038(1)
461.51(9)  0.0264(6) 1.0154(4) 5140.52(16) 0.0034(2) 1.0038(1)
496.50(9)  0.0333(8) 1.0139(4) 5155.00(43) 0.0007(1) 1.0038(1)
498.07(9)  0.0102(6) 1.0138(4) 5229.35(15) 0.0027(1) 1.0037(1)
530.63(13) 0.0213(62) 1.0129(4) 5238.16(14) 0.0098(2) 1.0037(1)
538.38(12) 0.0363(123)  1.0127(3) 5271.76(18) 0.0027(3) 1.0037(1)
541.26(13) 0.0301(97) 1.0126(3) 5305.07(21) 0.0018(1) 1.0037(1)
550.95(10) 0.0064(4) 1.0124(3) 5352.09(14) 0.0251(5) 1.0037(1)
552.14(9)  0.0111(5) 1.0124(3) 5488.01(21) 0.0009(1) 1.0037(1)
555.29(9)  0.0217(5) 1.0123(3)
Table A.5: Energies and relative intensities of prompt ~-rays from the reaction
23"Np(n, v)2¥Np measured at BRR using sample 9.

E, keV]  rel. Intensity 1 | E, [keV] rel. Intensity 1y
49.34(10)  0.6481(190)  1.5545(224) | 530.63(10)  0.0216(18) 1.0123(3)
60.43(10)  0.0346(77) 1.3156(119) | 538.35(9) 0.0354(19) 1.0121(3)
72.95(10)  0.0345(95) 1.1902(69) | 541.32(9) 0.0312(21) 1.0121(3)
75.05(10)  0.0533(61) 1.1771(65) | 552.08(15)  0.0103(23) 1.0118(3)
76.93(17)  0.0070(28) 1.1667(61) | 555.21(9) 0.0213(6) 1.0118(3)
79.50(14)  0.0070(15) 1.1534(54) | 557.26(10)  0.0116(5) 1.0117(3)
82.22(10)  0.0370(16) 1.1412(49) | 620.38(9) 0.0422(9) 1.0106(3)
86.48(10)  0.2387(285)  1.1240(42) | 625.44(13)  0.0059(5) 1.0105(3)
92.31(12)  0.0125(134)  1.1059(36) | 631.15(10)  0.0119(6) 1.0105(3)
96.83(10)  0.0577(438)  1.0943(31) | 633.47(10)  0.0125(5) 1.0104(3)
08.35(10)  0.0492(354)  1.0911(30) | 648.27(8) 0.0763(18) 1.0103(3)
107.60(12) 0.0150(129)  1.0737(96) | 3379.49(22) 0.0065(5) 1.0039(1)
109.27(19) 0.0947(146)  1.0714(120) | 3665.44(25) 0.0039(5) 1.0039(1)
110.96(10) 0.0207(421)  1.0681(118) | 3776.56(19) 0.0052(5) 1.0038(1)
117.58(10) 0.0346(255)  1.0601(102) | 3942.66(21) 0.0043(5) 1.0038(1)
121.27(27)  0.0092(27) 1.1902(399) | 3979.02(27) 0.0043(6) 1.0038(1)
129.43(13) 0.0031(4) 1.1617(330) | 3995.25(30) 0.0036(5) 1.0038(1)
133.10(13)  0.0056(5) 1.1510(240) | 4002.94(41) 0.0029(4) 1.0038(1)
135.93(10) 0.0526(19) 1.1445(162) | 4043.54(31) 0.0033(4) 1.0038(1)
141.38(19) 0.0024(3) 1.1315(49) | 4094.88(23) 0.0049(9) 1.0037(1)
144.41(14) 0.0057(6) 1.1250(46) | 4103.42(12) 0.0098(5) 1.0037(1)
152.98(13) 0.0463(43) 1.1085(39) | 4112.66(18) 0.0056(5) 1.0037(1)
153.89(14) 0.0306(63) 1.1073(39) | 4117.97(22) 0.0035(4) 1.0037(1)
156.40(10)  0.3468(65) 1.1032(37) | 4125.10(22) 0.0034(5) 1.0037(1)

IX



A DATA FROM MEASUREMENTS

E, keV]  rel. Intensity 1y | E, [keV] rel. Intensity 1
160.60(10) 0.0281(10)  1.0970(35) | 4156.01(20) 0.0050(3) 1.0037(1)
162.88(12) 0.0035(7) 1.0937(34) | 4174.50(17) 0.0064(5) 1.0037(1)
176.66(18) 0.0047(7) 1.0784(28) | 4196.66(18) 0.0048(4) 1.0037(1)
179.82(21)  0.0032(9) 1.0749(26) | 4232.01(14) 0.0115(5) 1.0037(1)
182.85(10) 1.0000(131)  1.0722(25) | 4312.01(29) 0.0039(7) 1.0037(1)
189.07(10)  0.0369(7) 1.0670(23) | 4324.66(19) 0.0072(6) 1.0037(1)
196.55(10)  0.0073(7) 1.0614(21) | 4345.52(19) 0.0049(4) 1.0037(1)
215.50(10) 0.0545(10) 1.0513(18) | 4368.83(23) 0.0028(4) 1.0037(1)
217.75(10) 0.0238(12) 1.0501(17) | 4381.88(24) 0.0035(4) 1.0037(1)
218.98(26) 0.0025(6) 1.0492(17) | 4399.14(69) 0.0012(4) 1.0037(1)
923.56(11) 0.0040(3) 1.0465(16) | 4441.49(33) 0.0029(5) 1.0037(1)
232.40(10) 0.0449(8) 1.0439(15) | 4501.58(19) 0.0053(4) 1.0037(1)
233.62(11) 0.0119(4) 1.0428(15) | 4516.89(57) 0.0022(4) 1.0037(1)
236.01(9)  0.0517(10) 1.0416(14) | 4539.38(36) 0.0029(4) 1.0037(1)
243.93(9)  0.2637(49) 1.0386(14) | 4584.71(19) 0.0057(5) 1.0037(1)
250.32(10)  0.0237(6) 1.0385(16) | 4619.14(22) 0.0045(4) 1.0037(1)
264.50(10) 0.0061(4) 1.0338(12) | 4678.25(15) 0.0140(6) 1.0036(1)
271.74(10) 0.0390(57)  1.0318(11) | 4705.95(37) 0.0019(3) 1.0036(1)
281.50(10)  0.0129(3) 1.0295(10) | 4724.16(51) 0.0021(4) 1.0036(1)
289.00(9)  0.0136(5) 1.0277(11) | 4765.10(24) 0.0034(3) 1.0036(1)
204.21(10)  0.0223(7) 1.0282(10) | 4779.06(14) 0.0135(6) 1.0036(1)
297.66(9)  0.0592(12) 1.0273(10) | 4794.68(51) 0.0012(3) 1.0036(1)
302.68(27)  0.0005(5) 1.0264(10) | 4814.19(16) 0.0086(5) 1.0036(1)
332.20(9)  0.0709(14)  1.0223(8) | 4840.82(22) 0.0012(4) 1.0036(1)
346.80(10)  0.0094(9) 1.0216(8) 4868.82(15) 0.0109(5) 1.0036(1)
351.43(11)  0.0050(7) 1.0214(9) | 4887.15(20) 0.0023(3) 1.0036(1)
356.34(23) 0.0008(4) 1.0203(8) 4921.04(31) 0.0023(3) 1.0036(1)
367.68(25)  0.0027(8) 1.0193(8) | 5030.16(19) 0.0111(9) 1.0036(1)
368.90(18) 0.0047(8) 1.0192(8) 5046.75(15)  0.0101(5) 1.0036(1)
375.33(9)  0.0104(11) 1.0185(8) 5101.70(25) 0.0045(3) 1.0036(1)
380.01(17)  0.0017(4) 1.0185(7) | 5114.44(40) 0.0025(4) 1.0036(1)
383.88(10) 0.0124(5) 1.0183(7) 5118.96(24) 0.0066(4) 1.0036(1)
391.25(9)  0.0197(8) 1.0179(9) | 5140.83(28) 0.0032(8) 1.0036(1)
405.16(11) 0.0185(16) 1.0171(5) 5154.27(68) 0.0009(4) 1.0036(1)
A17.77(25)  0.0036(11)  1.0164(5) | 5229.44(25) 0.0022(3) 1.0036(1)
430.86(10) 0.0423(45) 1.0159(4) 5238.10(16) 0.0100(5) 1.0036(1)
442.06(15)  0.0054(5) 1.0154(4) 5305.10(42) 0.0019(3) 1.0036(1)
461.43(10)  0.0261(9) 1.0147(4) | 5352.07(15) 0.0238(8) 1.0036(1)
496.44(10)  0.0336(15) 1.0133(4) 5487.90(55) 0.0012(2) 1.0036(1)
497.98(13)  0.0111(5) 1.0132(4)




A.2 Data sets from ?*”Np neutron irradiations

Table A.6: Energies and relative intensities of prompt
23TNp(n,v)?*Np measured at FRM II using sample 8.

~v-rays from the reaction

E, [keV]  rel. Intensity mo | E, [keV] rel. Intensity 1

49.27(17)  0.6530(396)  1.7261(315) | 571.10(14)  0.0096(16)  1.0147(4)
60.24(18)  0.0333(47)  1.4088(168) | 584.45(12)  0.0364(68)  1.0143(4)
67.22(20)  0.0037(13)  1.3039(120) | 588.05(22)  0.0169(89)  1.0142(4)
72.46(71)  0.0307(48)  1.2507(120) | 603.05(11)  0.0235(22)  1.0139(4)
73.42(71)  0.0283(45)  1.2407(114) | 606.75(11)  0.0223(18)  1.0138(4)
74.93(18)  0.0440(25)  1.2275(87) | 610.96(25)  0.0050(8) 1.0137(4)
76.85(18)  0.0107(12)  1.2135(80) |612.51(12) 0.0242(19)  1.0137(4)
79.67(19)  0.0068(15)  1.1929(73) | 614.47(26)  0.0028(6) 1.0137(4)
82.28(18)  0.0326(24)  1.1791(66) | 620.38(12)  0.0435(22)  1.0136(4)
86.64(17)  0.2186(113)  1.1565(59) | 625.46(16)  0.0067(6) 1.0135(4)
92.50(22)  0.0051(34)  1.1329(48) |631.16(13)  0.0108(7) 1.0134(4)
97.19(17)  0.0100(302)  1.1196(42) | 633.50(12)  0.0124(8) 1.0134(4)
99.01(17)  0.0553(64)  1.1153(40) | 648.20(8)  0.0755(50)  1.0132(4)
107.33(20) 0.0499(122)  1.0941(120) | 3379.39(23) 0.0061(5) 1.0050(1)
109.78(18)  0.1014(70)  1.0888(159) | 3385.41(27) 0.0035(3) 1.0050(1)
118.52(17)  0.0250(90) 1.0746(131) | 3666.57(29) 0.0044(4) 1.0049(1)
121.36(42)  0.0087(41)  1.2435(522) | 3776.73(19) 0.0061(4) 1.0049(1)
120.62(24) 0.0033(7)  1.2068(434) | 3942.47(22) 0.0045(3) 1.0048(1)
133.24(19) 0.0054(5)  1.1956(313) | 3978.41(24) 0.0032(4) 1.0048(1)
135.90(17) 0.0524(27)  1.1839(215) | 3995.88(40) 0.0020(4) 1.0048(1)
144.19(19)  0.0049(15)  1.1599(61) | 4002.43(24) 0.0025(2) 1.0048(1)
156.34(16) 0.3238(275)  1.1313(51) | 4039.50(40) 0.0031(3) 1.0048(1)
160.51(16) 0.0253(17)  1.1236(46) | 4080.16(34) 0.0038(6) 1.0048(1)
162.98(19) 0.0026(6) 1.1197(45) | 4095.05(23) 0.0042(9) 1.0048(1)
175.56(28)  0.0008(4) 1.1023(39) | 4103.31(17) 0.0093(6) 1.0048(1)
176.52(17)  0.0044(10)  1.0995(37) | 4112.44(19) 0.0061(4) 1.0048(1)
179.49(17)  0.0031(4) 1.0944(36) | 4117.40(35) 0.0033(3) 1.0048(1)
182.80(14) 1.0000(450)  1.0900(38) | 4124.73(24) 0.0043(4) 1.0048(1)
184.74(16) 0.0054(14) 1.0900(33) | 4155.83(22) 0.0054(3) 1.0048(1)
189.04(16) 0.0334(16)  1.0846(31) | 4174.38(21) 0.0060(4) 1.0048(1)
196.53(17)  0.0080(6) 1.0771(29) | 4196.85(19) 0.0053(3) 1.0048(1)
215.51(15) 0.0523(25)  1.0642(24) | 4212.41(36) 0.0033(5) 1.0048(1)
923.46(17) 0.0037(3)  1.0505(23) | 4228.45(42) 0.0023(4) 1.0048(1)
232.48(15) 0.0442(21)  1.0542(21) | 4232.04(19) 0.0106(7) 1.0048(1)
233.00(16) 0.0125(7)  1.0549(20) | 4313.58(36) 0.0027(2) 1.0047(1)
936.05(15) 0.0487(23)  1.0527(22) | 4324.50(20) 0.0073(4) 1.0047(1)
243.98(15) 0.2356(114)  1.0488(22) | 4345.29(20) 0.0042(3) 1.0047(1)

Continued on the next page
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E, keV]  rel. Intensity 1y | E, [keV] rel. Intensity 1

250.48(15) 0.0214(11)  1.0466(18) | 4368.35(23) 0.0029(3) 1.0047(1)
262.28(33) 0.0004(2) 1.0436(18) | 4382.38(23) 0.0034(2) 1.0047(1)
264.61(15) 0.0055(4) 1.0427(23) | 4400.32(45) 0.0015(2) 1.0047(1)
272.00(15) 0.0336(21)  1.0418(17) | 4441.48(28) 0.0022(2) 1.0047(1)
278.75(14) 0.0027(8) 1.0398(16) | 4454.57(43) 0.0011(2) 1.0047(1)
281.75(15) 0.0111(6) 1.0377(16) | 4460.43(33) 0.0018(2) 1.0047(1)
289.15(15)  0.0114(7) 1.0362(16) | 4501.65(20) 0.0056(3) 1.0047(1)
204.29(14) 0.0213(16)  1.0341(15) | 4516.80(31) 0.0020(2) 1.0047(1)
295.90(37)  0.0001(6) 1.0359(15) | 4539.68(26) 0.0038(3) 1.0047(1)
302.53(22) 0.0017(4) 1.0337(15) | 4557.29(36) 0.0021(2) 1.0047(1)
314.54(16) 0.0033(3) 1.0311(14) | 4570.94(31) 0.0017(3) 1.0047(1)
330.25(23) 0.0021(3) 1.0281(14) | 4584.72(23) 0.0053(4) 1.0047(1)
332.25(14) 0.0680(32) 1.0299(20) | 4619.13(21) 0.0048(3) 1.0047(1)
333.92(18) 0.0045(3) 1.0264(13) | 4654.29(53) 0.0024(3) 1.0047(1)
340.49(14)  0.0015(9) 1.0276(13) | 4672.89(58) 0.0012(2) 1.0047(1)
346.85(14) 0.0095(10)  1.0272(15) | 4678.15(20) 0.0132(7) 1.0047(1)
351.56(15) 0.0043(14) 1.0262(14) | 4687.29(53) 0.0035(4) 1.0047(1)
356.56(31)  0.0004(5) 1.0260(12) | 4690.74(26) 0.0062(7) 1.0047(1)
369.15(19) 0.0048(6) 1.0249(12) | 4705.41(30) 0.0021(2) 1.0047(1)
371.22(28) 0.0014(4) 1.0246(12) | 4723.49(33) 0.0021(2) 1.0047(1)
380.05(22) 0.0016(5) 1.0235(12) | 4764.68(29) 0.0026(2) 1.0047(1)
382.76(26) 0.0025(6) 1.0243(12) | 4779.08(20) 0.0138(7) 1.0047(1)
384.05(14)  0.0109(9) 1.0235(14) | 4795.31(36) 0.0014(2) 1.0046(1)
301.26(13) 0.0181(13)  1.0214(12) | 4813.90(23) 0.0075(5) 1.0046(1)
405.16(13)  0.0208(17) 1.0219(6) 4869.00(21) 0.0101(5) 1.0046(1)
410.71(32) 0.0019(14)  1.0215(6) | 4887.19(31) 0.0017(2) 1.0046(1)
417.77(23)  0.0046(13) 1.0211(6) 4904.05(22)  0.0060(3) 1.0046(1)
430.86(12) 0.0438(21)  1.0204(6) | 4921.13(27) 0.0028(2) 1.0046(1)
432.56(39) 0.0015(6) 1.0203(6) 4960.36(24)  0.0016(1) 1.0046(1)
442.04(15)  0.0062(5) 1.0198(6) | 5030.52(22) 0.0129(10)  1.0046(1)
461.40(12) 0.0257(12) 1.0188(5) 5046.76(21)  0.0095(5) 1.0046(1)
496.34(13) 0.0289(15)  1.0171(5) | 5101.47(22) 0.0042(3) 1.0046(1)
497.75(17)  0.0123(8) 1.0170(5) | 5113.82(38) 0.0021(2) 1.0046(1)
530.60(12) 0.0216(18) 1.0158(4) 5118.96(26) 0.0066(4) 1.0046(1)
538.36(12) 0.0372(19)  1.0156(4) | 5140.60(23) 0.0034(2) 1.0046(1)
541.21(12) 0.0303(20)  1.0155(4) | 5154.97(41) 0.0009(1) 1.0046(1)
550.90(18) 0.0056(7) 1.0152(4) 5229.35(21) 0.0028(2) 1.0046(1)
552.15(13) 0.0110(15)  1.0152(4) | 5238.19(19) 0.0090(5) 1.0046(1)
555.21(12) 0.0213(12)  1.0151(4) | 5304.98(28) 0.0015(1) 1.0046(1)
557.31(12) 0.0119(10)  1.0150(4) | 5351.95(19) 0.0219(12)  1.0046(1)

Continued on the next page
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E, [keV]  rel. Intensity mo | E, [keV] rel. Intensity 1
565.27(12) 0.0268(29)  1.0148(4) | 5488.64(31) 0.0011(1) 1.0046(1)

Table A.7: Energies and relative intensities of y-rays measured at both FRM II and BRR in
excellent agreement, that are thus possibly prompt y-rays of 242Pu neutron capture.

E, [keV]  rel. Intensity | E, [keV] rel. Intensity
345.31(11) 0.0051(3) 723.57(12)  0.0090(6)
348.53(13) 0.0027(2) 755.97(23)  0.0129(22)
401.51(10) 0.0118(9) | 758.04(20)  0.0174(23)
426.41(14)  0.0035(5) 777.26(15)  0.0168(15)
428.65(10) 0.0036(2) | 783.11(10)  0.0096(3)
450.20(10) 0.0084(3) | 891.15(15)  0.0037(5)
452.26(14) 0.0045(3) | 900.38(12)  0.0051(5)
454.40(14) 0.0035(4) | 913.99(9)  0.0072(5)
458.82(10) 0.0123(7) | 922.08(9)  0.0150(4)
488.91(16) 0.0036(7) | 920.36(10)  0.0086(4)
502.42(14) 0.0027(9) | 955.12(11)  0.0045(4)
527.74(23)  0.0020(6) 1169.27(18) 0.0022(4)
532.63(16) 0.0041(8) 1231.67(12)  0.0041(3)
535.96(11) 0.0075(3) | 1382.44(19) 0.0032(4)
544.85(10) 0.0166(15) | 2978.72(38) 0.0018(3)
547.84(19) 0.0028(10) | 3745.00(36) 0.0027(3)
651.36(10) 0.0081(6) 3919.61(23) 0.0015(2)
653.72(10) 0.0089(8) | 3986.85(25) 0.0012(4)
678.04(13) 0.0040(6) | 4090.05(23) 0.0015(3)
680.67(9)  0.0136(5) 4130.34(32) 0.0020(3)
682.83(9) 0.0122(4) | 4242.15(23) 0.0016(2)
710.61(12) 0.0115(8) 4291.27(23) 0.0014(1)
713.96(16) 0.0057(7) | 4487.02(13) 0.0069(2)
716.21(9)  0.0108(6) 4770.15(20)  0.0023(2)
717.96(10) 0.0227(7) | 4853.65(28) 0.0012(1)
720.45(10) 0.0184(7) | 5164.68(19) 0.0018(1)
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APPENDIX B

Level Scheme of 243Pu

The following level scheme of 243 Pu is presented in EGAF format, which is similar to the
ENSDF format. Levels are denoted by an "L" and 7-ray transitions are denoted by a "G" in
the sixth column. After that follows the level /transition energy and then the uncertainty
of the energy. For levels the next parameter denotes the spin and parity related to that
level. For transitions the emission intensity and associated uncertainty follows after the
energy uncertainty. Then the multipolarity of the transition is denoted (In parentheses if
tentative). The last two values are the internal conversion coefficient and its uncertainty.
A "c¢" in the fifth column marks a commentary.

243PU 242Pu(N,G) E=THERMAL

243PU N 4.54 28 1.0

243PU cN 243Pu adopted levels from Ca76
243PU2cN with PGAA rel. Int. data on 242Pu
243PU3cN normalize by 7.07(12)b

243PU L 0.0 7/2+
243PU L 58.28 8 9/2+
243PU G 58.3 10 0.0059 22 [M1] 27.2 4

243PU2cG Based on intensity balance

243PU3cG to close to Am241d so not observed

243PU L 124.65 10 11/2+

243PU G 66.37 71 0.0003125 [M1] 18.61

243PU cG 66 possible transition but unobserved due to Pu243decay peak,
243PU2cG 66 gtol int balance and Dicebox indicate

243PU G 125.47 71 0.0010 3 [E2] 5.71 17
243PU L 207.1 27 13/2+

243PU L 287.56 6 5/2+

243PU G 229.15 8 0.0136 5 [E2] 0.52 1

243PU G 287.69 8 1.000 12 M1 1.34 2

243PU L 299 15/2+

243PU L 333.43 T OT/2+

243PU G 45.87 71 0.0019 7 [M1] 55.26

243PU cG 45.8 most likely transition
243PU2cG 45.8 not observed, though indication at energy cut-off at 45.57
243PU G 275.28 8 0.0236 6 [M1] 1.515 22



B LEVEL SCHEME OF 2$3pU

243PU G 333.37 35 0.0004 2 [M1] 0.889 13

243PU L 383.64 7 (1/2+) 0.33 US

243PU G 96.06 11 0.0789 21 [E2] 19.04 30

243PU L 387.95 11 (9/2+)

243PU G 54.48 50 0.0004525 [M1] 33.2 11

243PU cG 54.48 small and in Am241d thus not visible, but likely as in band transitio:
243PU G 263.24 11 0.0015 1 [M1] 1.715 24

243PU G 388.07 15 0.0013 1 [M1] 0.588 9

243PU cG 387.90 spin assignment only tentative in ensdf

243PU L 392.32 7 (3/2+)

243PU cG 8.66 to 386 not observed and highly converted but likely [M1] in band trans
243PU G 8.66 50 0.0007 2 [M1] 1916

243PU L 402.57 8 9/2-

243PU G 277.98 9 0.0030 8 [E1] 0.0488 7

243PU G 344.5 5 0.0006 6 [E1] 0.0307 5

243PU cG not observed in tail of 343.9 keV transition

243PU2cG Intensity based on ENSDF Branching ratio and 402.35 keV peak

243PU G 402.52 8 0.03563 7 E1 0.0222 4

243PU cG A similar energy g-ray is assigned to L2030 but it has a 37/2+ spin
243PU2cG thus this should be a clean transition

243PU L 404.0 17/2+

243PU L 447.14 8 (5/2+)

243PU G 54.82 30 0.0092 23 [M1] 32.6 7
243PU cG 54.9 not observed/mext to Am241d maybe there, est with dicebox
243PU G 447.54 42 0.0004520 [M1] 0.399 6
243PU L 450.1 (7/2+)

243PU cG 2.56 90 0.00005 1 [M1] 1903
243PU cG 2.56 added as in band transition

243PU cL 454 6 11/2-

243PU L 454 11/2-

243PU cL 466.7 15(11/2+)

243PU L 466.7 (11/2+)

243PU L 519 19/2+

243PU cG 220.1

243PU cL 536.6 15(13/2+)

243PU L 536.6 (13/2+)

243PU cL 564.5 15(9/2+)

243PU L 564.5 (9/2+)

243PU cL 595.3 15(15/2-)

243PU L 595.3 (15/2-)

243PU L 625.64 8 (1/2+)

243PU G 233.65 10 0.0024 2 [M1] 2.392
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243PU
243PU
243PU
243PU
243PU
243PU
243PU
243PU
243PU
243PU
243PU
243PU
243PU
243PU
243PU
243PU
243PU
243PU
243PU
243PU
243PU
243PU
243PU
243PU
243PU
243PU
243PU
243PU
243PU
243PU
243PU
243PU
243PU
243PU
243PU
243PU
243PU
243PU
243PU
243PU
243PU
243PU

cL

I

cG

Q Q- o

QO Q@

cG
cG
cG

241.93 7 0.0811 15 [M1] 2.170

626 2 (9/2+)

626 14 (9/2+)

646.8 21/2+

242.8

653.90 8 (3/2+)

261.58 8 0.0103 4 [M1] 1.745

677 .26 8 (5/2+)

284.32 8 0.0202 6 [M1] 1.385

343.80 8 0.0135 3 [M1] 0.820

343.9keV placed two times in Levelscheme, therefore half intensity
704.16 7 (3/2-)

416.50 8 0.1361 53 [E1] 0.021

734.1 20

734.1

741.8 15(7/2+)

784 23/2+

264.9

790.93 8 (3/2-)

343.80 8 0.0135 3 [E1] 0.031

343.9keV placed two times in Levelscheme, therefore half intensity
407.32 8 0.0183 4 [E1] 0.022

809.69 7 1/2+,3/2

809.5 assuming 1/2+ is correct the following multipolarities arise
426.06 7 0.0040 3 [M1] 0.456

426.06 10 0.0020 2 [M1] 0.456

426.07keV placed two times in Levelscheme, therefore half intensity
522.25 7 0.0215 5 [E2] 0.047

813.81 6 3/2+

159.50 5 0.0030 4 [M1] 7.008

159.47 10 0.0023 4 [M1] 7.011

159.50 placed two times by me at otherwise not deexited L 446.8
480.63 9 0.0140 6 [E2] 0.058

526.27 7 0.0448 8 [M1] 0.257

813.84 7 0.0376 8 18 [E2] 0.018

834.4 15 (7/2-)

845.61 11 (5/2+)

5568.05 9 0.0197 8 [M1] 0.220

787.17 72 0.0044 13 [E2] 0.020

adjacent Cl-peaks, this is the restpeak

788.45 6 0.0048 5 [E2] 0.020

844 .43 11 0.0064 5 [M1] 0.072
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845.66 52 0.0037 3 [M1] 0.072
873.39 11 (1/2-)

219.49 8 0.0138 3 [E1] 0.083
895.6 15(7/2+)

905.91 8 (1/2-)

513.78 8 0.0543 27 [E1] 0.014
522.25 7 0.0215 5 [E1] 0.013
920.6 15 (11/2-)

933.0 25/2+

286.2

948 .34 8 (3/2-)

501.14 9 0.0276 14 [E1] 0.014
555.89 9 0.0185 7 [E1] 0.012
564.74 8 0.0393 11 [E1] 0.011
954 2 (9/2+)

981.31 9 (5/2+)

534.06 8 0.0091 3 [M1] 0.247
589.15 8 0.0112 5 [M1] 0.190
647.09 33 0.0012 3 [M1] 0.147
648.8keV placed two times in Levelscheme, therefore half intensity
693.5 7 0.0037 17 [M1] 0.123

693.5 observed but on edge of Ge-triangle, used ENSDF branching
1044 2

1080 2 (9/2+)
1092 27/2+
307.5

1114 3

1130.1 4 (1/2+,3/2)

1130.17 8 (1/2+)
1130.1 assuming 1/2+ is correct the following multipolarities arise

426.07 6 0.0041 3 [E1] 0.020

426.06 10 0.0020 2 [E1] 0.020

426.07keV placed two times in Levelscheme, therefore half intensity
683.13 10 0.0046 4 [E2] 0.026

683.13keV placed two times in Levelscheme, therefore half intensity
738.14 8 0.0124 4 [M1] 0.104

746.36 8 0.0139 5 [M1] 0.101

1145 3

1176.5 3 3/2+,5/2+

1176.5 assuming 3/2+ is correct the following multipolarities arise
385.83 2 0.0075 4 [E1] 0.024

551.59 10 0.0038 6 [M1] 0.575



243PU cG 730.1 7 0.0023 9 [Mi] 0.107

243PU cG 730.1 observed but not fitable, Ge-triangle and background,

243PU2cG ENSDF intensity used

243PU cL 1176.5 assuming 5/2+ is correct the following multipolarities arise

243PU L 1176.83 7 5/2+

243PU G 385.84 8 0.0071 2 [E1] 0.024
243PU G 551.60 12 0.0040 6 [M2] 0.575
243PU G 729.87 13 0.0019 3 [M1] 0.107
243PU G 843.40 52 0.0037 3 [M1i] 0.072
243PU G 889.31 8 0.0272 6 [M1i] 0.063
243PU G 1176.43 12 0.0119 13 [M1] 0.030
243PU L 1197 3

243PU L 1213.02 16 (5/2-)

243PU G 880.38 23 0.0026 5 [E1] 0.0050
243PU G 924.98 18 0.0019 3 [E1] 0.0046
243PU L 1233 3

243PU L 1243 3

243PU L 1261.1 29/2+

243PU L 1265 3

243PU L 1286 3

243PU cL 1301.26 11

243PU cL 1301.6 5 1/2,3/2

243PU L 1301.47 9 (3/2+)

243PU cL 1301.6 assuming 3/2+ the following multipolarities arise
243PU cG 647.54 39 0.0028 7 [Mi] 0.147
243PU G 647.09 33 0.0012 3 [M1i] 0.147
243PU cG 648.8keV placed two times in Levelscheme, therefore half intensity
243PU G 675.78 8 0.0140 8 [M1] 0.131
243PU G 918.44 15 0.0042 3 [M1] 0.058
243PU L 1324 2

243PU L 1354 2

243PU L 1359 3

243PU cL 1367.8 6 1/2,3/2

243PU L 1368.31 10 (1/2+)

243PU cL 1367.8 assuming positive parity, multipolarities arise
243PU G 663.98 12 0.0060 4 [E1] 0.008
243PU G 714.77 15 0.0020 2 [M1] 0.113
243PU G 975.93 13 0.0068 6 [M1] 0.049
243PU L 1387.58 8 3/2+

243PU G 439.39 9 0.0055 3 [E1] 0.019
243PU G 683.13 10 0.0046 4 [E1] 0.0080

243PU cG 683.13keV placed two times in Levelscheme, therefore half intensity
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APPENDIX C

Population-Depopulation Plots
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Figure C.1: (a) DICEBOX simulated population (Pf™) against experimentally determined
depopulation (P;*P) of levels i in 243Pu using the CTF level density model, an
EGLO PSF and a single particle strength of 1-107% for the M1 PSF. (a) Pulls
corresponding to this population-depopulation plot. A "1" (or "-1") on the y-axis

. . . i €:
corresponds to a difference of one standard deviation between PP™ and PZ-XD7

where sgi, denotes the uncertainty of the simulated population and sey, to the
uncertainty of the experimental depopulation.
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Figure C.2: DICEBOX simulated population (P§™) against experimentally determined de-
population (P*P) of levels i in 243Pu using (a) the CTF and (b) the BSFG level
density model, an BA PSF and a single particle strength (SPS) of 1-1078 for
the M1 PSF. The pulls corresponding to the population-depopulation plots are
given in (c¢) for the BA/CTF/SPS model combination shown in plot (a) and in
(d) for the BA/BSFG/SPS model combination shown in plot (b). A "1" (or "-1")
on the y-axis of these later plots corresponds to a difference of one standard devi-
ation between PS™ and PP, where sgin denotes the uncertainty of the simulated
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population and seyp to the uncertainty of the experimental depopulation.
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Figure C.3: DICEBOX simulated population (Pf™) against experimentally determined de-

(2

population (P{*P) of levels i in 243Pu using (a) the BSFG and (b) the CTF level
density model, an EGLO PSF and a Lorentzian model of the GDMR (GLO) for
the M1 PSF. The pulls corresponding to the population-depopulation plots are
given in (c) for the EGLO/BSFG/GLO model combination shown in plot (a) and
in (d) for the EGLO/CTF/GLO model combination shown in plot (b). A "1" (or
"-1") on the y-axis of these later plots corresponds to a difference of one standard
deviation between PS™ and PP, where sqm denotes the uncertainty of the sim-
ulated population and scyp, to the uncertainty of the experimental depopulation.

XXIII



C POPULATION-DEPOPULATION PLOTS

10; T T T T T T T T \\\H@\\; 10; T T T T T T T \\\Hﬁ\\;
F O J=05 oI F O J=05 Q7
[ ® J=L5 - [ ® J=L5 L ]
10" < ng.s 10™ < ng.s &
E <« J=35 E E <« J=35 E
F v J=45 i__% E F v J=45 T%j E
F» J=55 4 F» J=55 4
2| _ 2| _
ENE ¥ ] EE ]
R —F‘% 1 E L # % 1
= [ ] = [ ]
oy o
&10, I S A AR IT1 S B e | O] S T R R
= E f ! e - 10°E 1 T P
= f o 7 = f o 1
3 [ O positive parity =0 3 [ O positive parity o
S | = negative parity S | = negative parity
10" % eg E 10°F % = 3
10°F . E 10°F E
E 243 3 E 243 7
L @_ Pu | L + Pu |
-3 ol Lol L -3 ol ol L
10~ g N 10~ E B
10° 10” 10” 10° 10° 10° 10” 10°
Experimental depopulation Experimental depopulation
(a) (b)
[ [ ] E L]
8 o8 Or
. oL . o * b
ok F ® . g N .
o L . o 2 1
L S Lf
e [ e f
A [ A
— [ —3
2 o r °
103 102 10" 1 10° 102 10" 1
Experimental depopulation Experimental depopulation
(c) (d)

Figure C.4: DICEBOX simulated population (P§™) against experimentally determined de-
population (P*®) of levels i in 243Pu using (a) the BSFG and (b) the CTF level
density model, an BA PSF and a Lorentzian model of the GDMR (GLO) for the
M1 PSF. The pulls corresponding to the population-depopulation plots are given
in (c) for the BA/BSFG/GLO model combination shown in plot (a) and in (d)
for the BA/CTF/GLO model combination shown in plot (b). A "1" (or "-1") on
the y-axis of these later plots corresponds to a difference of one standard devia-
tion between PF™M and PP, where sqm denotes the uncertainty of the simulated
population and seyp to the uncertainty of the experimental depopulation.
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APPENDIX D

Addtional Plots for the ?3"Np Evaluation
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Figure D.1: Comparison of the energies of identified background lines measured during the
irradiation of sample 9 at BRR with corresponding tabulated values.
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Figure D.2: Comparison of 2"Np energy measurements of prompt v-rays at BRR with sample
8 and sample 9 as a function of the measured energy.
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Figure D.3: Comparison of 23’Np prompt -ray measurements at BRR with sample 8 and
sample 9 as a function of the measured energy. Residuals of (a) y-ray energies
and (b) relative intensities.
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APPENDIX E

Plots of Actinide Spectra
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APPENDIX F

Values of Physical Quantities used in this Work

Table F.1: Values of physical quantities used in this work. Unless otherwise stated in the text,
data are taken from NIST [168], Geant4 material database [96], CRC Handbook of
Chemistry and Physics [90], DDEP [82], ENDF [5] and EGAF [4].

Quantity  Value [unit] ‘ Quantity Value [unit] ‘ Quantity Value [unit]
p(Au) 19.32gem™ | m,(**1Am) 241.06 u T 2(**?Pu) 3.73(3) - 10° yr
p(Si0,) 22gem™ mq(*2Pu) 242.06 u T1/2(213Pu) 4.956(3) h
p(FEP)  215gem™ | Typ('*Au) 2.6943(7)d a2(P¥7Au) 98.66(14) b
p(NpO,)  1l.lgem™ | Tyo(*"Np) 2.144(7) - 10%yr pw(l%Au 412keV) 95.62(6) %
p(PuO,)  11.5gem™ | Ti,5(**Np) 2.10(2)d p,(#38Np, 924 keV) 2.604(2) %
ma(Hp) 100780 | Tup(®Np)  2356(3)d | p,(**Np,98dkeV)  25.18(13) %
mq(O ndt) 15.999u T12(** Am) 432.6(6)yr | p,(***Np, 1026 keV) 8.76(6) %
ma(Cl,,) 35.453u | T1jo(**?8Am) 16.01(2) h p,(33Np, 1029keV)  18.25(13) %
ma(Ay,) 196970 | Tip(*®Am)  7367(23)yr | 0y (Hu,2223keV)  0.3326(7)b
ma(*"Np) 237.05u T 2(**1Pu) 14.33(4) yr (TW(CIHM, 1165 keV) 8.91(4)b
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