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Human action recognition is a challenging research topic and attracted very good attention in the last few years. This 
paper presents a features weighting framework for human action recognition based on the movement of different body-parts. 
Intuitively, Understanding the motion of a particular body-part having a major contribution to a specific action gives a better 
representation of that human activity. For example, action like walking, running and jogging, movement of the leg is more 
important and in boxing, waving and clapping, hand movement is more effective. This work presents a technique, utilizing 
the sub-region body-parts recognition rate to the weight kernel function. First, the complete human body is extracted from 
the background and HOG (histogram of gradient) based body-part detection is applied to generate three different sub-region 
(head, arm and body, foot and leg) of complete human body. Recognition rate and weight is calculated for all these sub-
region (body-parts) for a particular action. Based on the weight (ω) of sub-region, a weighted feature Gaussian kernel 
function is obtained and weighted feature support vector machine (WF-SVM) classifier is constructed. The experimental 
results of the proposed framework have better performance on both KTH and UCF-ARG datasets compared against several 
state-of-the-art methods. 
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Introduction 
In the area of computer vision and machine 

learning, many researchers are working with the 
space-time pattern recognition where the object of 
interest is extracted and identified from the video 
sequence. We have proposed a new technique called 
weighted feature human action recognition. The 
proposed model is motivated by the fact that every 
human action can be described by the movement of 
body parts and different body parts having different 
impact on the action recognition result. Here in this 
work, we extracted features from different sub-region 
and calculate the impact and weight of each sub-
region features based on the magnitude and 
recognition rate. In the recognition stage, the obtained 
weight result is used to calculate weight kernel 
function and we get a new human action recognition 
model based on SVM with weighted kernel function. 
 
Proposed Model Description 

The proposed model description is shown in Fig. 1. 
Moving human body detection and segmentation, 
Human body part detection with different sub-region, 
Motion features extraction (Optical flow), and action 

classification based on weighted feature SVM are 
basic objective of our system.  
 
Human body Detection and Segmentation 

Human action depends on body movement 
therefore we need to extract only the moving object 
(Human body) from the background which is 
significant part in action recognition. Visual attention 
technique can be used to segment moving object from 
background.1 The moving objects detection follows 
the steps explained below. 

Average and Gaussian filter is applied on video I(x, 
y, t) of size (N M) at time t, Then saliency value at 
each pixel position of image (x, y) is calculated as: 
 ܵሺݕ,ݔሻ = ,ሻݕ,ݔሺ	௔௩௚ܫ]݀    [ሻݕ,ݔ௚௔௨௦௦௜௔௡ሺܫ
 
Human Body part detection 

Here we have used body-parts detectors to detect 
different parts of the human body (Head region, Arm 
and body region, Leg and foot region) based on 
sliding window technique.2 Fixed size of rectangular 
bounding boxes is used for individual object region. 
These bounding boxes slide over the image and each 
sub window considers as an input to these body parts 
detectors. All these inputs are then independently 
classified as respective objects. All those detected 
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body parts are combined into a proper geometrical 
shape into another fixed size bounding box as a 
complete human shape to prevent possible false 
positives. 

In this approach, All training images of different 
body parts, divided into (8 8) cell and applied sobel 
operation and HOG features is extracted to form a 
normalized 6-bin histogram.3 As a result, we got 6-
dimension feature vector for each cells. We select the 
best feature group from all these feature vector based 
on minimization of the standard deviation (σ). 
 

Algorithm to train three different body parts: 
 

1. Apply Sobel operator for every training 
image (head, arms and legs). 

2. Divide the Sobel image into 8 × 8 cells. 
3. Calculate HOG features for each cell within 

the range (−π/2, +π/2).  
4. Store the values in a feature array. 
5. Apply feature selection technique over the 

feature array. 
6. Train the selected feature using SVM. 
 
Interest point Detection from individual body parts 

The above approach gives individual body parts as 
output from full human body. Now to model the 

movement of individual body parts, first we have to 
track some interesting key-points from all detected 
body parts and then apply optical flow (OF) to 
compute the movements of those points. We have 
used an Improved Corner Detection Algorithm4 to 
find interest point and optical flow feature to model 
motion pattern of interest point in human action 
video.5,6 Small image patches called as window is 
moved around the target images to get the variation in 
intensity in both the direction x and y. After this with 
each window, a score R is to be computed and with a 
threshold to this score, corners are selected. 
 
Weighted Feature SVM 

The optimal hyperplane is obtained by solving 
constraint optimization problem and get the 
classification decision function by introducing a 
kernel function K in a new high dimension space H as 
follows: 
(ݔ)݂  = 
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Weighted features kernel function kp based on 
SVM is defined as: 

 

 
 

Fig.1 — Proposed weighted feature framework 
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Here P is referred to as a weighted feature matrix. 

The different value for P lead to different weight 
situation of different types of matrix below: 

I: When P is an identity matrix of order n, this is no 
weight situation. 

II: When P is an diagonal matrix of order n, Where 
(P)ii =wi (1≤ i ≤ n) is the weight of ith feature and not 
all weight wi are equal. 

III: When P is an arbitrary matrix of order n. This 
is the full weight situation. 

For this work we have taken P as a diagonal matrix 
of order n, and the weighted features kernel function 
can be process from eq  (1) for Gaussian kernel 
function7,8  as follows: 
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Experiment 

In this section, we evaluate the performance of the 
proposed WF-SVM using two benchmark dataset: 
UCF-ARG dataset, and KTH human action dataset. 
UCF Human action dataset consists of 10 action 
performed by 12 actors recorded from 3 different 
angles. We have taken the ground view recoding for 
our experiment. The 10 actions are Boxing, Clapping, 
Digging, Jogging, Carrying, Open-Close Trunk, 
Running, Throwing, Walking and Waving. KTH 
dataset consist of 6 actions (boxing, hand-clapping, 
hand-waving, jogging, running and walking) by 25 
different people in different environments. The frame 
size is 960 540 and after background subtraction 
(moving object detection and segmentation), it is 
reduced to 64 128. In this paper we have presented a 
novel and efficient framework by modeling the motion 
of human body part. We have divided the 64 128 
cropped image into three different region (Head, body 
and arms, and leg and foot) and extracted feature points 
of all three different region separately by using shi-
tomasi interest point detection and then we iteratively 
track those points using lucas-kanade optical flow(OF) 
to obtain motion features of three different region. 

1-Head region: From the head region key points 
are detected and computed the optical flow (OF) to 
obtain a motion feature vector which stores the 
displacement of these key points from first frame to 
second and so on. 

2-Body and arm region: Key points are selected 
and optical flow (OF) vector is obtained. 

3-Leg and foot: Similarly key points are selected 
from foot and leg region to generate optical flow (OF) 
vector. 

We have extracted optical flow features (OF) from 
all three different region of human body from its 
current and previous frame for all different category 
action videos having N number of frame per video. 
We can extract a set of N-1 optical flow features 
descriptors per video. The optical flow (OF) 
descriptor size depends on the number of interest 
point detected per region multiply by 2. For example, 
if 40 key points are detected from head region then 
the optical flow descriptor size will be 40 2 = 80 (2 
comes from horizontal and vertical direction) .We 
have extracted optical flow from 3 different region of 
human body for all videos in UCF dataset (Total 
video per action 48, so for 10 action we have used 
480 video files). Then we split the extracted optical 
flow into training and testing set and stored separately 
(for training we have used 28 video per sample and 20 
for testing. K-means clustering with a fixed number of 
clusters is used for vector quantization to assign 
optical flow descriptors to its nearest code-word. 
Finally we construct Bag-of-word (BOW) vector for 
each region of human body, BOW vector is like a 
histogram which counts the frequency of optical flow 
descriptors in video. We then train a weighted feature 
kernel function Kp(fi, fj) SVM in our training set. 

We experiment five times under different body 
region features for all 10 different actions and 
observed that, the influence of features of three 
different region of body are discrete in different 
action class. For example the legs and foot body parts 
are having major contribution for action like walking, 
jogging and running and arms for boxing, waving and 
clapping. Based on the analysis of our experiments in 
three features area we obtained the weight wi of each 
body region for different action and corresponding 
linear transformation square matrix P below: 
 

w = w1 + w2 + w3 
 

We can get the values of w1, w2 and w3 from the 
recognition rate of different region of body for all 10 
different actions. 
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Action recognition performance 
Finally, we report the performance of our proposed 

WF-SVM approach on UCF and KTH dataset. The 
average precision of WF-SVM which uses weighted 
feature Gaussian kernel on UCF dataset is 82%, 
which is better than standard SVM with linear kernel 
whose average precision is 74%. Similarly on KTH 
dataset, the average precisions are 86% by using WF-
SVM and 78% by using SVM with linear kernel. The 
confusion matrix for UCF and KTH dataset of 
proposed approach is shown in Fig 2. 

 

 
 

Fig. 2 — (a) Confusion matrix of UCF dataset by 40 random splits and the corresponding values under two kernel function;
(b) Confusion matrix of KTH dataset by 32 random splits and the corresponding values under two kernel function 
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From these confusion matrixes it is evident that 
most of the actions are correctly classified by our 
proposed WF-SVM than standard SVM shown in 
tabular format in Fig. 2. The reason behind this is the 
reduction of the influence of weak correlation 
features by weighted feature. We have used python 
and open cv for feature extraction, K-means 
clustering is used with cluster size 200 for vector 
quantization to assign optical flow feature to its 
nearest codeword.TF-IDF weighting scheme is used 
for BOW (Bag of word).  
 
Conclusions and Future Work 

In this paper, a feature weighting technique is 
proposed for human action recognition, since the 
effect of each human body region on action 
recognition is different. The experimental results 
suggest the weighted features Gaussian kernel 
function has better performance in human action 
recognition on both KTH and UCF action dataset. 
This body part-based approach does not beat few best 
state-of-the-art methods on KTH and UCF dataset 
because of resolution and scaling of the video. 
Cropping the moving object and detecting individual 
body-parts perform better in video having high 
resolution and good indoor controlled environment. 
However the proposed approaches have shown 
impressive performance on controlled dataset in 
laboratory setting. To distinguish very similar action, 

more number of body parts and joints can be taken as 
sub-region and sub-region features ranking can be 
done for more accurate inter-class human action 
classification. 
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