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Decision making for intrusion detection is critical in a distributed environment such as cloud or grid computing due to 

its’ dynamic nature. Wrong or delayed decisions lead to astonishing problems. So that decision making phase is enhanced by 

means of selecting relevant features for prediction and trained to classify attacks. Initially the common valued features for 

both normal and attack behavior are removed. The random forest algorithm is used for analyzing the predictors’ importance 

for intrusion detection. Then random forest algorithm works with the reduced and selected predictors to classify the normal 

user and attack behavior. Finally the classifications are used to detect intruders. Experiments are conducted and proved that 

classifier performance can be improved in terms of accuracy, efficiency and detection rate using random forest. 
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Introduction 

Classification methods
1–7

 for intrusion detection 

produce a solution for categorizing normal or 

intrusive behavior in a better way than statistical 

learning approaches. Among classification methods, 

random forest is the best classifier
8
 and feature 

selector.
9,10

  However, in a distributed environment, 

random forest lack in efficiency due to the need of 

more processing time for training. So that, pcap file 

features are filtered to segregate the features relevant 

for intrusion detection. In order to improve accuracy 

and detection rate the best Mtry value is chosen. 
 

Materials and Methods 
 

Random Forest Algorithm 

Random Forest is a supervised tree based 

classification model. It is an ensemble classification 

algorithm which constructs a set of decision trees and 

selects the best estimate. It creates multiple trees, a 

tree for each feature in the training data. The results of 

all decision trees are aggregated and the best 

estimator is taken into account. Randomness is 

another feature of random forest algorithm which is 

implemented by selecting a random set of best 

features for estimation. Among available features, the 

importance of each feature for classification can be 

calculated using VarImp() function of R. The out-of-

bag (OOB) error for each Mtry value is recorded and 

averaged over the forest. Mtry is a number used for 

splitting each node in the tree. Random forest  

has been effectively used for intrusion detection in 

solo
8, 9, 11

 or accompanied
10,12

 with other classifiers. 
 

Proposed model 

According to intrusion detection, packets transmitted 

between VMs through network are the footprints of 

intruder. The present work analyses pcap files for 

preprocessing them and constructs classifiers using a 

supervised learning technique-Random Forest. The 

architecture of the proposed system is shown in Fig. 1. 

Generally a pcap file contains vast data such as 

frame number, timestamp, number of bytes, protocol, 

source ip, destination ip, source port, destination port, 

error information etc. pcap files from various IDS 

(Intrusion Detection System) sensors of cloud 

network are aggregated which is an entry point for 

intrusion detection activity. It is done in hypervisor 

which is the right place for aggregation since the 

control of IDS is with the cloud service provider. Also 

monitoring both internal and external attacks are 

easier in hypervisor. Each VM’s pcap files are 

collected as raw events, converted into .csv files and 

moved to intrusion detection system. If all pcap file 

fields are used as predictors for intrusion detection, it 

will be time consuming in training, and expensive in 

resource consumption which leads to poor detection 
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rate. Thus, pre-processing is needed to avoid these 

problems. So the features which have less importance 

for intrusion detection are removed and a reduced 

feature dataset is constructed. Then an optimal set 

with relevant features is prepared after identifying 

each features’ importance. Then the classifier works 

on the pre-processed data with reduced features to 

construct classification model. The work flow of the 

proposed work is dictated as follows: 
 

Algorithm: 

1. Read the dataset, pcap file (in .CSV format) with 

feature set S= {f1,f2,…,fn} with ‘n’ features. 

2. For each fi in S do 

a. Delete common valued features and construct 

reduced set S1= {f1,f2,…,fm} where m<n  

b. For each fi in S1 

i. Find feature importance using VarImp() 

ii. If VarImp() = TRUE then 

Construct optimal set S2= {f1,f2,…,fl}  

where l<m 

3. Partition the optimal set S2 in the ratio 70:30 

using CreateDataPartition() function. 

4. Create two data frames ’training’ and ’testing’ 

with 70% and 30% partitions respectively. 

5. Convert the categorical fields such as ’Protocol’, 

’Flag count’ etc from numerical to categorical 

type variables. 

6. Choose the best Mtry value using tuneRF() 

function. 

7. Train the ’training’ dataset with the 

randomforest() classifier method. 

8. Predict the ’testing’ dataset using the trained 

model. 

The rules obtained from analysis phase are 

formatted as condition and action taken to generate 

alerts. By means of Intrusion Detection Message 

Exchange Format (IDMEF) the generated alerts are 

sent to all IDS sensors in the environment for further 

protecting from intrusion. 
 

Implementation 

A .csv file is created with attack and normal 

samples from the CICIDS2017 dataset.
13

 This .csv file 

covers all attack samples: Bot, Brute force, DDoS, 

DoS, FTP, Infiltration, Portscan, SQL injection, SSH 

& XSS and normal (Nor) with 84 features. Some of 

the features have common values for all types of 

attacks and normal samples. So they are removed 

from the .csv file and a reduced feature set of 71 

fields is obtained. Among these fields we have 

selected the fields which are appropriate for intrusion 

detection using random forest’s variable importance 

function VarImp() to obtain the optimal set. The 

optimal set is split into a training set (70%) and a test 

set (30%). Then randomForest() function is invoked 

to produce a classifier with the parameters: optimal 

set, training partition, 20 as the number of trees and 

Mtry as 7. This trained classifier is used for prediction 

of intruders on the test set.  
 

Results and Discussion 

Table 1 shows the list of optimal features along 

with the metric ‘MeanDecreaseGini’. 16 features 

among 71 are selected by the metric. The remaining 

features are exempted because of negative values. 

Table 2a and 2b shows the confusion matrices of the 

random forest classifier before optimality and after 

optimality of predictors respectively. The OOB error 

estimate is 7.27% before selecting optimal predictors. 

The same OOB error estimate is 2.66% for optimal 

 

 
 

Fig.1 — Architecture of Proposed system 

 

Table 1 — Optimal predictors 

S.No Predictor name MeanDecreaseGini 

1.  Source IP 33.02 

2.  Source port 56.89 

3.  Destination port 58.65 

4.  Total Backward packets 12.94 

5.  Total length of Forward 

packets 

19.01 

6.  Bwd packet length max 22.86 

7.  Bwd packet length std 11.93 

8.  Flow packets per second 9.05 

9.  Flow IAT std 6.72 

10.  Fwd IAT mean 21.14 

11.  Bwd IAT std 5.04 

12.  Fwd header length 16.07 

13.  Bwd packets per second 23.72 

14.  Init_Win_bytes_forward 21.16 

15.  Idle.max 0.45 
16.  Idle.min 0.22 
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set. Bot, DoS and SSH attacks are classified with 

100% accuracy (0.0 class error rate as in Table 2b). 

Infiltration attack has an error rate of 0.1. Also the 

other attacks have less error rate in optimal set 

compared to whole set. Mtry parameter of 

randomForest() function is selected using tuneRF() 

method, in order to get the best Mtry value. The 

relationship between Mtry value and OOB error rate is 

shown in Fig. 2. The function depicts that the error 

rate is low when Mtry value is 6 or 7. The performance 

evaluation of the classification algorithm is done by 

the three metrics accuracy, precision and recall. 

Accuracy (1) is a measure that indicates the overall 

persistence of the system. It is a proposition of 

correctly detected events to all events (normal and 

attack) occurred. Precision (2) is a measure of positive 

predictions or detection rate. It gives the proposition 

of attacks correctly detected to all predicted attacks. 

Recall (3) is a measure of sensitivity or true positive 

rate. It is the proposition of attacks correctly detected 

to all attacks. The decrease in OOB estimate of error 

rate and increase in all performance metrics for 

optimized set is shown in Fig. 3. The accuracy rate 

gained 4.61% more after feature selection.  
 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦   =  (𝑇 𝑃 +  𝑇 𝑁 )/(𝑇 𝑃 +  𝐹 𝑃  
                            + 𝑇 𝑁 +  𝐹 𝑁 )                           … (1) 

 

 
 

Fig. 2 — Mtry parameter selection 
 

 

Table 2a — Confusion Matrix-Random forest (before predictor selection) 

Confusion Matrix 

(OOB Estimate of error 
rate: 7.27%) 
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Bot 13 0 0 1 0 0 1 0 0 0 0 0.13 

Brute force 0 8 0 1 0 0 0 0 3 0 5 0.52 

DDoS 0 0 5 2 0 0 0 0 0 0 0 0.28 

DoS 0 1 0 367 1 0 0 0 0 0 0 0.00 

FTP 0 1 0 0 15 0 0 0 0 0 0 0.06 

Infiltration 1 0 0 0 0 17 1 0 0 0 0 0.10 

Nor 1 0 0 0 0 2 50 0 0 0 0 0.05 

Portscan 0 1 0 0 0 0 0 11 1 1 1 0.26 

SQL injection 0 2 0 3 0 0 0 0 8 0 3 0.50 

SSH   0 0 0 0 0 0 0 0 1 17 0 0.55 

XSS 0 1 0 2 1 0 0 0 1 0 12 0.36 
 

Table 2b — Confusion Matrix – Random forest (after predictor selection) 

Confusion Matrix 

(OOB Estimate of error 

rate: 2.66%) 
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Bot 15 0 0 0 0 0 1 0 0 0 0 0.00 

Brute force 0 15 0 0 0 0 0 0 1 0 0 0.11 

DDoS 0 0 5 2 0 0 0 0 0 0 0 0.28 

DoS 0 0 0 369 0 0 0 0 0 0 0 0.00 

FTP 0 1 0 0 15 0 0 0 0 0 0 0.06 

Infiltration 0 0 0 0 0 18 1 0 0 0 0 0.05 

Nor 1 0 0 0 0 1 51 0 0 0 0 0.03 

Portscan 0 1 0 1 0 0 0 13 0 0 0 0.13 

SQL injection 0 0 0 0 0 0 0 2 14 0 0 0.12 

SSH   0 0 0 0 0 0 0 0 0 18 0 0.00 
XSS 0 1 0 2 0 0 0 0 0 0 16 0.15 
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𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛  =  𝑇 𝑃/(𝑇 𝑃 +  𝐹 𝑃 )              … (2) 
 

𝑅𝑒𝑐𝑎𝑙𝑙         =  𝑇 𝑃/(𝑇 𝑃 +  𝐹 𝑁 )              … (3) 
 

The drawbacks of classification methods are 

complexity, time and resource consumption,  

which are resolved using proposed method. The 

traditional IDS is tuned to work in a distributed 

environment. 
 

Conclusions 

Efficient method for intrusion detection is 

presented in this paper. Generic features of pcap file 

consume more time which affect efficiency and 

generate more false alarms which affect accuracy. So 

intrusion characteristic specific features are taken into 

account for detection. Instead of using all predictors 

for intrusion detection, the optimized 16 predictors 

are used for predicting intruders. It is done by 

considering the features’ importance.  The large 

volume of pcap files are moved to preprocessor for 

extracting needed features and classification 

algorithm is used for generating classifiers. It is useful 

to monitor the network and prevent it from further 

contiguous attacks. Along with the accuracy 

enhancement, efficiency is also improved in terms of 

resource and time consumption. 
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Fig. 3 — Comparison of all features and optimal features 
 


