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Abstract. Coupling of distributed computer resources connected ligtaspeed
network to one virtual computer is the basic idea of a metgudar. Access
to the metacomputer should be provided by an intuitive geabluser interface
(GUI), ideally WWW based. This paper presents a metacomarthitecture
using a Java based GUI. The concept will be discussed withrdeig security,
communication, scalability, and the integration into &rig frameworks.

1 Introduction

Combining supercomputers and high speed networks with éenty leads to the in-
novative model of a virtual heterogenous computer: a metacter. Building a meta-
computer requires a software for interacting with différeperating systems and dif-
ferent resource management systems. In addition, a urémgnaphical user inter-
face is needed, supporting a single sign-on environmemgstablish a homogeneous
view of the metacomputer. The WWW based batch interface &y Gystems at the
Research Centre Jilich ([BHB0138]) is an example of a uniédl GUI by using a
WWW-browser.

This paper presents a WWW-accessible three-tier archite¢fSan97]), developed in
cooperation between the Research Centre Julich and thetiead Center for Parallel
Computing (P€) for a management system of a metacomputer, called HigroPerf
mance Computer Management (HPCM). The goal of the projdotdeliver software
that allows users to submit jobs to remote high performanogputing resources with-
out having to learn details of the target operating systeragdministrative policies and
procedures at the target site. HPCM is one of the projectseofNbrthrhine Westfalia
metacomputing research cooperation ((BMR96]).

2 Basic Architecture

The fundamental idea of HPCM architecture is to define a kina three-tier model,
consisting of:



— a graphical user interface
— one or more management daemons
— coupling modules on the compute servers

Access to the metacomputer is established by a lightweighitdased on a WWW
browser. The already existing CGI based interface to Craste®ys at the Research
Centre Jillich is converted to a Java applet running with@n tava Virtual Machine
(JVM) of the user's preferred WWW browser. The Java applatiédl while accessing
the metacomputer’'s HTTP address is generating a contesifispgraphical interface
by using user related informations, e.g. his authorizatiothe state of his transactions.
The central component of the HPCM architecture is the manage daemon (MD)
that creates the view of a virtual computer. This MD execateshe HPCM server
machines with the task to receive the user’s requests frenddkia applet, to interpret
their semantics, and to submit them to the related compitstgnces. To implement
this functionality, the MD needs a global view of the metapomer’'s components, i.e.
joined users and compute servers. Consequently the MD idimnistrative instance
of the metacomputer which is responsible to maintain theaowmhputer related data.
Due to the fact that the MD is accessing resources on beh#igaiser, there is a need
for a security policy. The authentication scheme must algipart a single sign-on
environment, to encapsulate the computing instances fnerager.

A coupling module (CM) interfaces with each compute ser/ke operating system of
each participating platform needs to be adapted to thefsge:communication protocol
and its semantics. This is done as a daemon process on theitsosapver. It translates
the abstract management daemon requests to the underlgimgg@ment software, e.g.
NQS, NQE, DQS, CCS, LSF or CODINE ([KaNe94]). Figure 1 issthating the basic
architecture.
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The advantage of this architecture is the high degree oésystdependance.

— The GUI relies only on WWW browsers and needs no special soéat the user’s
workstation.
— The MD has to be developed only once.

Only the CM must be adapted for each new family of HPCM compatgers.

3 The Java Applet

Access to the metacomputer should be provided without ted far distributing and
installing special software at the user’s desktop. Duegddht that WWW browsers are
available everywhere, a WWW based solution satisfies thjgirement. To implement
the necessary functionality a Java applet seems to be thedegign decision:

— Java applets are supported by popular WWW browser,

— Java applets are offering a standardized object orienteckq,

— the local CPU can be used for an adapted authentication sgchem

— the interface is context specific without reloading all imf@tions,

— functions implemented by an applet are available everwhétten the Internet
except for some firewall configurations.

As a consequence of the design decision several probleresdidée solved. For secu-
rity reasons Java applets loaded over the net are prevantedéading and writing lo-
cal files and from making network connections except to the tie applet was loaded
from. Consequently the Java applet must be loaded from the bast the management
daemon is executing on.

To implement a context sensitive GUI within the applet, éhierthe need for accessing
user related as well as environment specific informatiois iffiormation could be used
to tailor the interface, taking the user’s authorizatibe, actual state of his transactions,
and his preferrences into account. One way to implemenfehisire is to use the Java
File System (JFS). This requires an additional daemon oRlB@M-server: the Java-
Daemon.

Another problem arises for developers outside the US. Tenmenication channel
between the applet and the HPCM-server must be securdyittgalsing SSL-classes
as provided by the Java Cryptographic Extension (JCE) oap®s SSLava, an SSL
3.0 / Java Toolkit. But those APIs fall under US export resiohs (ITAR) although
the SSLeay toolkit written in C is freely available around thorld. Unfortunally, Java
developers outside the US have to obtain another solutiothéir security needs.
However, the authentication scheme used for the applet eonmation must support
message authentication as well as strong message encrfgtipasswords. To ensure
that the user’s password is read by the authorized applete tis a need for signed
applets within this concept. But signed applets are onlypetipd by the upcomming
versions of WWW browsers and those are not yet available eryaelesktop computer.
Therefore the applet needs to be validated by an expliditeantication step based on
the browser’s SSL capabilities ([FKK96)).

1 The SSL Protocol - Version 3.0 draft-ietf has beed deleted.



The authentication scheme selected for the communicatbmeen Java applet and
HPCM-Server is divided into two independant parts:

— The functionality of signed applets is achieved by using &h $ased http con-
nection. For firewall configurations, there is a need forldisthing an SSL-proxy
which is forwarding the endpoint communication through finewall. Later ver-
sions of HPCM will use signed applets which will lead to a mlpdéere an applet
based GUI is exempted from the security restrictions masticabove.

— The communication channel between applet and server iygecby a freeware
library of Systemics Inc. called Crypti¥ ([HaPa97]). The source distribution of
Cryptix™ contains a pure Java implementation of nearly all major thxygraphic
algorithms. CryptixM was selected due to the fact that it is developped within the
european union and is therefore not falling under the ITARrietions. Beside the
source code availability the main advantage of these dassthat they support
strong encryption (128 Bit), which is a requirement for auticating the user by
its password.

But there is also a disadvantage, mainly caused by the diffefava implemen-
tation strategies of the public browsers. Most of them wilt fet applets define
classes whose names start with “java.”. To use Cryfftiwithin an applet, those
classes must be installed locally, accessible through t#&SSPATH-environment-
variable. Therefore the installation of a local class arehin the user’s desk-
top is a required step. Unfortunally Netscape’s Naviga&mjuires a zip-archive
whereas Microsoft’s Internet Explorer is looking for a catchive. Consequently
two archives have to be maintained and distributed thronghHT TP server.

4 The HPCM-Server

Using a Java applet for implementing the GUI of a metacommals® influences the
design of the HPCM-Server. First, applets need a HTTP daamde loaded from.

Since applets are not able to communicate with any host &xbepone the applet
was loaded from, the management daemon and the HTTP daenstexegute on the
same host. Secondly, the user and cluster related infamaetimaintained by another
daemon: the Java-Daemon. The final architecture is illitestriay the figure 2.

5 Communication Protocol

One of the major design decision was related to the commtimcprotocol used be-
tween the HPCM components. Combining object-oriented austhvithin a distributed
environment leads to the question, whether the Common ORgguest Broker Archi-
tecture (CORBA [Vino97]) is offering an appropriate franua.

Obviously CORBA is addressing major aspects of the HPCMrenment:

— CORBA interconnects objects written in a variety of prognaimg languages, in-
cluding C, C++, Java, Smalltalk, and Ada,
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Fig. 2. HPCM Architecture

— the Naming Service allows clients to find objects based orasam
— the Trading Service allows clients to find objects based eir iroperties,
— the Security Service defines an authentication scheme.

Therefore one the HPCM-design goals is the usage of CORBifvfiglementing object
relations. But non-Intranet applets communicating in a BARompliant manner are
actually a problem. The public Internet browsers do not suppORBA implementa-
tions in a sufficient manner right now. Netscape’s Navigdtor for example, will inte-
grate Visigenic's VisiBroker later on, to support CORBAJPR applications and faster
Java support across platforms ([Net97]). But the dependsietween used Internet
browser and its supported Java mechanisms and limitationgdvhinder a rapid im-
plementation of the HPCM modules. Therefore the actual HA@klementation is
using a socket based communication:

— The heterogeneity of the HPCM architecture is supporteddty dncoding mech-
anisms similar to the ASN.1 standard ([ISO8824]).

— Each remote message invocation is simulated by a requgstiee-sequence, ex-
changing the manipulated data structures (objects).

6 Scalability and Reliability

To avoid a single point of failure and to design a scalabléesgsnore than one HPCM-
Server has to be supported.



This request could be fullfilled by at least three methods:

— URLSs typically specify a particular file on a particular mawd addressed by its
internet hostname. Address resolution is performed ad bguasing the Domain
Name Service (DNS). A closer look to the Requests For ComamgREC1034]
and [RFC1035]) reveals that the address resolution steghosname supports a
list of addresses (A records). This address list can be usélgecclient site to con-
tact the most suitable host, for example by submitting aicagt message expect-
ing a load average indicator as a response. The consequithig DNS property
is that the hostname resolution could be used as the teahfogueplication and
load balancing. Consequently it is a function of the WWW bgewor the resolver
library of the client site. Unfortunately this function istimplemented within the
current versions of the available browsers. In fact, browseere fixed to prevent
this feature due to the DNS spoofing attack ([DFW96]).

— The concept of Universal Resource Names (URNs, [RoNi95] [@aMe97]) is
based on the idea of separating the resolution system frewdly names are as-
signed. URLs identify a protocol at a specified host, URNsrefering to Internet
accessible resources. These abstract resource namesavedeby a DNS based
location broker, using a new NAPTR record which enables Sage of different
hosts for the same resource. Unfortunally this is only atdtaihdard with no suf-
ficient support by the available browsers.

— Another solution could be established by a proxy server.URe is pointing to a
proxy server which delegates the request to a second levEPHiBemon. Unfor-
tunally this concept has the disadvantage, that the JaVetappst communicate
with the proxy server. The HPCM design requires an immediatemunication
between applet and management daemon. But the idea of a peoxgr might
be implemented without receiving the applet from the proesver. The HTML-
document used for addressing the applet is not necessdilly laad during the
HTTP-GET-operation. It is possible to use CGlI scripts ovlsts, producing the
related HTML output. Combining this feature with tt@®DEBASHEParameter of
the HTML APPLETtag offers an alternative solution. The location (URL) of th
applet to be loaded is specified by t8©DEBASEparameter. Consequently, the
URL specified for accessing the metacomputer is not nedsaddressing the
same host as the applet provider. The user is accessing thi& Hage of a WWW
server whoséAPPLETtag is created dynamically. TRRODEBASEparameter is
pointing to the HPCM-Server host, used for the upcoming comigation.

Scalability of the HPCM architecture is established by gsindynamically gener-
atedCODEBASHEparameter, addressing the HPCM-Server to be used. HovigRéls
needs to be supported within the design in the future

7 Integration of Distributed Resources

Besides the scalability of the design, a secure framewarknfiegrating distributed
resources and a specification for using applets within ttaEiméwork is needed. We
decided to use the DCE framework ([OSF91]):



— The Distributed File Service (DFS) is offering a secure gldidlesystem with a
replication scheme and without any explicit mount operatidistributed filesys-
tem is one of the most important resources for building a owetguter, especially
if data access is provided in a UNIX manner.

— Security is guaranteed by the Kerberos protocol versioSB$88] and [KNT91]).

— DCE is divided into independent administrative domain#iedacells. An applica-
tion is able to access services from a remote cell - crossatikentication - as well
as a cell offers replicated services distributed among a WAN

— The concept of delegation enables a secure migration ofré wsedentials. This
is basically needed for a single sign-on architecture iggrthe security policies.

— CORBA and DCE are not really exclusive concepts. There ar&BROimple-
mentations based on DCE (environment specific inter-ORBegols).
Consequently the usage of DCE is not perventing the usageO&B2 in later
HPCM releases.

The usage of the DCE framework must also consider the iniegraf the applet. So-
lutions based on protocol tunneling, as descriped in the BB project ([LeZu95]),
require a DCE capable browser. That is contradictory touhe&mental prerequisite of
the concept: the general availability of a browser at the'sigesktop computer. There-
fore another solution must be implemented. The Java app#aithenticating the user
by a password. This password might be submitted strongipngypted via CryptiX" -
e.g. not crackable by using a dictionary - to the managensarhdn which is using the
decrypted user password for a DCE login. If this step sucs;ebé MD creates a login
context for the user’s Java session. Remember that the wbalenunication channel
used within this session must be secure. Otherwise, seaaitid not be guaranteed.
Within this solution another benefit of Java can be utilizéthe management daemon’s
login context of the user expires, the applet will prompttiser to authenticate again
without any reload actions to be done.

The effort and impacts for establishing a Northrhine Wéistfenetacomputer-DCE-
cell was analyzed by a cooperation between the Regional GtngpCentre of the
University of Cologne (RRZK) and the Center for Parallel Garing (ZPR) of the
University of Cologne ([LuWi97]). Itis planned to integegthe HPCM-implementation
into the DCE-framework in the middle of 1998.

The current implementation of HPCM is using a table for tratisg the HPCM user
credentials (uid,gid) to those of the compute servers. Eguantly this table must be
maintained for each participating computing instance.

Another issue system accounting. HPCM is following a coh@épsoft accounting
which is implemented as a layer above the native accountigthaas of the compute
server. Jobs submitted by the user are accounted on thaatestisystem and therefore
follows the rules definied at the executing institution. EEaoupling module is pushing
the actual accounting information to the MD once a day. Origof the message, the
management daemon is updating its soft accounting bass.ifffbrmation base will
be used to inform the user about possible accounting prabéiob submission.



8 Summary

Access to High Performance Computing resources has tadltbeen complicated
for the scientist and tends to be architecture-specific. added value promised by a
metacomputer concept could only be exploited by the uddale specified architecture
handles not only the integrative aspect of the distribuésdurces. A uniform graphical
user interface is essential for the success of a metacongpedncept. The World Wide
Web, especially Java based, is offering a fundamental tivierfior implementing such
a GUI. WWW browsers are available on nearly every desktopprder. Consequently,
there is no need for maintaining a special GUI at the uset.l&és point is essential
since a distributed metacomputer will be accessed by a Ergrunt of users, located
at different sites and maintaining a software module atyedesktop computer would
cause an enormous administrative effort.

The High Performance Computer Management project is iateqy distributed com-
puting resources, regarding the demand for a uniform geaphbiser interface. The de-
sign of HPCM s following a three-tier architecture. Thedapplet is responsible for
reading the user’s requests, the management daemon isiststapthe view of a vir-
tual computer, and the coupling module is adapting the diperaystem of the compute
server, especially the batch subsystem. Within the arctoite, the communication is
addressing the security problems of a distributed metactengnvironment.

On the way to implement the metacomputing concept, the D@méwork will be
used to establish distributed resources, especially aagfdbsystem. Right now, the
HPCM implementation has shown that many system specifidlslefea heterogenous
environment can be encapsulated. The abstraction levelldtiby the management
daemon allows a straight forward integration of differdatiiorms besides the existing
coupling modules for CRAY T3E and Parsytec computers.
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