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Chapter 1

Program MCVD

Old Chemists never die — they just reach equilibrium

1.1 Introduction

Atthe Center for Applied Mathematics, Research CentecldiGermany, work has been started to
investigate massively parallel algorithms for moleculanaimics computer simulations of liquids.
As part of this project, a programMCVD was developed in order to construct starting configurations
for simulations with a large number of particles. The idessge and some benchmarkvaivD

are presented by the present text.

There are two common methods to construct a starting poird fubsequent liquid simulation.
While some authors suggest to start from a regular lattibeofhers prefer random configurations
[2]. Both methods have their advantages and drawbacks. rAfsten a regular lattice might be

problematic for dipolar fluids at high densities, where ingltis inhibited by long range dipolar

interactions. This approach is also expected to fail fortures of molecules of significantly dif-

ferent size. Random mixing of molecules, however, ofteddaa unrealistic short intermolecular
distances. The resulting huge repulsive forces would makecgular dynamics simulations either
instable or one would have to use a very short time step.

The idea of this work is to use a combination of both methodandom mixing and lattice start —
together with Monte Carland molecular dynamics simulation techniques.

1.2 Method

The principal function oMCVD is illustrated in the Figures 1.1-1.4. First, the requiredtiple
number and volume is divided into a subsystem, which is atbto contain not more than 1,000
particles. The subsystem is also chosen to be a unit cell abi tattice for the whole system.
If it is not possible to divide the particle number exactlyoim cubic subsystem, then the particle
number in the subsystem is slightly increased.

The coordinates of particles in the subsystem are randoistyitilited in the given volume (see
Figure 1.1). In the picture of an Argon—Krypton mixture aypital liquid density some unrealistic
short interatomic distances are clearly visible as oveilagpspheres.

A Monte Carlo simulation in theVVT" ensemble is performed next in order to allow a config-
urational relaxation of the system (see Figure 1.2) [3]. dlsplacements of the MC moves are
independent of the potential difference; therefore thaufations are stable, even for such unreal-
istic initial configurations. Unbiased molecular dynamicgles would fail, because of the huge
accelerations.
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Figure 1.2: Monte Carlo simulation to thermalize the subsystem.

In a third step, a cubic lattice with a large number of pagsds constructed from periodic copies
of the subsystem (see Figure 1.3). The periodic boundargitons imposed on the subcell avoid
conflicts between neighbor cells. At this stage there ismid for the desired particle number.

Additional molecular dynamics simulations are used to cemide and thermalize the large sys-
tem (see Figure 1.4). The MD part of the progrVD is optimized for large particle numbers.

The linked cell method is used to reduce the effort for thewation of pair distances [4]. The

calculation of the force matrix — which usually comsumes @nibran 98 percent of the comput-
ing time — is parallelized for shared memory and distributednory parallel computing machines
(SGI,SUN,Cray). Parallelization was not a primary goahi$ project, but a speedup of 10 is easily
achieved by a simple master—slave approach. The paralfieligrsion of the program is capable of
simulations with up to one million particles.
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Figure 1.4: Parallelized molecular dynamics code to thermalize trgelaystem.
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Usage

2.1 Compilation

The programMCMD is written in C. A serial version is running on all standard I[MNblatforms. It
was tested on: IBM AIX, DEC Alpha, SGI Irix, SUN Solaris, lhbased Linux and Cray UNICOS.
Optimized and parallelized versions of this program exastSUN Solaris and SGl Irix shared
memory architectures and Cray T3E. Shared memory parateln is done byr agna directives;
the version for Cray T3E is based on MPI routines.

The compilation is managed by compiler options in the Makefilhey are summarized in Figure
2.1. Preprocessor defines are used to build the platforrndepé optimized versiorSERI AL,
MPP, SUNPAR, SA PAR). Further speedup on SGI Power Challenge machines with RBE90
processors is obtained by an additional flag8000.

2.2 Running Jobs

The following lines contain the UNIX commands to start thegram on two CPUSs:
SA: setenv NUM THREADS 2; ntnd

SUN: setenv PARALLEL 2; ncnd

T3E:  npprun -n 2 ncnd

Def aul t

cC = ccC
CFLAGS = -DSERI AL
LI BS = -Im

Cray MPI parallel

CFLAGS = -DWP -hinline0O -h scalar2 -h vector2

LI BS = -Im-Inpi

SUN shared nenory parall el

CFLAGS = -DSUNPAR -xOb -fast -xexplicitpar -xloopinfo -xvpara
LI BS = -Im

SA shared nenory parall el
CFLAGS = -DSGA@PAR - -np
LI BS = -Ilm-np

Figure 2.1: Compiler options
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control of the program MCVD

0 oM 1:MC

20 n-step blocking of vir., g(r) and energy calc.
1500 resolution g(r): nunber of points

15.0 max. g(r) [A]

0.4 MC. acceptance ratio

4 MD: tenmp bath O:strict 1:weak 2: Andersen 3: NVE 4: Nose
1 MD: |inked cell method; O=off

4 MD: factor between nean density and nax. cell density
2000.0 MD: max. velocity distribution [nls]

100 MD: n-step waiting before start of acf cal culation

1 MD: n-step bl ocking of acf calculation

100 MD: resolution acf: nunber of points

1.0 MD: Nose heatbath: (Chi) []

1. Oe- 45 MD: Nose heatbath: (Q [ Js2]

1.0 MD: Nose heatbath: (InS) []

Figure 2.2: mh.inp
2.3 Test

In order to check the syntax and runtime performance of thgamm a test case is implemented.
This may be executed by:

cp TEST. konfi g. xyz konfig. xyz

cp TEST. ncnd. i np ncnd. i np

cp TEST. mh. i np m. i np
ncmd > out
di ff out TEST. out

di ff konfig.xyz TEST. sav. konfi g

2.4 Parameters

The program is controlled by two input filescnd. i np andmh. i np. For compatibility reasons
the first one has the same structure as the input file for thgramDMVD, which is under construc-
tion at ZAM. The filencnd. i np contains temperature, volume, number of species in the fluid
system and their interaction parameters; it also contaimglation control parameters like number
of simulation steps, blocking size, time step and cutoffuadsee Figure 2.3). Imh. i np the type

of the simulation is specifiedVVT-MC, NV EZ-MD or N VT-MD with four different methods for
fixing the temperature. Some parameters for the evaluafisgstem properties are also given in
this file (see Figure 2.2).

2.5 Recipe for building a large thermalized configuration

1. Monte Carlo run to build and relax a subsystem and to cocis& large system from the
subsystem. Necessary steps:

e Change line 15imctnd. i np intof al se (construct a new configuration).
e Change line 2 inrh. i np into 1 (use Monte Carlo).

e Run the program

e Check the file with the large configurationkonf i g. xyz.
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N=1000 Argon Krypton m xture

paranmeter V, T

3. 85408e25 nol ar vol une

300.0 tenperature

10 MD: tinme step

10e0 cut of f
paranmeter sinulation run

500

100 bl ocki ng

0 X

0 X

0 X

true. restart

X X

X X

paranmeters for system properties
X X
X X

paraneters for xyz filmfile

[ A3]
[ K]
[fs]
[A

simul ati on steps

X X
0 X
Par anet er Tenper at ure- Scal i ng
0 X
0 X
0 X
400 MD: t_tenp_sca
nol ecul e paraneters
2 n_spec (no. of
500 500 n_part (i)
119. 8 167.0 eps(i)
3. 405 3.633 sig(i)
39.948 83.800 mass(i)
Ar  Kr speci es_nane(i)

[fs]

| ennar d-j ones speci es)

Figure 2.3: mcmd.inp

2. Molecular dynamics for further thermalization of thegausystem.
e Change line 15 imctnd. i np intot r ue (restart fromkonf i g. xyz).
e Change line 2 inrh. i np into 2 (molecular dynamics).
e Change line 7 inth. i np into O (strict scaling is about 15 percent faster than Nosé

thermostat).

e Change line 8 imh. i np into 1 (linked cell method is necessary for good perfor-

mance).

e Run the program on SGI, SUN or Cray machines with up to 8 CPUs.
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Results

3.1 Properties

Simulations with an Argon—Krypton mixture were performedarder to demonstrate the capa-
bilities of MCMVD. The potential parameters are given in Table 3.1. The idtieraparameters for
Argon and Krypton are standard Lennard-Jones values; thents-Bertholet combination rules
were used to calculate the Ar—Kr potential parameters. iBaihthe simulation are listed in Table
3.2. Several properties are accessible from simulatiotis MEVD: internal energylJ, pressure
P, kinetic temperatures, average displacement per time pepdistribution functiong;(r) for
all possible interaction types, velocity autocorrelationctions and velocity distributions for each
species [5].

Simulated pair distribution functions are shown in Figurk Jhe first peak of () is shifted with
increasings to larger distances. The height of the first peak is notigeiafiluenced by the depths
of the pair potential (compare Table 3.1). The velocity aateelation functions for Argon and
Krypton are shown in Figure 3.2. The correlation time of Kiypis clearly larger than that of
Argon. The lower mass of Argon leads to — as expected from thevéllian velocity distribution
function — a broader velocity distribution (see Figure 3.3)

3.2 Benchmarks

The parameters for the benchmark runs are given in Tablesrl13.2. The radial cutoff for
simulations with 1,000,000 particles is reduced@ox 10~'° m. The trajectories are calculated
using the velocity Verlet algorithm [4] with strict tempéuge scaling is applied in every time step.

Computing times per MD time step for systems with one milli@nticles are shown in Table 3.3.
These values were obtained from an average interval ovemdsteps.

g €
/107%m /K
Ar=Ar 3.405 119.8
Kr—Kr 3.633 167.0
Ar—Kr 3.519 141.4

Table 3.1: MD simulation of Ar—Kr mixture. Lennard-Jones pair potahparameters.

temperature density number of particles time step  cutoff
/K /genr3 /107%s  /107%m
300 1.605 15,000 — 800,000 10.0 15.0
Table 3.2: MD simulation parameters for the Ar—Kr system.
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Figure 3.1: MD simulation of Ar—Kr mixture. Radial pair distribution fiction ¢(r) at 7 = 300 K and
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Figure 3.2: Simulated velocity autocorrelation functions in a mixtoféArgon and Krypton af’ = 300 K
andp =1,6 g cm 3.
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SUN Enterprise  SGI Power Challenge Cray T3E
number of CPUs 8 8 8
time per MD step /s 43,9 45,3 18,5

Table 3.3: MD simulation with 1,000,000 particles.

PEs MPI code shared memory code
time MD step /s time MD step /s
1 14.3 14.3
2 6.85 7.27
4 3.90 3.99
8 2.56 2.34
16 2.36 1.50
32 3.02 1.08
64 4.65 0.88

Table 3.4: Simulation with 100,000 particles. Computing times for &fie time step on SGI 02000.

Performance measurements on Cray T3E are shown in Figyre8.3.5. The program exhibits
very high MFLOPS rates and good scaling on up to eight CPUs MRLOPS rate drops no-

ticeably with increasing particle number (see values folE8 ih Figure 3.4). The master-slave
parallelization of the force matrix calculation leads torendata traffic for larger systems.

Speedup data for simulations with 100,000 particles on SB00 and Cray T3E are shown in
Figure 3.6. The best speedup of almost 10 is achieved witsitared memory code on SGI 02000
using 16 processors. The shared memory code shows betiagsnaomparison to the MPI code
on SGI 02000. The scaling of the MPI code is slightly betterGoay T3E than for SGI 02000.
Computing times for 100,000 particles are shown Table 3.4.
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0.000 - m"‘r e *'N_ !
~1500.0 -1000.0 ~-500.0 V/%gil 5000 10000  1500.0

Figure 3.3: Velocity distribution in a liquid mixture of Argon and Kryph at7” = 300K and p =
1,6 gcm 3.
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Figure 3.4: MD simulation of Ar—Kr mixture. MFLOPS rates on Cray T3E.
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Figure 3.5: MD simulation of Ar—Kr mixture. Speedup on Cray T3E for diff@t particle numbers.
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Figure 3.6: MD simulation of Ar—Kr mixture with 100,000 particles. Spiego on Cray T3E (MPI code) and
SGI Origin2000 (MPI and shared memory code)

3.3 Remarks

The method of the prograMCVD, to construct a large system from periodic copies of a subsys
implies the danger of long range correlations. This coulgfwblematic, especially for dipolar
substances or ions, where electrostatic interactionsrgrertant. These correlations can be avoided
by subsequent MC runs — with appropiate boundaries — for galotell of the large system.

The question when equilibrium is reached has been the dubj@sany discussions. In principle
every accessible property and its fluctuation could be usetdcheck for thermalization. Internal
energy, pressure and kinetic temperatures are printedwirtgda run ofMCVD. They should be
checked, together with the structural and dynamical fumsti which are given at the end of a
simulation.
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