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H. Homann, T. Hater, C. Beetz, C. Schwarz, J. Dreher, and R. Gauer

Institute for Theoretical Physics |
Ruhr-University Bochum, Germany
E-mail: grauer@tpl.rub.de

Some of the outstanding problems in space- and astrophpsisma systems include hydro- or
magnetohydrodynamic (MHD) turbulence (e.g. in the intdlat medium). In many situations
the region under consideration contains particles adgdayethe turbulent flow. The statistics
of these particles (Lagrangian statistics) such as schbhgviour or mass density distributions
is an active field of research. Numerical simulations ofyfaléveloped turbulence demand for
high resolution, an efficient parallel implementation angoaverful computational infrastruc-
ture. The main focus of this work lies on flows which can be @ered as incompressible.
Nevertheless, some comparisons to compressible turlaleiliche drawn. We will describe
the physics behind these problems and present the numidoaworks for solving them on
massive parallel computers, such as the IBM Blue-Genetacthre.

1 Introduction

In this paper we will present numerical simulations of tuemgee in plasmas and neutral
flows. The focus hereby is on the computation of the Lagrangiatistics, i.e. statistical
properties of particles suspended in an incompressibbeikemt flow.

Turbulence is one of the most important unsolved problentdassical physics. Co-
herent non-linear structures in turbulent flows, such asexdilaments (see left part in
Fig. 4) and current sheets play a crucial role for the suliéliéssical properties. Under-
standing the statistics of particles advected by a turbdlew is a challenging theoretical
and numerical problem. Simulations of fully developed tueince make great demands on
the computational infrastructure and numerical methosiseeially in the case of plasma
turbulence.

The incompressible simulations are carried out using adusspectral solver, called
LATu. This solver will be presented in detail in the following 8en and demands on the
computational infrastructure will be discussed. Resubtaimed from high-resolution nu-
merical simulations using theAT u solver will be presented in section 4. Although, most
of the research on turbulence deals with incompressiblesflowe encounters compress-
ible flows in many physical circumstances. Simulations ehpeessible turbulence, which
develop shocks (see right part in Fig. 4) need a completéfigrdnt numerical solver. We
use an adaptive mesh refinement framework for hyperbolise&wation lawsracoon It
will be presented in section 3 and results are summarizegitios 4.

333



2 LATuU: An Incompressible MHD Solver with Passive Particles

In this section a highly parallel pseudo-spectral solvatled LATuU, will be presented.
The code solves the magnetohydrodynamic (MHD) equations

0 = V x ﬁxw—gx(VXE)}Jrum, (1)
db =V x (¥ x b) + nAb, (2)
V-7=0, V-b=0, ©)

v denoting the velocity field, related to the vorticity By= V x ¥, andb the magnetic
field which is given in non-dimensional multiples of a refece Alfvén speedy, n are
the kinematic viscosity, magnetic diffusivity, respeetiu This set of equations regards a
plasma as a conducting fluid, which is appropriate in manysiglay situations such as in
the solar wind. The left equation of (3) establishes the tmrdof incompressibility.

Settingg = 0inthe Equations (1) to (3) one obtains the Navier-Stokesatagus, which
describe the motion of a neutral fluid. These equations amaanly used for studying
fully developed turbulence.

The set of equations (1)—(3) are solved using a pseudorgpethod. The underlying
equations are treated in Fourier-space, while convolatiising from non-linear terms are
computed in real-space. A Fast-Fourier-TransformatidtT{Hs used to switch between
these two spaces. The time scheme is a (low storage) Runtggad€third order. The inter-
process communication uses the Message Passing Intek&te (More than half of the
computational time is spend on the FFTs. Therefore, aneffiégmplementation deserves
attention. The laTu-code is able to use different implementations for the FIg&+thm.
First, it can use the MPIl-parallel, portable FFTW librafyersion 2.1.5). This library
decomposes the entire domain via slab-geometry, depictibeileft part of Fig. 1. Every
CPU processes an ensemble of 2D-slices. This FFT paralieliery efficiently on mid-
size computers, with up to several hundred CPUs. Apparémtiywumber of used CPUs
is limited to the number of grid points in each direction. Mercome this restriction, the
LATuU-code uses in addition to the FFTW the San-Diego P3DFFTrjbikhis is a parallel
interface to 1D-FFT routines. For these one dimensionalsFéile can use for example
the ESSL library or the FFTW3 library. The P3DFFT permits a@tzomposition of the
computational domain, depicted in the right part of Fig. nkle, the limiting restriction
concerning the number of used CPUs is weakened.

Simulations of Navier-Stokes and MHD turbulence witi24? collocation points each
were performed using up 2 CPUs on the IBM p690 machine of the John von Neumann
Institute in Julich. Results of scaling tests with colldoa points ranging fron$123 to
2048 on BlueGene/L using up to 16384 processors are depictectitethpart of Fig. 2.
All tests were done in the virtual node mode, i.e. both coresused for computation.
By doubling the number of processes, the performance isesshy 80%, the remainder
is spend on the inter-process communication. A better kitiyamight be achieved in
the communication mode. However, the overall performari¢bevirtual node mode is
better.

A pseudo-spectral scheme is very accurate and producegibghumerical dissipa-
tion. This is because derivatives are computed in Foupacs and are therefore exact.
Only the need for removing aliasing errors from convolusieams and the time scheme
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Figure 1. Partitioning of the domain for four processest.Lehb-geometry (FFTW). Right: 2D-decomposition
(P3DFFT).

yield a tiny source of dissipation. In order to choose thetradapted method of dealias-
ing for simulations of turbulence we compared three diffiéstrategies in the case of the
Euler-equatior’s These are obtained from the Navier-Stokes equations bgctey vis-
cosity and are very sensitive to the small scale accurachi@htimerical scheme. The
main result is that a high-exponential cut-off is the mogtrapriate dealiasing strategy
because it on the one hand suppresses almost all Gibb&tisos and on the other hand
allows for significantly more physically relevant grid ptsrthan the classic 2/3-Rule.
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Figure 2. Left: Mixture of strong and weak scaling of the Latule on BlueGene/L. Right: energy-spectra for
single floating-point precision simulations with an artély reduced number of bits.

Because simulations of fully developed turbulence demanthie highest achievable
computational resources, we analyzed the influence of thérlp-point precision on the
obtained statistical results. Therefore we artificialldueed the number of bits in the
floating-point representation and compared the resultsitmudle floating-point precision
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computation. It turns odtthat single floating-point precision is sufficient up 40963
collocation points (see right part of Fig. 2) and therefdieves for a larger number of grid
points by a given amount of memory. In addition many supemmaters process single-
precision code faster than double-precision computations

Besides solving the Navier-Stokes and MHD equations thiel-code is able to advect
a passive scalar field according to

0,0 + VO = kAO.

The passive scal@ streams according to the velocity field and is subject taudiffin with
a constant parameter

An important subject in the field of turbulence is the Lagiiangstatistics. This statis-
tics deals with quantities recorded along a trajectory ol felement (tracer particle)
exposed to a turbulent flow. In order to sample the numericadain homogeneously and
to obtain reliable statistical result within a few largedgdurn-over times, millions of par-
ticles have to be integrated. ThaTu-code is able to advect tracers and patrticles lighter
or heavier than the surrounding fluid. This provides the ipdgyg to analyze the influence
of inertia on certain statistical quantities with a single.r All particles are treated in a
parallel way using MPI. We performed simulations with upltd particles on the IBM
p690 machine.

The crucial point is the interpolation scheme needed inrdaiebtain the velocity field
at the particle positions from the numerical grid. The codesua tri-cubic interpolation
scheme which on the one hand provides a high degree of agéuad on the other hand
parallelizes efficiently.

In conclusion, the kTu-code provides the opportunity to gather a lot of important
guantities with a single parallel high-resolution numatlisimulation of fully developed
turbulence both for neutral as for conducting flows. As sté@rt simulations demand for
resolutions 020483 and millions of advected particles in order to shed lightlsubtle
non-linear features of self-organization of turbulenbe,Blue-Gene architecture provided
by the John von Neumann Institute is a key infrastructurestwh simulations.

3 The Framework racoon

All simulations of compressible turbulence use finite volumethods and are performed
using the frameworkacoorf. Instead of taking into account the equati&h; v = 0 (in
the incompressible case), in addition to the momentum émuahe now solves

Op+V-pi=0.

The pressure is given by an isothermal equation of state.
racoonis a computational framework for the parallel, mesh-adaysblutior? of sys-

tems of hyperbolic conservation laws like the time-dependguler equations in com-
pressible gas dynamics or Magneto-Hydrodynamics (MHD)samdar models in plasma
physics. Local mesh refinement is realized by the recursisection of grid blocks
along each spatial dimension, implemented numerical sekantlude standard finite-
differences as well as shock-capturing central schéneth in connection with Runge-
Kutta type integrators. Parallel execution is achievedubgh a configurable hybrid of
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Figure 3. Left: Simulation of a Rayleigh-Taylor instahjlit_oad balancing is based on a Hilbert curve distribu-
tion, Right: Strong scaling for different block sizes (ba)ying from163 to 643.

POSIX-multithreading and MPI distribution with dynami@kbbalancing based on space-
filling Hilbert curved (see left part of Fig. 3).

Incompressible flows are conveniently solved using psepdwiral codes. Neutral
incompressible flows develop coherent vortex filaments shinwhe left part of Fig. 4. The
formation of strong shocks in compressible gas dynamias rigét part of Fig. 4) needs
a shock capturing central scheme and allows the applicati@daptive mesh refining
techniques (AMR), so this problem is predestined to ttezoonframework (see below).
With this we examined isothermal Euler turbulence up to &céifre resolution ofi0243
cells. The right part of Fig. 4 shows the vorticity of a high éhanumber compressible
simulation.

Figure 4. Dissipative structures in turbulent flows Lefodarface of vorticity showing vortex filaments. Right:
Volume rendering of vorticity of compressible turbulent®wing shock-like structures.
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In compressible MHD simulation an additional problem is ssw@eV - b=20 A
proper way to do this seems to be the constraint transpohadéton a staggered grid in
combination with divergence-free reconstructibior the AMR.

racoonalso has the ability to advect tracer particles with the flemg the same paral-
lelization strategy as for the blocks. The main numericalkifor the particle integration
is spent in the interpolation routines from cell values ® dletual particle positions.

Benchmarks on IBM p690 machines with 32 CPUs show that theithyoncept in
fact results in performance gain over a pure MPI parallébza which, however requires
a careful optimization of the multi-threaded implemertati

On very massively parallel machines such as the IBM BlueGam¢P| only version
is used. Scaling tests on the BlueGene/L JUBL at the FZRidigeal linear scaling up to
2048 processors (see left part of Fig. 3).

4  Turbulence

Turbulence is an important and wide spread matter in todagsarch. From gas in molec-
ular clouds to blood streaming through a heart valve oneddsal with turbulent flows
and their properties. Although their generation is basediffarent forces and although
they are enclosed by specific boundaries, there are feattnieh all turbulent flows have
in common.

Figure 5. Particle trajectories near singular events: (Mdivier-Stokes, right: MHD)

The forces and boundaries naturally act on the large scateg anotion. From these
scales turbulence generates a whole range of structuréenédt sizes down to the small-
est scales where the dissipation transforms the kinetigggneto heat. The universality
sets in at scales smaller than the boundary or forcing sl do scales larger than
the dissipation scales. Here the information of the geoyraeid the specific dissipation
mechanism of the flow is lost and the motion is completely meiteed by the non-linear
inertial interaction of the eddies. This range is calledtiaérange. Physical theories often
deal with fundamental features such as scaling behavialiirdarmittency of this range

338



of scales. In order to analyze its properties numerically ftecessary to provide a large
amount of scales. Numerical simulations of Euler- and NaStekes-turbulence revealed
that a resolution of at leasti2? collocation points is needed to obtain an inertial range of
scales within a turbulent flow.

Lagrangian statistics of turbulent neutral and magnetadgyghamic flows has under-
gone a rapid development in the last 6 years to enormousgsegn experimental tech-
niques measuring particle trajectoriésLagrangian statistics is not only interesting for
obtaining a deeper understanding of the influence of tymiohkrent or nearly-singular
structures in the flow but also of fundamental importanceufuderstanding mixing, clus-
tering and diffusion properties of turbulent astrophykilcéd and plasma flows.

Concerning the incompressible case we computed the Laigirastatistics of MHD-
and neutral turbulence. The comparison revealed the intrigand differing influence of
the flow structures on the Eulerian and Lagrangian stasiSt{see Fig. 5). The issue of
intermittency was addressed by the computation of proiyabiénsity functions (PDFs)
and structure functions and comparison to a multifractadef.

An up to now poorly understood problem in the measured Lagaanstatistics is the
absence of a clear scaling range. Even the largest numsiicalations, which do show
a spatial scaling range in the Eulerian framework, lack afragoral scaling range. We
addressed this issue by introducing a new time increlewhich shows a clear scaling
range (see left partin Fig. 6) and identified the large soskeping as a possible cause of
the spoiled scaling range of the standard increment.
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Figure 6. Left: Logarithmic derivative of structure furais of the novel time increment showing plateau and
therefore a clear scaling range in incompressible turlmgleRight: The mass density PDE p) (x), the measured
particle distributionI” (+) and the theoretical predicticfi (solid line) in compressible turbulence.

A significant difference in the Lagrangian statistics beiwéehe incompressible and
compressible case is found for the mass distribution ofrteets. While one finds Poisson-
distributions resembling homogeneity for incompressitdes, tracers cluster in com-
pressible flows. We found an explanatibfor the PDF of the spatial particle distribution
as a counterpart of the mass density field (see right pargingyi
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