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Dilute Magnetic Semiconductors

Lars Bergqvist and Peter H. Dederichs

Institute of Solid State Physics
Research Centre Jillich, 52425 Julich, Germany
E-mail: {l.bergqvist, p.h.dederichgfz-juelich.de

We present first principles calculations for prospectivegnedic materials for future applica-
tions in spintronics. Spintronics combine the charge amudggree of freedom of the electrons
making it possible to create novel devices with increasexttfanality compared to semicon-
ductor devices used today. The material studied is focusetilate magnetic semiconductors
(DMS) like Ga —,Mn_ As that play a key role in semiconductor spintronics. Duéhtartfer-
romagnetic properties they can be used in magnetic sensdrasaspin injectors. The basic
problem for applications are, however, the relatively louri€ temperatures of these systems.
We therefore focus on understanding the magnetic propeatiel on a reliable calculation of
Curie temperatures from first principles. We have develapdakeoretical framework for cal-
culating critical temperatures by combining first prineplcalculations and statistical methods
like Monte Carlo simulations.

1 Introduction

Magnetic materials have been known to mankind for a very timg. Perhaps the most
famous example is the compass needle but today magnetssatevwesrywhere, as perma-
nent magnets in electrical motors in our cars, in harddraresur computers and mp3-
players, in loadspeakers, credit cards etc. Meanwhilejcgemductor based devices that
use the charge of the individual electrons as the informatéarier, have extensively been
used in the last century in integrated devices like micropssors, memory modules and
diodes used in computers, amplifiers, cell phones etc. THernp@ance of these devices
has increased by several orders of magnitude over the laatlde (according to Moore’s
law, the performance on transistors double every 18 mourisjs performance gain is
due to, among other things, development in manufacturingfalorication which makes
it possible to shrink the dimension of the transistors arekphem more densely in order
to make a faster device which simultaneously runs coolemaoi efficiently. However,
nowadays this route to improve performance seems to faegesdifficulties, because the
dimensions are becoming so tiny that classical physics mgdois applicable and quan-
tum effects start to become important, like tunneling tiglothe gate oxide layer causing
malfunction of the transistor. Of course, this has been kmfiw a long time and so far
the industry has all the time found new clever ways to overstine problem and make
the devices go faster. For instance, Intel replaced theaade from silicon dioxide to a
rare earth based material (hafnium silicide) in their lafEsm process, which improves
not only the switching speed of the transistor but also redube power needed. How-
ever, all this developmentill eventually come to an end where it is simply not possible to
shrink the dimensions further. It is hesgintronicsenter. The basic idea is to make devices
where quantum mechanics is actually employed and not faagginst. The electrons not
only carry electrical charge but also spin, a purely (reistiic) quantum effect that can not
be explained by classical physics. The spin is then martigdilia the spintronic device,
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instead of the charge, schematically shown in Figure 1.

Charge (Electronics Spin (Magnetism)

Ex : FET, diode, RAM Ex : compass, harddrive

Spintronics

Ex : GMR read head, MRAM,
spin-FET

Figure 1. Schematic overview of spintronics which combibeth charge (electronics) and spin (magnetism)
into a novel field of research and applications.

The most successful application of spintronics to date thaut any doubt the gi-
ant magneto resistance (GMR) read head in harddrives, aatéffat was discovered by
P. Grinberg and A. Fert who received the 2007 Nobel Prizehiysies. In very simple
terms, the effect arises in a multilayer that consists @ralitive magnetic and nonmag-
netic materials in which the electrical resistivity depemwt the magnetic configuration of
the magnetic layers.

Dilute magnetic semiconductors like GgaMn,As are considered as ideal materials
for spintronics. Only a few percent of Mn impurities are negdo achieve ferromag-
netism. Thus the hope is that they can substitute the nefeliifomagnets to achieve
all-semiconductor spintronics. Moreover they are haltatiie exhibiting a 100% spin po-
larization at the Fermi levelr, being ideal for spin dependent devices. Their biggest
disadvantage is that the reported Curie temperatures dtdbalew room temperature.
Here we will present some results ab initio calculations, showing the complexity of
these systems.

2 Computational Methods

The main goal of this study is to calculate critical temperaes?T,. of several DMS sys-
tems. For applications thE. needs to exceed room temperature by some margin since
it determines in a way the upper working temperature of thécée To calculatel’, for
realistic systems using only quantum mechanics method$asvd@dable task which has
not yet been solved. We have therefore used an alternativeagh where we have split
the problem into two parts, here called a two-step appro&chihe first step, we apply
guantum mechanical calculations using density functitimabry to calculate the total en-
ergy of the system. These calculations do not have any atijiesparameters nor need
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input from experiments. The total energy is then mapped impldied solvable model,
in this case a classical Heisenberg model, which we solvedrsécond step by applying
statistical methods to estimdfé. Although simplified, this is by no means simple and in
order to obtain reliable results, large scale calculatamescalled for.
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Figure 2. Parallel performance of VASP on the IBM p690 clu§li&®MP) and the IBM Blue Gene/L (JUBL) at
the Research Centre Jilich.

The quantum mechanical calculations are based on densitfidnal theory (DFT)
in combination with the local spin density approximatiors(RA). These calculations are
able to predict many physical quantities of real materiaiag only the lattice geometry
and atomic numbers as input parameters. In practice, méfeyatit implementations exist
based on various degrees of sophistication. We use thegmyASP (ViennaAb initio
Simulation Package) of J. Hafner and G. Krés$éor our studies. VASP is a complete
package for performingb initio molecular dynamics (MD) simulations using either pseu-
dopotentials or the projector-augmented wave method (PAvd)a plane wave basis set.
The VASP code is spin polarized and fully relativistic and taerefore treat most systems
in the periodic table. The program is written in Fortran9@ & massively parallelized
using the MPI library. The parallelization is done over tlemtls and/or over plane wave
coefficients to improve scaling. Moreover, the programeeh lot on Fast Fourier Trans-
forms (FFT) which is also done in parallel. From a code opting point of view, the
code steps through time, and performs a Fast Fourier TrangfeFT) and a matrix diago-
nalization using iterative routines (RMM-DIIS or blocke@dson) every time step. The
diagonalization is optionally performed using SCALAPACHULines. The VASP program
has been ported to both the IBM p690 cluster (JUMP) and toBMeBlue Gene/L (JUBL)
at the Research Centre Jilich.

In Figure 2 we show a scaling plot of the parallel performanfcéASP on the JUMP
and the JUBL computers. The total number of atoms in the wflitwas 250, which is a
typical number for a large-sized problem. The program on PliMes scale acceptable up
to 256 processors with the efficiency above 0.5. Due to therfaserconnect on the Blue
Gene/L computer, the program scales much better than on JaldPshow acceptable
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scaling of more than 50% up to 1024 processors. Given thdt maévidual processor
on JUBL is slower than on JUMP, one needs approximately tagenany processors
on JUBL compared to JUMP for the same performance but thisnsgnar issue due to
the larger resources and the relatively good scaling on JUBprofiling of the parallel
performance on the JUBL reveals that the matrix diagomajizoutines which use the
parallel SCALAPACK library do not scale well above 512 prssers which hinders a good
overall scaling (above 512 procs.). However, it should lettbet the most time consuming
routine in VASP, which is the iterative matrix diagonaligiroutines using the RMM-DIIS
algorithm, scales perfectly linearly up to 2048 processdiise memory requirement of
VASP is by all means quite large, which has the implicaticat tme usually needs to run
the program in coprocessor mode on JUBL. However, the menegyirement per node
decreases with increasing number of processors due to ktiduation over the nodes.
Moreover, with the new Blue Gene/P computer this should beremissue due to the
larger available memory on that computer.
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Figure 3. Speedup of parallel MC on the IBM p690 cluster (JYM&iRhe Research Centre Jiilich.

Once the classical Heisenberg model has been constructeddur first principles
calculations, we apply statistical methods to obtain fitéraperature properties from the
calculated exchange coupling constants. We are using Moaute (MC) simulations for
this. MC gives a numerical solution in which both the positibdisorder and the spin
fluctuations are treated exactly. The simulations are pexdd on a fixed lattice using the
Metropolis or the heat bath algorithm. The fixed lattice \ador fine grained paralleliza-
tion using domain decomposition of the lattice using MPlethin turn allows for studies
on very large simulation cells. Technical details are foimRef*. Magnetic exchange
interactions as far out as 25 shells of neighbours from aakatiom can be treated, which
is crucial for real metallic systems where the interactitypscally are long ranged as well
as for diluted systems.

In Figure 3, scaling of the MC program as a function of numidgrocessors on the
JUMP computer are displayed. As seen from the figure, exdedlealing, in fact super-
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linear scaling for some sizes, are obtained up to 125 procges$he program has a very
small memory requirement (a few megabytes) and also runwellyon the Blue Genel/L.

3 Diluted Magnetic Semiconductors (DMS)

A diluted magnetic semiconductor (DMS) can be realized lyyalg of magnetic ele-
ments in a regular semiconductor like GaAs. Some of the Garcawill then be replaced
by magnetic atoms like Mn which carry a local magnetic moménoreover, if the va-
lence of the substituted atom is different from the catiarieh are introduced which can
mediate (ferro) magnetic interactions between the Mn atohmsimportant consequence
of this substitution is that the magnetic atoms are dilutedi lzave a random distribution.
DMS like Ga _.Mn_As are one of the most hopeful materials for an all semicottuc
spintronics. An enormous amount of papers and strong psedy&s been produced in this
field, but the bottleneck for applications is still the agaility of DMS with Curie tem-
perature T above room temperatures. Thus understanding, prediatidgesmlizing DMS
with T, larger than room temperature is one of the most importartlenas in spintronics.
The highest conclusively reportdd of DMS is around 170 K for 8% Mn doped GaAs,
which is too low for applications.

350

—@— MFA-VCA| .
300F | —m— MmC -
P .
--- Exp _—
250f —

Figure 4. Calculated Curie temperatures of Mn-doped Gasfasction of Mn concentratiom using the mean
field approximation (MFA-VCA) and Monte Carlo simulationsIC). The exchange coupling parameters are
calculated from LDA.

Over the years, more and more knowledge has been gatherddSis{stems. For ex-
ample, it has been demonstrated that electron doping $yreedpces the ferromagnetism
leading to a disordered local moment state (DEM)he dominating exchange mechanism
leading to ferromagnetic order, i.e. Zeneys's d-exchange and Zener’s double exchange,
have been clarified bgb initio calculations and are now well understédd Moreover,
it has been demonstrated that percolation and disordesteffiday a crucial role in these
system by strongly reducing the ferromagnefisih As an example, in Figure 4 calcu-
lated Curie temperature of Mn-doped GaAs is displayed asetifan of concentration of
substituted Mn-atoms employing the LDA. The most accurag¢had, namely MC sim-
ulations, yieldsT,. values that due to percolation problems are considerakgriahan
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previous mean field estimates (MFA-VCA), e.g. by Ditl al, so that percolation seems
to present a general obstacle for highif DMS. This is particularly true for DMS like
(Ga,Mn)N or (Zn,Cr)Te, in which due to the wide band gap theraction is very short
ranged. However, even for (Ga,Mn)As, where the interadidairly long ranged, this is
a significant effect (see Figure 6).
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Figure 5. Distributions of local magnetic fields for a) Mnpdal GaAs, b) Mn-doped GaN and c) Cr-doped ZnTe.
x denotes the concentration of magnetic impurities.

In order to get a more complete picture why the mean field apymation together
with the virtual approximation (MFA-VCA) sometimes comialy fails, but at other times
gives reasonable results we have performed an analysisedbtal effective magnetic
fieldsh° in DMS materials. To be more specific, thef! is defined as

e =" J0;(S5), 1)
j

for each magnetic sittand atl" = 0K, (S7) = 1. In a non-random system, each site
i has the same value afff. However, in contrast, in random system like DMS each site
has a different local environment and we will instead obgadtistribution of local effective
magnetic fields as displayed in Figure 5 for Mn-doped GaAs,ddped GaN and Cr-doped
ZnTe. The distribution is obtained for huge systems withuathl 0> magnetic impurities

to make sure that basically all local environments are ohetl If a deeper analysis is
performed, one can conclude that the MFA-VCA method is nealst if the distribution

is close to a Gaussian. If not, then the MFA-VCA method will spectacularly.
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The distribution for Mn-doped GaAs (Figure 5a) does notadifiramatically from a
Gaussian, especially for the higher concentrations. Gpresgly, of the three different
DMS systems considered here it is the system where the MFA-¥&imate is closest to
the exact MC value (approximately a factor of 2 too large)e Shuation in GaN is very
different (Figure 5b). The distribution is very far from a @aian but instead it consists
of several peaks (arising from the dominant interactionthé110-direction). It is clear
from this distribution that the MFA-VCA estimate will be wewrong and this is indeed
the case (the exact MC values are about one order of magridawee). An intermediate
case is Cr-doped ZnTe, in which the distribution shows sdenaller peaks. On the other
hand, the concentration of magnetic atoms is larger thameitvto cases above making the
MFA-VCA estimate slightly improved.
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Figure 6. Exchange interactions in 5% Mn-doped GaAs usiagtet embedding in CPA medium as a function
of distance. The inset shows the distribution of nearesthimiur interaction.

Another important question is: How well can the exchangepting constants/;;
between two impurities at sitésand j be described by a unique valug independent of
the local environments, i.e. the location of other magnatjaurities in the vicinity of the
(4, 7) pair? In the standard approach by Lichtenstein this eféatiought to be included by
using averaged Green’s functions based on the cohereniti@btepproximation (CPA).
We have investigated his problem in detail by calculatihgfor a series of disordered
local environments (clusters) embedded in the CPA mediuiine fEsults presented in
Figure 6 show large fluctuations of thg; data, depending strongly of the positions of
third and fourth Mn impurities in the neighbourhood©&ndj. The inset shows the
frequency distribution of nearest neighbour valugs. The configurational average is
in disagreement with the Lichtenstein’s results based erRA, at least for the nearest
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neighbour interactions. However, it agrees well with thaatxesults for two impurities
i andj embedded in the CPA medium, showing that the disorder isdesltribed by the
CPA, provided that the 2-impurity problem is solved corect

4 Concluding Remarks

We have presented a theoretical investigation of prospeataterials for future appli-
cations in spintronics, namely diluted magnetic semicaetahs, using a combination of
guantum mechanical calculations and statistical methddsortunately, the critical tem-
peratures are still too low for practical use.
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