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Distribution of Periscope Analysis Agents on ALTIX 4700

Michael Gerndt, Sebastian Strohhäcker

Technische Universität München, Fakultät für Informatik I10
Boltzmannstr.3, 85748 Garching, Germany

E-mail: gerndt@in.tum.de

Periscope is a distributed automatic online performance analysis system for large scale parallel
systems. It consists of a set of analysis agents distributed on the parallel machine. This article
presents the approach taken on the ALTIX 4700 supercomputer at LRZ to distribute the analysis
agents and the application processes on to the set of processors assigned to a parallel job by the
batch scheduling system. An optimized mapping reducing the distance between the analysis
agents and the application processes is computed based on the topology information of the
processors. This mapping is then implemented via the dplace command on the Altix.

1 Introduction

Performance analysis tools help users in writing efficient codes for current high perfor-
mance machines. Since the architectures of today’s supercomputers with thousands of
processors expose multiple hierarchical levels to the programmer, program optimization
cannot be performed without experimentation.

Performance analysis tools can provide the user with measurements of the program’s
performance and thus can help him in finding the right transformations for performance
improvement. Since measuring performance data and storing those data for further analysis
in most tools is not a very scalable approach, most tools are limited to experiments on a
small number of processors.

Periscope1–3 is the first distributed online performance analysis tool. It consists of a
set of autonomous agents that search for performance properties. Each agent is responsi-
ble for analyzing a subset of the application’s processes and threads. The agents request
measurements of the monitoring system, retrieve the data, and use the data to identify
performance properties. This approach eliminates the need to transport huge amounts of
performance data through the parallel machine’s network and to store those data in files for
further analysis.

The focus of this paper is on the distribution of application processes and analysis
agents in Periscope. Large scale experiments with Periscope are executed in form of batch
jobs where in addition to the processors for the application additional processors are allo-
cated for the analysis agents. The number of additional processors is currently decided by
the programmer. The analysis agents provide feedback to the user, whether they were over-
loaded with the number of processes. In such a situation, the programmer might decide to
use more processors for the analysis in a next experiment.

During startup of the experiment, Periscope determines the mapping of application
processes and analysis agents to the processors. It is the goal, to place analysis agents near
to the controlled processes to reduce the communication overhead. This paper describes
the concepts and the implementation used on the ALTIX 4700 supercomputer at LRZ for
placement.

113



The next section gives a short overview of related work. Section 3 presents Periscope’s
architecture. Section 4 introduces our target system. The mapping features of the batch
system on the ALTIX are introduced in Section 5. Section 6 presents the details on the
distribution of the application processes and the analysis agents. Section 7 presents results
of our simulated annealing-based optimization approach.

2 Related Work

Several projects in the performance tools community are concerned with the automation
of the performance analysis process. Paradyn’s4 Performance Consultant automatically
searches for performance bottlenecks in a running application by using a dynamic instru-
mentation approach. Based on hypotheses about potential performance problems, mea-
surement probes are inserted into the running program. Recently MRNet5 has been de-
veloped for the efficient collection of distributed performance data. However, the search
process for performance data is still centralized. To remedy the bottleneck this central-
ized approach presents for large-scale machines, work towards a Distributed Performance
Consultant (DPC)6 was recently conducted.

The Expert7 tool developed at Forschungszentrum Jülich performs an automated post-
mortem search for patterns of inefficient program execution in event traces. Potential prob-
lems with this approach are large data sets and long analysis times for long-running appli-
cations that hinder the application of this approach on larger parallel machines. More
recently, Scalasca8 was developed as a parallelized version of Expert.

Aksum9, developed at the University of Vienna, is based on a source code instrumen-
tation to capture profile-based performance data which is stored in a relational database.
The data is then analyzed by a tool implemented in Java that performs an automatic search
for performance problems based on JavaPSL, a Java version of ASL.

Hercule10 is a prototype automatic performance diagnosis system that implements the
model-based performance diagnosis approach. It operates as an expert system within the
performance measurement and analysis toolkit TAU. Hercule performs an offline search
based on model-specific measurements and performance knowledge.

Periscope goes beyond those tools by performing an automatic online search in a dis-
tributed fashion via a hierarchy of analysis agents.

3 Architecture

Periscope consists of a frontend and a hierarchy of communication and analysis agents –
Fig. 1. Each of the analysis agents, i.e., the nodes of the agent hierarchy, searches au-
tonomously for inefficiencies in a subset of the application processes.

The application processes are linked with a monitoring system that provides the Mon-
itoring Request Interface (MRI). The agents attach to the monitor via sockets. The MRI
allows the agent to configure the measurements; to start, halt, and resume the execution;
and to retrieve the performance data. The monitor currently only supports summary infor-
mation, trace data will be available soon.

The application and the agent network are started through the frontend process. It an-
alyzes the set of processors available, determines the mapping of application and analysis
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Figure 1. Periscope consists of a frontend and a hierarchy of communication and analysis agents. The analysis
agents configure the MRI-based monitors of the application processes and retrieve performance data.

agent processes, and then starts the application. The next step is the startup of the hier-
archy of communication agents and of the analysis agents. After startup, a command is
propagated down to the analysis agents to start the search. At the end of the local search,
the detected performance properties are reported back via the agent hierarchy to the fron-
tend. The communication agents combine similar properties found in their child agents
and forward only the combined properties.

To eliminate the need to transfer performance data through the whole machine, the
analysis agents are placed near to their application processes. The next sections provide
details on how the mapping is computed and implemented on the ALTIX 4700 supercom-
puter at LRZ, our main target system.

4 ALTIX 4700 Architecture

The ALTIX 4700 at the Leibniz Rechenzentrum (LRZ) in Garching consists of 19 NUMA-
link4 interconnected shared memory partitions, each with 256 Intel Itanium 2 Montecito
dual core processors and 2TB of memory. Within one partition the connection between
processors is laid out as fat-tree.

Peak performance of the system with 9728 cores is 62,3 Teraflop/s. A large range
of compilers, tools, libraries and other components is available for development and
maintenance supporting OpenMP, various MPI flavours and other parallel programming
paradigms.
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5 PBS Jobs

The largest part of the ALTIX 4700 is reserved for batch processing. Batch jobs are an-
notated shell scripts where PBS-directives can be used to specify the required resources.
This includes the number of processors, the amount of memory, and a runtime limit. The
scripting part sets up the environment and starts the application.

MPI jobs can be run on processors from multiple partitions, while pure OpenMP jobs
have to run within a single partitions and thus are limited to 512 threads. Hybrid application
have the restriction that all threads of a single MPI process have to run in the same partition.

A job request is sent to the batch queue server using qsub. If enough resources are
available they are assigned to the job and the script is executed. The environment contains
information about the processors that are attributed to the current job in the form of cpusets.
For each partition with processors selected for the current job, PBS specifies a cpuset which
provides data about the physical CPU number of the allocated processors. Together with
topological data of the ALTIX 4700 distance information can be generated.

MPI or hybrid applications are started from within a job script using mpiexec. It au-
tomatically starts application processes on all allocated processors (potentially spanning
several nodes). In addition PBS allows starting remote application via pbsdsh which is
used to place agents on their destined node.

Exact processor binding is achieved through the dplace utility. It can be used in com-
bination with pbsdsh as well as with mpirun, which replaces the automatic placement via
mpiexec in the batch script. dplace allows to map processes to processors of a single parti-
tion. If MPI or hybrid jobs span multiple partitions, the multi-program form of mpirun has
to be used to start the MPI processes on each partition separately.

Hybrid programs have special properties both in their startup parameters as well as in
the order processes and threads are created. When a process is started, it instantiates a
number of helper threads before the actual threads are created. This information becomes
relevant when dplace is used to force exact placement of both MPI processes and OpenMP
threads as it relies on the order of process/thread creation.

6 Application and Agent Distribution

Performance measurement with Periscope is initiated by starting the frontend component.
It requires parameters like the target application and the number of MPI processes and
OpenMP threads (where their total number has to be smaller than the amount of requested
processors so the agents can be started on unoccupied CPUs). Also some performance
search configuration values can be overridden by parameters.

First the frontend evaluates data about the environment gathered from the PBS system,
cpusets, and machine-dependent resources. It computes the mapping of application pro-
cesses and analysis agents to the processors allocated to the job and starts the instrumented
target application. The initialization code of the monitoring library inserted by source-level
instrumentation halts the application processes so that the analysis agents can connect to
and control the application processes.

Then a master agent is started with information about the target application compo-
nents, i.e., processes and threads. It is the top level agent in the hierarchy, a recursive
partitioning algorithm starts further communication agents until a single communication
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(a) Processors available to a PBS job (12 CPUs requested)

(b) Assignment to analysis agents and program components

Figure 2. The process of aggregating logical clusters. Available processors as depicted in (a) are grouped together
depending on their distance values (not shown here). This information is used for the actual program component
and analysis agent placement which can be seen in (b).

agent resides on each partition. Then, instead of deepening the hierarchy of communica-
tion agents, a number of analysis agents are started and connected to disjoint subsets of the
application processes. The analysis agents notify their successful startup by sending a mes-
sage to the parent in the agent hierarchy. When all children of a communication agent are
started this information is handed upwards until the frontend is aware of all agents being
ready. Then a start message is sent to all analysis agents to begin with their performance
property search.

The agent hierarchy is in the shape of a tree consisting of communication agents in its
upper part and analysis agents which are connected to the target application components
at the lowest level. Depending on the architecture of the machine the branching factor of
the hierarchy is chosen, for the ALTIX 4700 rather few communication agents are required
in the upper layers due to the low number of partitions. The amount of analysis agents is
determined by the programmer by choosing more processors for the job than application
processes or threads are started.

In order to keep the impact of the performance monitoring low, the analysis agents are
to be placed close to the application processes or threads, they are responsible for. Thus
the available processors are grouped into evenly-sized clusters where one processor slot is
reserved for the analysis agent – see Fig. 2. This first step is guided by a specification of
the maximum cluster size. The real cluster size is based on the number of CPUs in the
partition, the number of desired clusters, and possibly by requirements from using a hybrid
programming model.

Generation of the clusters works per partition with processors assigned to the job. To
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achieve tight grouping, the processor distance information of a partition is extracted from
the topology file. Based on nearest processor assignment the clusters are created, after that
several optimizing techniques can be deployed to minimize the distance from an analysis
agent CPU to the other CPU in the cluster (Section 7).

Based on the computed mapping information the target application is started using
dplace to enforce exact placement of all components. After the application is fully started
up, the same clustering data are used for the analysis agent placing as well: when creating
the agent hierarchy, placement strings and identifiers of application processes are passed
along to be used at the lowest level to start the analysis agent on its dedicated processor
and to connect its to the application processes.

7 Agent Placement Optimization

In order to keep the communication overhead low, two different methods of optimization
are performed. First, the logical group tightness is improved by rearranging the map-
ping of application processes/threads and the analysis agent to processors within a cluster
(Section 6). Second, the possibly available information about the message traffic between
agents is used to calculate a good distribution of analysis agents over the logical groups.

The task of optimizing the initial clusters is modeled as the minimization of a sum of
distances. This sum consists of all distance values from an application CPU to its respec-
tive analysis agent CPU. First, the processors in a cluster are treated without distinguishing
between their purpose. For each cluster the optimal CPU number for the node-level agent
is determined by calculating the sum of distances from one CPU to the others. The config-
uration that minimizes this sum is used to define the new processor number that will host
the node-level agent.

During the second step the node-level agent position is fixed (as determined previ-
ously). The algorithm iterates over all pairs of clusters and over all pairs of CPUs selecting
one processor number from each cluster. Then the theoretical improvement by swapping
the CPU pair is calculated as the sum of the distances from the processors to the node-level
agent dedicated processor. If the sum of this measure for both clusters is greater than zero
the swap is performed. By this the total measure never increases.

To avoid local minima an exchange can also be performed if the total sum is raised, but
only with a certain probability which is high at the beginning of the algorithm and decreases
over time. This is similar to the optimization of a function using simulated annealing.

Optimizing the distribution of the analysis agents requires knowledge about the com-
munication traffic. This might be information gathered from previous test runs, or a rea-
sonable estimate. The underlying algorithm works similar to the simulated annealing based
approach above. Instead of calculating the total communication costs for all permutations
of the analysis agent to processor mapping, starting at an arbitrary configuration, analy-
sis agent CPUs are exchanged (which implies a change of the mapping) if this results in
lower total costs. Swap operations that raise the costs are only accepted with a decreasing
probability.

In Fig. 3 the effect of the optimization based on simulated annealing is depicted. A
configuration of 108 analysis agents is used, but the algorithms have been verified to work
correctly and efficiently for much larger amounts of agents. The distance information of
the Altix 4700 in form of the topology data is used, whereas random data for the communi-
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Figure 3. Result of optimization.

cation intensity have been generated for the purpose of testing. Initially the probability of
accepting exchanges that increase the total measure is set to 42% and decreased over time.
The algorithm terminates if the probability drops below 0.6%, which results in a total run-
time of under one second for up to 512 analysis agents (each shared memory partition of
the Altix 4700 consists of 512 processor cores). The size of the decrements of the prob-
ability value as well as the final pre-defined probability can be used to adjust the runtime
of the algorithm. Compared to testing all permutations of the analysis agent to processor
mapping (which already becomes unfeasible for more than 120 agents) the exchange based
optimization is fast and versatile.

Both optimization techniques are flexible to be used in various configuration scenarios.
On large shared memory systems, like the Altix 4700, the logical grouping is the main
target of optimization to reduce the access time to the shared data (ring buffers). The
optimization of the communication traffic between the analysis agents is especially relevant
on large distributed systems like IBM’s Blue Gene.

8 Summary

Periscope is an automatic performance analysis tool for high-end systems. It applies a
distributed online search for performance bottlenecks. The search is executed in an in-
cremental fashion by either exploiting the repetitive behaviour of program phases or by
restarting the application several times.

This article presented the startup of the parallel application and the agent hierarchy. We
use a special algorithm to cluster application processes and analysis agents with respect to
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the machine’s topology. The implementation of the startup on the ALTIX supercomputer at
LRZ is based on the multi-program version of the mpirun command and the dplace utility
for process to processor mapping.

In the current implementation, it is the responsibility of the programmer to choose
the amount of resources for the analysis agent hierarchy. In future, we will work on an
automatic selection based on historical information.
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