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We report first results on a Decision Tree classifier for sagmifying 3-turn types from se-
quence. It is based on previous work where we developed waeftDHPRED that predicts
dihedral angle regions for each residue in a polypeptidanctr@r 5 out of 83-turn (sub)classes
we obtain good prediction results with Matthew’s corr@atcoefficients between 0.3 and 0.6,
thus providing additional geometric constraints in thos#cal regions which determine the
fold topology of a protein. Threg-turn classes however can not be classified with sufficient
accuracy. We discuss possible sources of misclassificatind outline further research direc-
tions.

1 Introduction

Many structure prediction strategies involve the use oédial angle constraints from sec-
ondary structure prediction. From the usual 3-class ptiedis useful dihedral bounds can
however only be derived fati-helices and3-sheets. We recently developed a program
(DHPRED) to predict dihedral angle ranges for all residuesluding those in coil re-
giong'. The most abundant structural motifs within the coil regioh proteins argj-turns
which are defined as tetrapeptide motifs with a maximum distance of 7A. They have
been originally described by Venkatachafaamd Lewis and classified by the dihedral
angle regions of their central two residues-turns are of prime importance for the ter-
tiary structure of proteins as most of them characterizéipos where the peptide chain
reverses its direction. Several algorithms have been ibestto predict the location of
G-turns from sequence, however to our knowledge there is adigtion program avail-
able which can distinguish between the different typeg-tfirns. In this study we use
the dihedral angle regions predicted by DHPRED to develdpssification algorithm for
individual 5-turn classes.

2 Methods

As reference for the training of the classification algoritive use a nonredundant set
of protein structures from the Protein Data Bank (PDB) widlirwise sequence identities
< 25% and x-ray resolutions. 2.0 A. The assignment of the different turn types described
by Lewis is performed by the PROMOTIF softwAreThe Decision Tree algorithtras
implemented if is employed for multi-class classification. For this ifitgudy we use
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only minimal information. For the central two residues weaite (a) the amino acid
type as either Glycine, Proline or all other, (b) the 3-clessondary structure prediction
from PSIPRED and (c) the dihedral angle regions predicted by DHPRED. \ethe
definitions in Table 1 for prediction outcome types:

Prediction Observation

+1 -1
+1 TP (True Positive) FP (False Positive)
-1 FN (False Negative) TN (True Negative)

Table 1. Definition of prediction outcome types.

and employ as performance measures the accutacy= (TP + TN)/(TP + TN +
FP + FN), specificitySpec = TN/(T' N + FP), sensitivitySens = TP/(TP + FN)

and Matthew's correlation coefficient MCE (TPTN)_(FP-FN) .
\/(TP+FP)(TP+FN)(TN+FP)(TN+FN)

3 Results and Discussion

For the ca. 1,000 proteins of the nonredundant PDB-set, PAOMassigns about 9,000
(B-turns. We devide the turns randomly into two sets of sanwaim use one set for train-
ing of the Decision Tree classifier and the other for testifgpble 2 shows the confusion
matrix of the test set and the distribution of the differgrturn classes.

predicted
(B-turn class I I’ i IV Vla Vib VIl sum
I 1099 65 17 5 449 2 1 34 1672
Il 72 305 26 O 77 0 0 3 483
? 21 55 89 1 26 0 0 4 193
% I 26 1 8 12 74 1 0 1 123
8 v 744 104 35 16 697 4 16 50 1666
© Via 4 0 0 O 5 10 15 o 34
Vib 0 0 0 O 5 2 34 0 41
VI 107 3 2 2 195 0 0 43 352
sum 2073 533 177 36 1528 19 66 324564

Table 2. Confusion matrix fa8-turn classifier.

Table 3 shows the performance of the Decision Tree classifigrg different mea-
sures. While the Matthew’s correlation coefficients for thasses show reasonable (I,
Vla) or good (I', I, VIb) classification performance, theaskes II', IV and VIII can not
be identified correctly. The confusion matrix shows thatgheudo-class IV, which is just
defined as alb-turns which do not belong to any other class, is respongibleost of the
misclassifications.
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B-turnclass| Acc Spec Sens MCC
I 65.7% 0.66 0.66 0.31
I 63.1% 0.94 0.63 0.55
Il 46.1% 0.98 046 0.46
I 98% 099 0.10 0.17

\% 41.8% 0.71 042 0.13
Via 29.4% 1.00 0.29 0.39
Vib 82.9% 099 0.83 0.65
VIII 12.2% 098 0.12 0.16

Table 3. Performance measures foturn classifier: accuracy (Acc.), specificity (Spec.),strity (Sens.), and
Mathew’s correlation coefficient (MCC).

Our initial results show the general feasibility to predieturn types from the amino
acid sequence. This study does not address the separatietunfs from other secondary
structure elements but such algorithms are already avefilalm the future we will direct
our research to assemble a comprehensive library for thiigbian of local structure fea-
tures. For thes-turn classification we will e.g. use a derivate of the DHPR&Iftware
which is targeted to different dihedral regions as used wwitedefinition of 5-turns and
employ Support Vector Machine algorithms for the classiitra
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