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Abstract—A pulmonary nodule is a small round or oval-
shaped growth in the lung. Pulmonary nodules are detected 
in Computed Tomography (CT) lung scans. Early and accurate 
detection of such nodules could help in successful diagnosis and 
treatment of lung cancer. In recent years, the demand for CT 
scans has increased substantially, thus increasing the workload 
on radiologists who need to spend hours reading through CT-
scanned images. Computer-Aided Detection (CAD) systems are 
designed to assist radiologists in the reading process and thus 
making the screening more effective. Recently, applying deep 
learning to medical images has gained attraction due to its 
high potential. In this paper, inspired by the successful use 
of deep convolutional neural networks (DCNNs) in natural 
image recognition, we propose a detection system based on 
DCNNs which is able to detect pulmonary nodules in CT 
images. In addition, this system does not use image segmentation 
or post-classification f alse-positive r eduction t echniques which 
are commonly used in other detection systems. The system 
achieved an accuracy of 63.49% on the publicly available Lung 
Image Database Consortium (LIDC) dataset which contains 
1018 thoracic CT scans with pulmonary nodules of different 
shapes and sizes.

Keywords—Medical Images Classification, Lung Nodules 
Detection, Deep Learning, Detection Systems, Supervised Learn-
ing

I. INTRODUCTION

According to the World Health Organization [1], lung 
cancer is responsible for the largest number of cancer deaths
worldwide. This is because of the poor prognosis for this 
cancer around the world. With an estimated number of 1.8 
million deaths worldwide in the year 2018, lung cancer 
is responsible for 18.4% of the total cancer deaths. This 
percentage is more than the percentage of colorectal cancer 
which accounts for 9.2% and stomach cancer which accounts
for 8.2% combined. In addition, the 5-year survival rate of 
lung cancer is one of the lowest compared to other types of
cancers. However, the survival rate is 55% for early detected 
lung cancer that is at a localized stage which accounts only
for 16% of the total number of cases. A thoracic CT scan is 
a type of 3D scan used in medical field [2]. The resolution
of CT screening continues to increase as the technologies
behind CT scans continues to advance. This puts a burden on 
radiologists who need to spend hours reading and analysing
CT scans. Recently, convolutional neural networks have 
shown the ability to learn visual features beating manual
image-processing algorithms [3], [4].

The objective of this paper is to introduce a new approach
in dealing with medical images and CT scans with the
help of sliding windows. Sliding windows are seldom used

in medical Computer Aided Detection systems due to the
complexity associated with their implementation, and the
overhead of computational power that is needed as CT scans
tend to be processed in the 3D space. However, sliding
windows have great potential as they continue to show
great results in other tasks such as object detection, face
recognition and computer vision tasks [5]. So the aim was
to create a new and valid system that is able to detect
pulmonary nodules in the 2D slices, which would reduce
the time needed to process a CT scan. Furthermore, this
system does not need image segmentation or false-positive
reduction techniques commonly used by other systems.

Several detection systems have been developed over the
years to correctly classify pulmonary nodules. The systems
that have been developed range between image-processing
and machine learning techniques [6], [7]. The authors in [8]
adopted a 3D neural network approach where they used a
sliding window to train and test their neural network. The
group achieved a sensitivity of 71.2%. Li et al. [9] worked
on a DCNN architecture that showed a sensitivity of 89%.
Gruetzemacher et al. Researchers [10] proposed two 3D deep
learning models; one for candidate generation and another
one for false positives reduction with a combined sensitivity
89.29%. Chakravarthy et al. Group [11] used a Probalistic
Neural Network (PNN) for examination and classification of
pulmonary nodules and their results indicated an accuracy
of 90%.

Gong et al. [12] proposed a system that used 3D DCNNs
and residual-network (SE-ResNet) that reached a sensitivity
of 93.6%. In the research done by Huang et al. [13], a
method based on an improved neural network achieved an
accuracy of 81.7%. In another recent study, Jung et al. [14]
introduced a 3D DCNN that makes use of shortcut and dense
connections and their results were comparable with other high
achieving methods. In study [15], the authors took advantage
of Faster Region-based Convolutional Neural Network
(Faster R-CNN) and achieved an accuracy of of 92.2%. Tang
et al. [16] explored using a 3D DCNN that consists of two
stages and the results showed a CPM score of 0.815. Group
[17] worked on false-postive reduction techniques. Authors
of [8], [9], [10], [11], [17] and [26] used the LIDC dataset
while [12], [13], [14] and [27] used (LUNA16) dataset.
However Jia et al. [15] used Tianchi competition dataset [23].

The rest of this paper is organized as follows: in section II,
the methods and techniques that were tested at the first phase
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are explained, the model is then described with the reasoning
behind each layer. In section III, the results are discussed,
along with the dataset and the pre-processing techniques
which were used. In the last section, a conclusion to the work
is presented and some ideas for future work are introduced.

II. METHODOLOGY

In this section we introduce a novel architecture for block-
based classification of very small pulmonary nodules with
the advantage of not using segmentation or false-positive
reduction techniques which are used in most classification
systems. A high-level block diagram of the steps that were
used is shown in Figure 1. At first, the dataset slices are
fed into a pre-processing system which generates a binary
mask for each of the slices before generating the training data.
These data are then passed to the model to extract features
and tune its parameters. The last step is then querying this
model with a slice to decide whether a nodule is present or
not.

A. Pixel-Based Classification Approach

This section discusses the work done using the UNet and
the ResUNet models, as pixel-based models, which take the
value of the pixel’s color and its proximity to other pixels
into account.

1) Experimenting With The Popular UNet Model: U-Net
is a convolutional neural network that is based on the
autoencoder architecture [24]. It is used widely for medical
pixel-based image segmentation. Although it is widely
used with many modifications [25], it is very time- and
memory-consuming.

To train the model, labeled or mask images were created
using the annotation files given with the dataset. The mask
images are binary images which show the position and shape
of the pulmonary nodules in each slice if exist. The first
attempt was to use the already tested and popular model
UNet [18] which is suitable for image segmentation tasks.
UNet uses pixel-based classification approach, that means
that in our case it determines for every pixel whether that
pixel contains a nodule or a non-nodule. The UNet model
takes the input slice and its mask to train on. The input
images are given to the model in small batches of 2 images
and resized to 128 × 128. The model is trained for 20 epochs.

At the training phase, the model reached an accuracy of
99%. However, at the testing phase, the model ignored the
pixels where there are nodules. The model showed that it
could achieve 99% accuracy by classifying all pixels as non-
nodules. These results are mainly due to two reasons; the first
is that the number of slices that contain nodules is relatively
small compared to the number of slices that do contain non-
nodules. The second reason is that the region of the nodules
in some slices is relatively small compared to the size of the
slice. The smaller regions for the nodules makes the number
of pixels that contain nodules much smaller than those that
contain non-nodules. Due to these reasons it seemed that the
UNet model did not apply well to our case.

Fig. 1: Block diagram of the proposed approach.

2) Experimenting With The Popular ResUNet Model:
The next model that was tested was the ResUNet model
which is another popular pixel-based classifier. ResUNet was
introduced by [19] and it has been shown to achieve good
results on similar tasks [20]. The same approach that was
used for UNet model was also used for ResUNet model;
the input images were fed to the model in small batches
of 2. Different batch sizes, different number of epochs and
different sizes of resized images were tested. However, the
same problem that appeared in the UNet model appeared
once again in the ResUNet model; the model does not detect
nodules’ pixels and learn that it can achieve highest accuracy
by just classifying all pixels as non-nodules. This is due
to the same reasons that lead to the failure of the UNet model.

B. Block-Based Classification Approach

After experimenting with UNet and ResUNet it seemed
that there was a major class imbalance between the number
of pixels that contained nodules and those that contained
non-nodules. Therefore, it was apparent that pixel-based
classification approaches needed important steps for class
balancing otherwise this approach fails. Thus, we headed
for block-based detection approach. After the ground-truth
masks for each slice was generated, the next step was to
create the training data that the model would use to detect
the pulmonary nodules. By inspecting [8], who used sliding
windows, a similar approach was used. Rather than detecting
the pulmonary nodules from the whole slice we detect them
in a smaller region of the slice.

The first step in implementing the sliding window was to
choose the size of this window; as all slices in the dataset
have a size of 512 × 512 pixels, a window size of 128 × 128
was chosen because it gives a relatively good localization
and so that the model could have good estimation of the
surroundings of the nodules. After pre-processing each slice,
each slice along with its mask were iterated over with the
window size of 128 × 128. The maximum value of the
group of pixels which the window covers in the mask was
checked, if that maximum value was 1, that meant that the
corresponding part that this window covered in the image
contained a nodule, otherwise this part contained no nodules.
These windows were then cropped and the cropped blocks
were stored in one of two folders; the first if they contained
a nodule and the second if they did not contain a nodule. The
images of both the nodules and non-nodules were further
split into two sub-folders to be used for training or for testing.

A stride of 32 pixels was used to generate images for the
nodules; this is due to the small number of slices that actually
contained a nodule, so a stride of 32 would make the nodule
images augmented. However, a stride of 128 pixels was used
to generate the image that contained non-nodules. A stride of
128 pixels was used to increase the diversity of the generated
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images, also a threshold of 1500 generated images per scan
was set to contain images from many different scans and thus
the training dataset would not be too large. The training data
was generated from the first 150 scans and the testing dataset
from scans 151 to 200.

C. Proposed DCNN For Block-Based Classification

The training and testing processes would be discussed
in the following results section after the architecture is
introduced.

For our proposed model, some of layers’ architecture
too advantage of Truong et al.’s work [21] to capture small
nodule features. The block diagram of our proposed model is
shown in Figure 2. Our model contains a total of 18 layers;
4 convolution 2D layers, 4 Max Pooling layers, 6 Dropout
layers and 4 Dense layers. The convolution layers were used
to extract the features from the training images resulting in
what is called a ”Feature Map”. A small even number for
the number of filters was used in the convolution layer; so 8
filters for the first layer were used, 16 for the second, 32 for
the third and 64 for the fourth. All the layers used filters of
size 3 × 3 and the activation function used was ”ReLU”.

Max Pooling layers were used after every convolution
layer to decrease the size of feature maps while reserving the
extracted features. The size of the Max Pooling filters used
was 2 × 2. Another technique that was used is Dropout.
Dropout is a technique used to decrease over-fitting that
appear in models. Dropout deactivates a percentage of nodes
of the previous layer randomly at each step so that the layers
won’t be very dependent on their previous layers. Dropout
layers were used to decrease over-fitting and increase the
accuracy of the model. After every Max Pooling layer and
after every Dense layer except the last one, a Dropout layer
with a 30% deactivation rate was added. A Dropout layer
wasn’t added right before the last layer because the network
has no ability to ”correct” errors induced by dropout before
the classification happens.

The last layers used were the Dense layers. 3 Dense layers
of 1024 nodes were used to give as much data to the model
without too much noise that would affect the performance.
”ReLU” activation function was used for the Dense layers.
The last layer used was the output layer which was only
1 unit and used an activation function of ”Sigmoid”. The
model was compiled using ”Adam” optimizer and ”Binary
cross entropy” was used as loss function.

III. RESULTS AND DISCUSSION

A. Dataset

The dataset that is used in this paper is the publicly
available Lung Image Database Consontrium (LIDC) and
Image Database Resource Initiative (IDRI) dataset. LIDC
dataset is the largest publicly available annotated dataset
for pulmonary nodules. This dataset was collected under
tightly specified inclusion criteria to serve as an international
research resource for the development, training and evalu-
ation of detection systems. The dataset was collected from
five different institutions from across the United States and
contains 1018 thorasic CT scans. A subset of 200 scans was
used in this research. LIDC dataset originated from a total of

Fig. 2: The block diagram of the proposed model.

1000 patients and it contains the scans of patients at different
stages of their disease.

B. Pre-Processing

CT scans come in DICOM format which uses Hounsfield
scale to represent pixel values. Hounsfield scale values do
not fall between the RGB range of values; so as a first step
the values were normalized and a color-map was applied. To
prepare the data for the model, a binary mask for each slice
was needed. This mask has one-to-one pixel correspondence
whether that pixel contains a nodule or not. The first radiolo-
gist’s annotations were chosen and each pixel that contained
a nodule was marked with white while those that contained
non-nodules were left as black. These steps are shown in
figure 3.

C. Experiments And Evaluation

Our model was trained for 15 epochs, as it has been found
that more training epochs would lead to over-fitting. The
model’s training accuracy started from about 70% and kept
getting better until it reached an accuracy of about 98%. The
model’s testing accuracy started from about 66% and kept
getting better until it stabilized at an accuracy ranging from
80% to 84%.

(a) (b) (c)

Fig. 3: (a) A slice before applying color-map. (b) The slice
after the color-map has been applied. (c) The ground-truth
mask for the slice.

232



(a) (b) (c)

Fig. 4: (a) a slice that contained a nodule (highlighted with
white) that the model classified correctly. (b) a slice in which
the model has detected a correct nodule (highlighted with
white within the right rectangle) and also has a false positive
(left rectangle). (c) a slice that contained no nodules that the
model classified correctly.

TABLE I: The number of blocks for each category.

Metric Name No. Per. relative to ground-truth
True Positives Blocks 217 52%
True Negatives Blocks 43808 64%
False Positives Blocks 25114 36%
False Negatives Blocks 197 48%

To visualize the detected blocks, a green rectangle
was drawn around the regions that the model detected as
containing nodules. Some results are shown in figure 4. In
image (a), a a case with true positives and true negatives
is shown, the model detected a nodule (highlighted with
white) in the lower left region so a green rectangle was
drawn there. Image (b) shows a case where the model has
classified two regions as containing nodules (right rectangle
and left rectangle), the right region contains correctly a
nodule (true positive) while the left region does not contain
a nodule (false positive). Image (c) shows a case with with
true negatives only.

Table I shows the testing evaluation results represented
as: True Positive (TP); which is the number of correctly
classified blocks that include nodule pixels (positive blocks).
True Negative (TN); which is the number of correctly
classified blocks that include no nodule pixels (negative
blocks). False Positive (FP) and False Negative (FN); which
represent the number of wrongly classified blocks as either
positive or negative respectively.

The overall accuracy as defined in [22] is given by:

Accuracy =
TP + TN

NB

By substituting:

Accuracy =
217 + 43808

69336
= 63.49%

The results are mapped to the slice-level instead of block-
level. In this case, we count the number of slices that include
nodule pixels. The detected slice rate is 67%.

IV. CONCLUSION AND FUTURE WORK

In this paper we proposed a model that is able to replace
current systems that detect pulmonary nodules in 3D CT
scans by a more efficient one able to deal with 2D slices.
Furthermore, this model does not need image segmentation

or false-positive reduction techniques commonly used
by other systems, which makes it more feasible to be
implemented in a real-world system. This research used a
subset of 200 slices of the LIDC dataset, where 150 slices
were used for training, and 50 slices were used for testing.
At first, ground-truth masks were generated for each slice.
After generating the ground-truth masks, the popular UNet
and ResUnet were tested. Both models are pixel-based
classification models and they did not apply well to our
case. Pixel-based classifiers did not show good results due to
two reasons; the first is that number of slices that contained
nodules was relatively small compared to the number of
slices that contained non-nodules, the other reason was that
there were slices where the nodules were very small so
the number of pixels that contained nodules were much
smaller. All these reasons made pixel-based classifications a
challenge to get good results.

We then headed for block-based classification; A sliding
window was implemented that created the training and test-
ing data required for our model. The data was categorized
according to two types (nodules and non-nodules). The model
was then trained and tested and the results after that were
validated. The experiments showed an accuracy of 63.49%
which is significant considering no image segmentation or
post-classification false positive reduction techniques were
used. For the experiments done, only 200 slices from the
dataset were used, which were divided to training and testing
data, our proposal is that with more training data the model
could achieve much better results. For future work, lots of
techniques could be used to further enhance our method;
one way is to train models that are similar to ours but with
different input on different sizes of sliding windows. That
way much better localization could be achieved with a much
better accuracy.
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