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Abstract—The use of speech recognition as part of home 

automation, especially for smart homes, is an exciting thing that 

is still being developed. That is because of human needs for 

comfort, convenience, quality of life, and better safety. Speech 

recognition built in this study is used as a device to control smart 

home devices by identifying the commands spoken by users, 

especially in a state of clean speech. The command used is a 

predetermined consecutive word. For the extraction of voice 

commands, the MFCC algorithm is used to match spoken words 

with templates using the Dynamic Time Warping (DTW) 

algorithm. DTW algorithm can find the difference between 2-

time series that have different lengths of time. The results of the 

accuracy of this system by using these algorithms were 

successfully carried out by 86.67%, with an average time 

required to identify the commands of 5.28 seconds. 

Keywords—home automation, speech recognition, MFCC, 

DTW 

I. INTRODUCTION 

Home automation is used daily to provide comfort, 
convenience, more quality of life, and even security for the 
owners [1]. Automated homes are types of houses that usually 
have IoT technology, whether it's internet networks, personal 
computers, smartphones, or other devices connected to the 
internet network so that some features in the home can be 
controlled anywhere and anytime [2]. Automation is a word 
that is often spelled in the electronic field that has brought 
many revolutions in today's technology [3]. The term Internet 
of Things (IoT) is a concept that has the purpose of making 
humans and physical objects in their environment a part of the 
internet that is connected [2]. Home automation itself is 
designed and developed into one or more controllers that can 
perform various basic tasks to home electronic devices 
connected to the internet, such as electrical switches, light 
sensors, temperature sensors, smoke detectors, etc [1].  

Speech recognition or Automatic Speech Recognition 
(ASR) is one of the systems used in home automation because, 
with a unique human voice, a user can give commands to the 
system to do what they are told. Doing what you command 
accurately, and doing it fast is a different matter. Because 
doing what is commanded accurately requires a sound feature 
extraction process that is good and doing what is ordered 
quickly, then computation on feature extraction must be 

rapidly done accompanied by a fast matching process. Speech 
recognition must also be able to understand successive 
speeches or sayings between words that have a sufficient time 
lag so that the time interval can result in the identification of 
input commands. From several ASR applications that have 
been implemented, several algorithms are used such as LPC 
(Linear Predictive Codes), MFCC (Mel Frequency Cepstral 
Coefficients), PLP (Perceptual Linear Prediction) or PLP-
RASTA (PLP-Relative Spectra) for feature extraction from 
acoustic signals, and algorithms such as DTW (Dynamic Time 
Warping), HMM (Hidden Markov Model), MLP (Multi-
Layer Perceptron), SVM (Support Vector Machine), and DT 
(Decision Trees) for matching or matching processes with 
templates [4] – [6]. 

In this research, the design and implementation of the 
Speech Recognition system, which is used in home 
automation, is used by using acoustic signals (in this case in 
the form of human voice commands) as inputs and producing 
output in the format of word sequences in the system [7]. The 
feature extraction will be performed on the voice command 
using the MFCC algorithm and matching the voice command 
data on the template using the DTW algorithm. Using this 
voice command, the system will turn on or turn off electronic 
devices.  

II. RESEARCH METHOD 

A. Design of System 

The following is an overview of the system. In Fig. 1, a 
user inputs by saying commands to the microphone, then the 
microphone will capture the command as an acoustic signal-
processing devices for Speech Recognition process acoustic 
signals. After the input signal is processed, extraction of the 
features possessed by the signal will be carried out so that 
matching processes can be carried out with data that has been 
trained (trained data/template), the speech recognition system 
integrated into the microprocessor device in the form of 
raspberry pi, will send a command to the NodeMCU device 
by using one of the M2M communication methods, so that the 
NodeMCU, in this case, functions as a switch can turn on or 
turn off electronic devices. In this system, NodeMCU or 
ESP8266 is the receiver of the speech recognition system. 
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Fig. 1. Overview of the system. 

B. Speech Recognition 

Speech Recognition is a process of identifying sounds 
based on words spoken by converting an acoustic signal 
captured by an audio device. Speech recognition is also a 
system used to recognize word commands from human voices 
and then translate into data understood by computers—the 
following block diagram of how speech recognition works. 

The basic concept of this system's work is to receive acoustic 
signal input and produce a series of words [8]. 

The discussion and research and development regarding 
speech recognition or Automatic Speech Recognition (ASR) 
is still an exciting topic in its role in everyday life. Optimizing 
the quality and accuracy of ASR is still in the process, such as 
increasing speech recognition capabilities or reducing existing 
noise [4]. 
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Fig. 2. Flowchart of the speech recognition system. 

In Fig. 2, the system receives input from the user to select 
a menu on the system, which is the "Voice Training" or "Voice 
Prediction" menu. Then the user says the voice command, and 
the system records the command. The command that was 
successfully registered will be performed a feature extraction 
process using the MFCC algorithm. Then proceed to the 
processes owned by the MFCC algorithm; those are 
Preprocessing, Framing, Applying Hamming Window, FFT, 
Mel Filter Bank, Cepstrum, and MFCC as a process for 
extracting features that have sound. Furthermore, for the 
"Voice Training" menu, then the data will be stored in the as 
a template of the commands spoken by the user, and for the 
"Voice Prediction" menu, the matching process will be carried 
out on the data with the data in the database using the DTW  

algorithm. When the matching process is complete, the 
voice data (which is a command) will be sent to the 
NodeMCU device to be forwarded to the electronic device.  

C. Mel Frequency Cepstral Coefficients (MFCC) Algorithm 

Mel Frequency Cepstral Coefficients (MFCC) is a concept 
for extracting features possessed by an acoustic signal. Based 
on human hearing that cannot sense frequencies of more than 
1KHz. Calculations carried out by MFCC are very dependent 
on the process of changing signals from analog to digital. 
MFCC performs calculations ranging from the length of the 
wave height, noise, and other things so that the words that are 
adequately spoken by the user are obtained [9]. 
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Fig. 3. MFCC flow diagram. 

The first step in the speech recognition process is 
preprocessing, which is a process for filtering background 
noise and existing noise. Then the framing is done by 
changing the time unit t on the analog signal to n on the digital 
signal so that it has the function x(n), then the signal is divided 
into several frames for as long as the word is spoken. The 
Hamming window is applied to help reduce discontinuity at 
the ends of each frame, then Fast Fourier Transform (FFT) is 
performed to study the characteristics of the x(n) function in 
the frequency domain. Next is Mel Filter Bank, which is by 
converting frequencies to the mel scale to connect the 
perceived frequency, tone, pure tone, and actual frequency 
measured [10]. This work's scale of mel is to map the scale 
between linear frequencies of speech signals to a logarithmic 
scale for frequencies higher than 1 kHz [11]. 

D. Dynamic Time Warping (DTW) Algorithm 

Dynamic Time Warping (DTW) is a concept to match data 
extraction of features performed by the MFCC on the input 
command (data testing) with the data in the template or 
training data. DTW will measure the distance and curvature of 
the two sound signals [9]. DTW is generally used to measure 
the similarity between two-time series signals, which can have 
variations in time and speed [12] even though the two signals 
have different signal lengths. The output of DTW is the 
distance value in scalar quantity [10]. This value represents 
how similar two sound signals are in time series. 

DTW also has a function as a solution in aligning the time 
in successively spoken words [13]. This affects the correction 
of the utterance results to the final output because successive 
statements that do not have pauses or that have fewer pauses 
will result in errors in the identification of the speech [9]. 

E. Machine to Machine (M2M) Communication 

Machine to Machine Communication (M2M) is a form of 
communication between hardware (devices) using wireless 
signals to be able to connect and communicate without human 
assistance in real-time [14]. One of the methods in this 
communication is MQTT (Message Queuing Telemetry 
Transport), which is a protocol that works at the ISO TCP/IP 
layer, on the internet of things (IoT) system [15]. This protocol 
works with a server that sends messages to the client, and the 
client receives the message by minimizing data encoding and 
data decoding and only requires a small amount of memory to 
deliver the message [16]. In this system, three control signals 
from MQTT are used to deliver and receive data from the 
server to the client. 

1. Connect: the control signal to make a connection to 

the server. 

2. Subscribe: the control signal to get a message with a 

particular topic. 

3. Publish: the control signal to send a message with a 

particular topic. 

III. RESULT AND DISCUSSION 

In this research, speech recognition devices built based on 
hardware requirements in Table I can be seen in Fig. 4 sections 
(a), and the user interface used on this device can be seen in 
other sections of Fig. 4. 

   
(a) (b) 

Fig. 4. (a) Speech recognition system device (b) Main view of the user 

interface. 

In Fig. 4, section (b) is the prominent display of the user 
interface, which is used to choose between 3 menus, 
Recognition or prediction of voice commands, voice training, 
and log access from the user. 

Tests conducted in this research are to identify voice input 
commands with voice data training that has been performed 
feature extraction so that if there is a match between voice 
input commands with voice training commands, the system 
will produce output in the form of commands and send them 
to the MQTT client to control devices that are contained in the 
smart home. 

The training data used is the result of feature extraction 
from voice recordings from several commands that have been 
set for use in speech recognition and control systems to the 
NodeMCU device. Here are some commands that will be used 
in this system.  

TABLE I.  LIST OF COMMAND VOICE DATA AND MQTT MESSAGE 

Command Content of The 

Command 

Amount 

of Data 

MQTT 

Message 

Description 

1 “Nyalakan 

perangkat satu” 

5 ON1 To turn on 

the device 1 

2 “Nyalakan 
perangkat dua” 

5 ON2 To turn on 
the device 2 

3 “Nyalakan 

perangkat tiga” 

5 ON3 To turn on 

the device 3 

4 “Matikan 
perangkat satu” 

5 OFF1 To turn off 
the device 1 

5 “Matikan 

perangkat dua” 

5 OFF2 To turn off 

the device 2 

6 “Matikan 
perangkat tiga” 

5 OFF3 To turn off 
the device 3 
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In the Content of The Command in Table I is a command 
utterance in Indonesian which has a function as written in the 
Description, that has an output to send commands to control 
on/off three different electronic devices. 

A. Voice Prediction 

As for the "Sound Prediction" menu, the recording system 
used is streaming audio that works continuously listening to 
the sound that enters the microphone device using certain 
limits or rules on the system to record the audio streaming 
system's recorded sound. The rule is the recording process will 
be carried out when the detected sound intensity ≥ 35 and has 
a duration of 1.3 to 2 seconds only. If these rules are met, the 
voice command recording process will be carried out. 

Speech 

Commands

 
Fig. 5. Input the voice command into a speech recognition system device.  

B. Preprocessing  

At this stage of pre-emphasis, that is the process of 
filtering sound signals to be clearer when heading to the next 
process [17]-[19]. In the pre-emphasis stage, filtering is 
performed on the sound file signal using a filter coefficient of 
0.097. The results of this process can be seen in Figure 6 
section (b). 

y(n) = x(n) − (x(n − 1) × δ)  (1) 

Where, x(n) = input signal value before the pre-emphasis 

process, y(n) = pre-emphasis output signal results, and δ  = 

filter coefficient, by default the value is 0.095 or 0.097. 

C. Framing and Applying Hamming Window  

The next subprocess is framing. This process makes the 
sound signal into several sample N frames. The first frame 
consists of the first sample N [19]. The second frame consists 
of M samples after the first frame and overlaps with N-M 
samples. The third frame consists of 2M samples after the first 
frame (or M samples after the second frame) and overlaps with 
N-2M samples. This process continues until all sound signals 
(speech signals) are counted into one or more frames. The 
length of the commonly used overlap area ranges from 30% 
to 50% of each frame's size. 

In this subprocess, windowing is performed on each frame 
formed in the framing subprocess. This windowing  
process serves to prevent aliasing or abnormal conditions in 
the signal [20]. The results of this process can be seen in (c) 
section of Fig. 6. The following is the formula for using the 
window function in the input signal. 

 

x(n) = xi(n)  ×  w(n)  (2) 

w(n) = 0.54 − 0.46 cos (
2πn

N−1
) (3) 

 

 

 

Where, n = 0, 1, 2, … , N-1 

 x(n) = signal sample value 

 xi (n) = sample value from frame to [i] signal 

 w(n) = window function, in the hamming window. 

 

D. FFT (Fast Fourier Transform)  

In this subprocess, each frame will be changed from the 
time domain to the frequency domain. This process will 
produce a frequency spectrum that is used to simplify 
computation and analysis [21]. 

 

𝐷𝑘 = ∑ 𝐷𝑚 × 𝑒
−𝑗2𝜋𝑘𝑚

𝑁𝑚
𝑁𝑚−1
𝑚=0 , Where k = 0, 1, 2, 3, …, Nm-1 (4) 

 

E. Mel Filter Bank  

At this stage, the filtering of certain frequency band sizes 
in sound signals is carried out. The size used is called the Mel 
frequency scale, which is a scale that is linear at frequencies 
below 1kHz and is logarithmic at frequencies above 1kHz. 
The equation used is as follows [10], [11], [17]. 

 

mel(f) = 2595 × ln (1 +
f

700
) (5) 

Where, mel(f) = mel frequency scale 

 f = linear frequency. 

 

F. Cepstrum and MFCC (Mel Frequency Cepstral 

Coefficients)  

The final process of MFCC is to change the log mel 
spectrum to the time domain. The result is called Mel-
frequency cepstral coefficients [17]. That is a cepstral 
representation of the properties of the speech signal in a 
known frame. The equation used is as follows. 

 

C𝑛 = ∑ (log 𝑆𝑘)𝑐𝑜𝑠 [𝑛 (𝑘 −
1

2
)

𝜋

𝐾
]𝐾

𝑘=1  (6) 

Where, n = 1, 2, 3, …, K 

 Cn = coefficient of cepstrum mel frequency 

 Sk = Mel power coefficient. 

 

In a speech recognition system, usually, only the 

first 13 cepstrum coefficients are used [9], [12]. The 

extraction features are traditionally extracted in multiple time 

windows [22]. 
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 (b) 

 (c) 
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(e) 

Fig. 6. (a) Waveform from command 1 “Nyalakan perangkat Satu" (b) Command 1 after pre-emphasis was applied (c) Framing and applying 

Hammingwindow (d) Cepstrum in the form of spectrum (e) Cepstrum in the form of an array of 13 coefficient values with 199 multiple frames. 

 

G. DTW (Dynamic Time Warping) and Matching   

Fig. 7. Command 1 as input (TestSound: Orange) and template (TrainSound: Blue). 

After the feature extraction process is performed on the 

two voice commands 1 in Fig.7 above, DTW performs the 

matching process by finding a similarity value called the 

distance between the signal characteristics. The equation used 

is as follows [9], [10], [23], [24]. 

Dist(x, y) = Dist(x, y) +

min {

𝐷𝑖𝑠𝑡(𝑥 − 1, 𝑦)
𝐷𝑖𝑠𝑡(𝑥, 𝑦 − 1)

𝐷𝑖𝑠𝑡(𝑥 − 1, 𝑦 − 1)
 (7) 

Dist(𝑑) = ∑ 𝐷𝑖𝑠𝑡(𝑑𝑘𝑥
, 𝑑𝑘𝑦

)𝑘=𝐿
𝑘=0  (8) 

 

Where, L= 1,2, …, N 

 Dist(x,y) = path between time series x and y 

 Dist(d) = distance value between time series x and y 

 L = the length of the path formed from Dist(x,y). 

H. Testing of Testing Data Identification with Training 

Data 

In Table II, testing will be done to identify input 
commands by matching testing data with training data 
(templates)—testing data, which as input command is 
matched by distance similarity with training data in the 
system. 

TABLE II.  IDENTIFICATION OF INPUT COMMANDS  

Command 
Number of Tests 

Performed 

Number of 

Successful Tests 

1 5 4 

2 5 4 

3 5 5 

4 5 4 

5 5 5 

6 5 4 

Sum 30 26 
 

 

 

Fig. 8. Command identification test result. 
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The number of tests is five times for each command 
because there are five different speaker sources. Figure 8 
displayed the results of testing the identification of input 
commands several six various commands. Tests with the 
highest success were found in the 3rd and 5th orders identified 
as many as five times out of a total of 5 tests.  

Feature extraction with the MFCC method has been used 
in processing voice signals in previous studies, but using the 
HMM classification algorithm, and the results obtained are 
also good as in this study [25]. 

I. Testing of Response Time of Matching Testing with Data 

Testing 

In this test, the calculation of how long it takes for testing 
data (input command) to be matched with training data is 
calculated to produce the expected output. 

TABLE III.  RESPONSE TIME TEST RESULT  

Command 
Response Time (second) Average 

Time 1 2 3 4 5 

1 5.45 5.35 5.76 5.21 5.21 5.69 

2 5.71 5.44 5.43 5.15 5.68 5.48 

3 5.95 5.08 5.44 5.00 5.82 5.45 

4 5.75 5.50 5.86 5.40 6.39 5.78 

5 5.64 5.29 5.33 5.03 5.66 5.39 

6 5.56 5.11 5.16 5.06 5.54 5.28 

Average Time of Overall Testing 5.51 
 

 

 

 
Fig. 9. Response time test result. 

From Fig. 9, it can be concluded that the average response 
time of the best input command, contained in the 6th input 
command with an average time of 5.28 seconds. The average 
time needed for the whole matching process is 5.51 seconds. 

J. Testing of Training Data Identification Testing with Test 

Data Based on Sound Intensity 

The following test results identify training data with 
testing data based on the sound intensity of the identification 
process. In Fig. 10, identification testing based on sound 
intensity is carried out on three categories, namely in a 
situation <35 dB, 45-59 dB, and 60-67 dB. In the <35 dB 
category, the test was not successful because the noise level 
was at that level; in other words, the input command voice 
spoke at the noise level and made the identification process 
unsuccessful.  

 

 

Fig. 10. The test result of command identification based on sound intensity. 

IV. CONCLUSION 

Speech Recognition using MFCC and DTW algorithms in 
this research resulted in an 86.67% accuracy rate, 30 tests. 
Response Time in the best input command, there is a 6th input 
command with an average time of 5.28 seconds. The average 
response time for the whole matching process is 5.51 seconds. 
This identification test in the speech recognition process was 
successfully carried out at the input sound intensity at> 45 dB. 
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