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Abstract

In this Ph.D. thesis, a new methodology for Reactor Synthesis Based on Process
Intensification Concepts and Application of Optimization Methods (ReSyPIO) is

presented and applied to two different cases.

In Chapter 1: Introduction - Motivation and Objectives, the motive for the
research is presented, and Hypotheses are formulated. The ReSyPIO methodology
that rests upon these Hypotheses and consists of three consecutive stages is briefly
described in this Chapter. The first stage encapsulates all present phases and
phenomena inside the reactor functional building block, called module. Modules
come as a direct result of a conceptual representation of the analyzed system. In the
second stage, modules are further segmented if needed and interconnected, creating
areactor superstructure that is mathematically described for all desirable operating
regimes. In the last stage of the ReSyPIO methodology, the optimal structure,
operating conditions, and the operational regime are determined with the use of
rigorous optimization. All three stages of the ReSyPIO methodology have a backflow,
meaning that if analysis leads to impractical, nonfunctional or inefficient results,
modifications in reactor superstructure and modules can be made. The objective is
to conceptually and numerically derive the most efficient reactor structure and a set
of operating conditions that would be used as a starting point in the future reactor

design.

Chapter 2: Literature Review is used to cover and review the most important
research published in the area of Process Intensification and different Process
System Engineering techniques. Different approaches and studies present in
academia are highlighted and their elements compared with the presented ReSyPIO
methodology with the accent on its advantages and contribution to the engineering

science community.



Also, in this Chapter, an array of well researched analytical and numerical
approaches is presented that could be used in the future to strengthen the ReSyPIO

methodology further and facilitate its easier application.

In Chapter 3: Description of the ReSyPI0 Methodology Reactor Synthesis based
on Process Intensification and Optimization of Superstructure is explained in detail,
with a graphical representation of the main building block, called Phenomenological
Module. A general explanation is given on how to form a reactor superstructure and
mathematically describe it with sets of material and energy balance equations that

correspond to a number of present phases and components in the system.

The ReSyPIO methodology is first applied to a generic case of two parallel reactions
in Chapter 4, called Application of the ReSyPIO Methodology on a Generic
Reaction Case. The case corresponds to two parallel reactions that could be found
in the fine chemical industry. The reactions are endothermic and slow with the
undesired product. After the application of the ReSyPIO methodology, an optimal
reactor structure consisting of a segmented module with 17 side inlets for the
reactant and heat source is obtained. It is recommended for the reactor to work in a
continuous steady-state mode as the dynamic operation would not lead to a

sufficient increase in reactor efficiency.

In Chapter 6: Reactor Synthesis for Hydrogen Production Through Sorption-
and Membrane-Enhanced Water-Gas Shift Reaction, the ReSyPIO methodology
is applied on an industrially relevant case for which detailed experimental research
was conducted, published and included in Chapter 5: Experimental Research on
Sorption-Enhanced Water-Gas Shift Reaction. Steady-state experiments were
performed for determination of water-gas shift kinetic parameters in a packed bed
reactor. Additionally, dynamic experiments were conducted to determine diffusion
parameters of sorption-enhanced water-gas shift reaction. Both types of
experiments showed that water-gas shift reaction and hydrogen production could
be significantly improved by a sorption-enhanced process with calcium oxide used

as the sorbent.



Estimated kinetic and diffusion parameters are then used to screen all phenomena
and create modules that can also include a possibility of hydrogen removal with
Palladium membrane. After reactor superstructure creation and rigorous multi-
objective optimization, the results show that the most significant reactor efficiency

can be achieved in a reactor with two modules with sorption and no membrane.

In Conclusions, main advantages and challenges of the proposed ReSyPIO
methodology are listed with the prospects for future use and possible integration

with other Process System Engineering methods.
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CaxxeTak

Y 0BOj [OOKTOpPCKOj JAuvcepTalMju je INpeAcTaB/beHa U INpUMeHeHa HOoBa
METO/I0JI0THja 3a CHHTEe3y peaKTopa 3aCHOBaHa Ha KOHIIENTUMa UHTeH3UpHUKaLHje
npoleca ¥ MpUMeHHU Pa3/IMUYMTHUX ONTHMHU3ANMOHUX TeXHUKa (Reactor Synthesis
Based on Process Intensification Concepts and Application of Optimization Methods -

ReSyPIO).

Y norsiaB/by YBOJ, - MoTHUBaNMja M Bu/beBU, poOpMUpaHe Cy XMIIOTe3€e Ha KOjuMa
noyuBa ReSyPIO meTopoJsioryja v faTta je MOTUBaLMja 3a UcTpaxkuBamwe. ReSyPIO
MeTO/I0JI0THja je YKpPaTKO NpeACTaB/beHa U ONMCaHa KpO3 TPU y3acCTOIHE eTarle.
[IpBa eTana yokBHMpaBa cBe NpUCyTHe ¢asze U (eHOMeHe y peaKkTopy YHyTap
bYHKIMOHA/IHUX IPaJJUBHUX jeJUHUIIA, HA3BaHUX MOAY/U. MoAy/u peACcTaB/bajy
pe3y/aTaT KOHLENTYa/IHOI IpUKa3a aHaJU3UpPAHOI CUCTeMa. Y [ApYyroj eTaly,
MOJYJIU Ce N0 NOTPebu MOry Jlajbe NMOJIeJIUTH y cerMeHTe U Mehyco6HO nmoBe3aTH,
Kpeupajyhu cynepcTpykTypy peaktopa. CynepcTpykTypa je MaTeMaTU4KHU
OIMCaHa 3a CBe pexXhMe pajila peaKTopa o UHTepeca. Y nociaewoj etand ReSyPIO
METO/0JIOTUje, ONTHUMa/IHa CTPYKTypa, YCJIOBU M PEXUM paja peakTopa Ccy
oJpeheHH MpHMeHOM puUropo3He ontumusauvje. CBe Tpu erane ReSyPIO
MEeTO/0JIOTHje MMajy MOBPAaTHU TOK, IITO 3HAYM Ja YKOJIMKO aHaIv3a BOJU Ka
HENPaKTUYHUM,  He()yHKIMOHAJIHUM WY HeePUKACHUM peliembUMa,
MoAudUKaLMja MaTeEMaTUIKOT MO/ieJia, CyIepCTPYKTYype U/uau MoayJia je moryha.
ub npuMmeHe ReSyPIO MmeTopoJsioryje je na ce KOHUENTYaJHUM U HYMEPUYKHAM
NPUCTYIIOM Jiohe 10 onTUMaJ/IHe IpenopyKe 3a CTPYKTYPY peakTopa, onepaTUBHe

yCJIOBE U peXUM pajia, Koja 61 GuJia MoYyeTHA MpeTHocTaBKa y 6yayhem ausajHy

ypebaja.

IIpersen imTeparype /Jaje ONUC U NPUKaA3 CBUX UCTPaXXUBama 0/ UHTepeca, U3
ob6sactyu MHTeH3udukanuje npoueca U Teopuje U aHaM3€e MPOLECHUX CUCTEMA.

HarnameHy cy pasjMuUTU OPUCTYNM U CTYAUje NPUCYTHE Y HUCTPAKUBAYKO]



3ajefHUIH, A HLUXOBU ejeMeHTH ynopeheHu ca mnpegcraB/beHoM ReSyPIO
METO/I0JIOTHjOM Ca aKLlEeHTOM Ha NPeJAHOCTMMAa M HAay4YHOM JIOMPHUHOCY. Y OBOM
MOTJIaBJbY je aT U HU3 JJ0OPO UCTPAXKEHUX AaHAJIUTUYKHUX U HYMEPUUYKUX IIPUCTYIIA
KOoju 64 MorJiu Aa 6yay kopuutheHu y okBupy ReSyPIO meTogosioruje u osakiiajy

HEeHY IPUMEHY.

Y nornamy Ommc ReSyPIO meTtoposiormje, je AeTa/bHO OOjallilbeHAa CHHTE3a
peakTopa 3aCHOBaHa Ha KOHIeNTUMa UHTeH3U U KalMje TpoLeca U ONTHUMHU3alUju
cynepctpyktype. IIpBo je paTa mnpouefgypa 3a rpapuyuky M KOHLENTYyaJlHY
penpeseHTaNujy CUCTEMa, peKo IJIaBHUX rpafiluBHUX  jeIUHUIIA,
deHoMeHos0IKKUX MoAyJ1a. [IoTOM je 06jallilbeHO KaKo ce Kperpa CylnepcTpyKTypa
peakTtopa. Ha Kkpajy je Jar yonmTeH ©OCTyNnakK 3a MaTeMaTH4YKU OIUC
CyNepCTPYKType NpeKo CKyINoBa jeJHAYMHA MaTepUjaJIHOT U eHepreTCKOT OUJIaHca,

4Yuju 6poj 3aBUCH 0J, 6poja NpUCyTHUX pa3a U KOMIIOHEHATA ¥ CUCTEMY.

ReSyPIO meTogoJsioruja je mpBY NyT NpUMeHeHa HaA CJAy4yajy JBe TreHephuyke
napaJiejiHe peakuuje y norJsiaB/by noj Ha3ausom [lpumeHna ReSyPIO meTogosioruje
Ha CJy4ajy reHepuuke peakuMje. OBaj ciyyaj ogroBapa peakijjaMma Koje ce MOry
Hahu y UHAyCTpUjU QUHUX XeMHUKa/Uja. Peakniyje cy eHZOTEpMHe U Crope, IpU
yeMy je KMHETUYKH (PaBOpPU30BAHO Kpeupamwe Hexe/beHOr npousBoza. HakoH
npuMmeHe ReSyPIO meTopnosioruje, JobujeHa je onTUMa/HA CTPYKTypa peakTopa
KOja ce cacToju OJ cCerMeHTHCAaHOTI MoAyJsa ca 17 yia3a 3a U3BOp TOIUIOTE M
peakTaHT Koju ce go3upa. llpensioxkeHo je Ja peakTop pajd KOHTUHYaJHO, Y
CTallMOHApPHOM peXWUMy paja, jep OM AMHAMUYKHA peXUM pajia pe3y/aTOBAO

HEeJOBO/bHUM noBehamweM e(l)I/IKaCHOCTI/I peaKTopa.

Y norsiaB/by CUHTE3a peaKkTopa 3a IPOU3BOAKHY BOJOHUKA peaKklMjoM BOJeHe
nape mnoo6oJplllaHe COPNLHUjOM MU MeMOpPaHCKOM cemapaunujoMm, ReSyPIO
METO/0JI0THja je MPUMeHeHa Ha CJly4ajy o[, MHAYCTPUJCKOT 3Hayaja, 3a KOju je
JleTa/bHO €eKCIIepHMEHTa/JHO MUCTpakuBakbe ypabheHo, 06jaB/beHO M OMNHCAHO Y
NpeTXOJAHOM [IOIJIaB/by I10J, Ha3uBOM, EKCIepuMeHTa/IHO HCTpa)KuBambe

peakuyje BOJAEHOT raca no6o/buiaHe COpMIHjoM.



YpaheHu cy ekcnepUMeHTH y CTallMOHApHOM CTamy, Y peakTopy ca NaKOBaHUM
c/l0jeM, paJu ojApehuBama KMHETUUYKHUX [lapaMeTapa peaklidje BOJEHOr raca, u
JIMHAMUYKHU eKCTIepUMEHTH OMOohy KOjUX Cy eCTUMUPaHU JUPYy3UOHU NTapaMeTpU
KaJla je ucTa peakiiydja nobosbiiaHa copmniuyjoM. O6e BpcTe ekcrepuMeHaTa Cy
N0Ka3saJie Jia Ce peaKLHja BOJEHOTr raca U Npou3B0o/iha BOJOHUKA MOTY YHallpeJUTH
y 3Ha4yajHOj MepH, YK/bYYUBamEeM COpIILMje Ha KallUjyM oKcuay. EcTUMUpaHU
KUHETUYKU U JUPY3UOHU NapaMeTpu Cy MOTOM KopullheHM 3a NpBYy eTamy
ReSyPIO meTopoiorHje, Tj. nperjen, ojabup ¥ aHaauly GeHOMeHa, Y3 0CTaB/beHY
MOryhHOCT yKJlamama BOJOHMKA IyTeM MeMOpaHcke cenapauuje. HakoH
KperMpamwa CynepcTpyKType peakTopa U  pUTOpO3HE  MYJTUOOjeKTHe
ONnTUMHU3alYje, pe3y/ITaTH Cy oKa3aJ/iy Jia ce HajBeha eprKacHOCT peakTopa MoXe
OCTBAapUTH YKOJIUKO C€ OH CacTOjU OJ /iBa MojyJia 6e3 MeMOpaHe, ca IPUCYTHOM

cernapauujoM.

Y 3ak/py4yniMMa, je fatT nperJief, rJiaBHUX NPeJHOCTU U HeJl0CTaTaKa IpUMemeHe
ReSyPIO meTomos10THje, ca nepcneKTUBOM OyAyhe npuMeHe U Moryhe nHTerpaiuje

Ca ApyruM MmeTojgamMa n3 ob6JsiacTu Teopuje M aHaJIM3e MPOUEeCHUX CUCTEMA.

KibyuyHe peuyu

- CHHTe3a peakTopa
- MIHTeH3UpUKalHja npolieca

- UHTerpanuja npoueca

- AMHaMHW4YKa ONTUMHU3aLja

- MyJITUOOjeKTHa ONITUMU3alMja

- peakija BoJieHe nape

- peakiiyja no6oJbliaHa COPMIAjoM
- MEMOpPAHCKU peaKkTop

- peakTop ca nazajyhum yectuiama
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1 Introduction

“One's judgments are always based on what comes to mind.”

Daniel Kahneman, the famous Israeli-American behavioral economist, said
that “people are not accustomed to thinking hard and are often content to trust a
plausible judgment that comes to mind.“ He further added in his Model of Judgment
Heuristics that people “rely on a limited number of heuristic principles which reduce

the complex tasks of assessing probabilities”[1].

The subject of this thesis is to develop and apply a new methodology for reactor
conceptual design. So far, the traditional selection of reactors in the chemical
industry has been mostly based on experience, thus giving a narrow pallet of choices
according to which, the judgment is to be made. The goal of this thesis is to try to
widen the range of choices for decision-making. The choices are to be derived as
objectively as possible by developing a network of possible solutions. This network
will then be subjected to a rigorous optimization to obtain an optimal
recommendation or set of recommendations for the reactor structure and its
operating conditions. The range of choices and decision-making is therefore not
based solely on heuristics, i.e., existing solutions in chemical engineering, but on
what could give the maximum theoretical efficiency. This conceptual solution is to

be used as a starting point in the more detailed reactor and device design.

Limited resources and continually increasing global population and production
costs have led to a greater need for more efficiency in the industry. The processes
used in production require constant upgrades, changes, and innovative solutions to
keep up with the fast pace of changing global needs. As a result, existing technologies
and processes are enhanced with the use of concepts of process intensification (PI)

and the application of different process system engineering (PSE) techniques.
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1 Introduction

The application of PI concepts and PSE techniques has led to significant
contributions in the area of the conceptual design of a new type of reactors and
increased efficiency of the process. The exclusive combination and integration of PI
concepts and different PSE techniques, which allows for a unique conceptual way of
problem formulation and solving, is the cornerstone of the proposed methodology.
The result is not a product of solely “what comes to mind“ but of a theoretical and

rigorous optimization analysis.

The methodology for reactor synthesis based on process intensification concepts
and application of optimization methods, or shortly ReSyPIO, and the thesis, rest on

the following starting hypotheses:

Hypothesis I:  Reactor or reaction system is defined as a control volume where a
reaction process or set of reaction accompanying processes occur.

This system can be conceptually synthesized.

Hypothesis II: A methodology based on different mathematical and engineering
techniques can be derived. This methodology would give a
recommendation for the structure and operating conditions of the

reaction system defined by Hypothesis I.

Hypothesis III: The main building blocks of the reaction system defined by
Hypothesis | are phenomenological modules. Modules consist of
phases in which different phenomena occur. Phenomena are
processes of interest in the synthesized reaction system. They can
represent chemical reaction, mass transfer (convection and
diffusion), heat transfer (convection, conduction, radiation or other
heat sources/sinks), phase change (melting, condensation,
evaporation, sublimation or crystallization) and surface phenomena
(adsorption, desorption, capillary effects, adhesion, abrasion,

agglomeration etc.).

16



1 Introduction

Hypothesis IV: Phenomena of interest in the phenomenological module defined by
Hypothesis I1I can be mathematically described. The reaction system
defined by Hypothesis I can be subsequently represented with a
mathematical model or set of models that would not presuppose the
layout of modules inside the reactor (superstructure) or its

operating conditions.

Hypothesis V: The model or models that mathematically define the reactor are
robust for optimization. The applied optimization methods result in
optimal reaction system structure and the operating conditions that
give the highest theoretical efficiency. The efficiency is defined
according to process requirements and overall production goals.
The optimal result presents a recommendation or the first step in

reactor design.

The ReSyPIO methodology is split into three different stages. The first stage, called
Phenomena Screening, is conceptual and consists of the analysis of the reaction and
all accompanying processes of interest that would improve the reaction. During this
stage, phenomenological modules (Hypothesis III) are defined. Modules serve as
building blocks, or conceptual sets of present phases and phenomena. In the
following stage, which is both conceptual and mathematical, the superstructure of
the reactor is derived. The superstructure is mathematically described with one, or
several models (Reactor System Superstructure and Mathematical Modeling) needed
to cover all operational regimes of interest. In the last, numerical stage of the
ReSyPIO methodology, called Optimization, different PSE techniques are applied to
obtain the optimal reactor structure and operating conditions. Three stages are,
therefore, unique: conceptual, mathematical, and numerical stage. If one of them
leads to an undesired or impractical solution, the user can reassess the work done
in the previous stage. The stage-backflow allows the user to rethink the conceptual
foundation (proposed module) in the first stage if it cannot be mathematically

described (the second stage) or numerically leads to no improvements (the third

17



1 Introduction

stage). The user can also change the mathematical model (the second stage) if the
used numerical integration techniques and software fail to give any solution. In the
end, the user can always try other numerical methods or combine them with
analytical PSE techniques, if available. All three stages of the ReSyPIO methodology,
including their steps, will be presented on two separate cases: a general example of
two parallel reactions, and an industrially relevant process of hydrogen production
through water-gas shift reaction. The industrial case was experimentally analyzed
to estimate all kinetic and diffusion parameters needed for the application of this
methodology. All guidelines about the general applicability of the ReSyPIO

methodology and overall conclusions are presented at the end.

The scientific contributions of the thesis are reflected in (to be) published research
articles [2-4]. Among the first contributions is the development and presentation of
a new methodology for conceptual reactor synthesis [2]. The ReSyPI0 methodology
is unique among other present reactor synthesis methods because it can
simultaneously cover all three aspects of a reaction system: its structure, operating
conditions, and operational regime, and uses rigorous optimization to derive the
recommendation that is to be used for future device design. Its uniqueness is
reflected in the fact that it covers all four PI domains: structural, synergetic,
dynamic, and energetic. The contemporaneity of the ReSyPIO methodology is seen
in its application on an industrial case of hydrogen production [4]. Hydrogen is a
vital element of a sustainable energy system and causes no harmful effects on the
environment. As a fuel, hydrogen can be produced in different ways, one being
through the water-gas shift reaction. A detailed experimental investigation of this
reaction was conducted, as well as sorption-enhanced water-gas shift reaction [3].
Kinetic and diffusion parameters were estimated for an industrial iron-chromium
catalyst and calcium oxide sorbent. This gave more insight into the advantages of
sorption-enhanced water-gas shift reaction and provided the scientific community
with experimental and estimation data for further investigations in this field. The
data was then used to propose an original recommendation for the hydrogen

production reactor design [4], which is the final contribution of this thesis.

18
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2 Literature Review

The increase in global demand for products of any kind, limited resources,
and environmental concerns have entailed a need to improve the existing
production processes radically, i.e., intensify them (Process Intensification, PI) and
apply different process system engineering methods (Process System Engineering,
PSE) [5]. PI pertains to process development that leads to smaller equipment, i.e.,
reduction in size, improved control of reaction kinetics, higher energy efficiency, and
reduced capital costs. While the word “intensification” is analogous to enhancement,
PI pertains to all active and passive methods to achieve a smaller, more efficient,

cheaper, and environmentally friendly process [6].

Activities within designing process systems include process design, optimal
arranging and system operations planning as well as optimal management. Most
PSE methods describe the behavior of the system as a whole and emphasize how
individual system components and their interaction contribute to increasing or
decreasing system efficiency [7]. The chemical reactor is the major part of a system
in the chemical processing industry whose efficiency widely affects the economic
profit of the whole process [6]. The reactor itself or the reaction system can be
viewed as a processing device that should be devised, designed, and controlled. The

traditional design of reactors in the industry involves the steps shown in Figure 2.1

[8].

From Figure 2.1 it follows that the first step in the traditional design is
choosing device type based on the already existing experience, i.e., heuristics. This
choice is usually reduced to two basic classes of reactors: with batch or continuous
mode of operation. The next step is to design the device for the given case, that is, to
obtain optimal geometric and physical sizes of the reaction system. The final step is
to analyze the formed reactor stability and the control system design. Such an
approach yields reactors that are applicable in practice but leaves little space for

creativity in terms of their structure and modes of operation.

20



2 Literature Review

The increase in the efficiency of such designed devices is reduced to modifying the
input values and reaction parameters (e.g., a type of catalyst and the introduction of

parallel reactions) after their finalization.

reactor selection

(batch/continuous)

\ 4

reactor design

optimization

A 4

reactor control

stability analysis

Figure 2.1 - Traditional approach to reaction system synthesis [8]

Using PSE techniques, it is possible to achieve greater integration of process
elements, to determine the potential for theoretically highest possible improvement,
and to design the process and device [9]. In the academic sphere, there are a large
number of proposed methodologies for integrated design and control of the system

[10, 11] and integrated reactor operation and design [12].

Over the following several Sections, past and recent publications will be covered in
the PI and PSE domain. Firstly, PI will be defined as the means of enhancing
processes, and its brief history will be given. Then PSE will be covered as a means of
achieving novel ways to intensify processes, and in the end, challenges and

prospects for the future will be included.
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2.1  Chemical Engineering and Process Intensification Literature Review

2.1 Chemical Engineering and Process Intensification

In the late 1950s, professors from the University of Wisconsin, Byron Bird,
Warren Stewart, and Edwin Lightfoot highlighted the importance of a better
understanding of mass, heat, and momentum transfer [13]. Their well-known
textbook "Transport Phenomena" [14] influenced chemical engineering to the
extent that it enabled defining generalized equations. Before them, the transfer of
different sizes in the process was described at a quantitative level and for a narrow
range of operations and devices. In the same period, professors from the University
of Minnesota, Neal Amundson and Rutherford Aris, have increased the significance
of mathematical modeling in chemical engineering [13]. Two significant releases in
1956, "Unit Operations of Chemical Engineering," by Warren Mccabe, Julian Smith
and Peter Harriott [15], and "Chemical Engineering Kinetics" by Joseph Smith [16],
have changed how chemical engineering is taught. The first book has retained its
importance in education to this day, while the second book first presents chapters
in the field of reactor design so that it could be referred to as an introduction to
"reaction engineering" [17]. The first comprehensive reaction engineering book was
published in 1962 by a professor from the University of Oregon, Octave Levenspiel.
His book "Chemical Reaction Engineering" [18] has become a standard in this field
and retained its popularity in the 21st century. In the next two decades, detailed
research on the dynamic behavior of chemical reactors has been carried out [13].
The works of Gilles et al. [19, 20] have enriched the field of chemical engineering by
introducing new concepts of control theory for reactor stability analysis. The
development of computers and information followed the parallel progress of
chemical engineering and the introduction of new concepts in the field of analysis,
dynamics, and control of reactors and software technologies [13]. The development
continued until the moment of overlapping and the initial influence of computers in
chemical engineering, or the creation of computer-aided process modeling field

[21].

22



2.1.1 Process Intensification - Definition and Classification Literature Review

The end of the 20% century was marked by the development of sophisticated
commercial software programs for process simulation. The growth of calculating
speed, high memory capacity and the availability of computers were accompanied
by their application in cases of complex modeling problems, analysis of highly
complex reaction networks and, finally, optimization of multi-stage processes.
Today, although the field of chemical engineering is technically more mature and
highly sophisticated compared to the half-century ago, the concept of unit
operations continues to play a significant role in chemical engineering and reactor

design [13].

2.1.1 Process Intensification - Definition and Classification

The notion of process intensification was first used in Eastern Europe, in the
work of Polish Leszczynski "Role of chemical engineering and chemical process
machinery in industrial application and in process intensification" in 1973 [22]. The
meaning of this term was defined as process "improvement” or "enhancement." In
modern terms, process intensification, as "drastic" process improvement, was first
presented in the work of Colin Ramshaw on the research of the application of
centrifugal fields in distillation processes in the eighties of the last century [23]. The
work aimed to significantly reduce plant sizes and installation costs [24]. In the
1990s, the interest of the academic community and the industry in process
intensification was multiplied. The high interest was reflected in the number of
papers that could be found on the Internet. A simple search on publications related
to process intensification resulted in four papers that were published between 1966
and 1975, 15 papers in the next ten years, 25 papers between 1986 and 1995, 49
papers between 1996 and 2000, and between 30 and 70 papers published each
following year [13]. A significant increase in the number of publications was
contributed by the holding of the first Conference on Process Intensification in 1995,
while the first manuals and books in this field were published by authors

Stankiewicz [24], Moulijn [25] and Keil [26].
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In his work [27], Stankiewicz defines process intensification as "a field consisting of
the development of novel apparatuses and techniques that compared to commonly
used today are expected to bring dramatic improvements in manufacturing and
processing, substantially decreasing equipment-size/production-capacity ratio,
energy consumption or waste production and ultimately resulting in cheaper,
sustainable technologies." In the same paper, a clear distinction was made between
process intensifying equipment (e.g., specialized membranes and carriers) and
process intensifying methods. The methods, among others, include multifunctional
reactors [28-31], hybrid separations [32-36] and alternative energy sources [24,
37]. Authors Sadukhan and Bhat [38] define process intensification as a useful
strategy for achieving increased energy efficiency by reducing resistance to mass
and energy transfer. Reduction in resistance is achieved by overcoming
thermodynamic constraints through integrated design and technological
operations. Since there is no universally accepted and precise definition of process
intensification, it is used as a collective term for a broad spectrum of methods aimed
at increasing process efficiency. Therefore, popular expressions in the industry and
science such as "cheaper, smaller, cleaner" are often identified with process
intensification [13]. In 2009, Gerven and Stankiewicz [39] further broadened the
term process intensification and represented it as a progress area for chemical

engineering research.

The area of process intensification [40] can be viewed according to the scale of the
process (molecular processes at the smallest scale and plant processes at the largest
scale), domain (spatial, thermodynamic, functional and time domain) and principle.
The four main principles of process intensification are defined as [39]:

1. Maximizing the effectiveness of intra- and intermolecular events;

2. Giving each molecule the same processing experience;

3. Optimizing the driving forces at every scale and maximizing the specific

surface area to which these forces apply;

4. Maximizing the synergistic effects from partial processes.
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2.1.2 Process-Intensifying Equipment and Methods

Process-intensifying equipment refers to all novel single-function reactors,
intensive mixing, and heat- and mass-transfer devices [27]. They differ from the
process-intensifying methods by not including anything other than the reaction in
the device. In Table 2.1, three basic ways to achieve process intensification in
devices are shown: equipment miniaturization; exclusive selection of geometric
structures for reactors; and thermal integration [13]. Although many of the listed
process-intensifying equipment are present in academia for years, they are yet to be

applied in the industry [13, 40].

Table 2.1 - Three ways to intensify processes in the equipment

1. Equipment miniaturization [41-44]

micro reactors micro mixers
[41, 45-50] [51, 52]

micro heat exchangers micro separators
[53, 54] [55, 56]

2. Selection of geometric structures [57]

monolithic structures foam structures
[58, 59] [60-62]
structured packages nanofibers

[63, 64] [65, 66]

3. Thermal integration [67, 68]

coupling of reactions microchannel converters

[69-71] [72,73]

counter-current heat-exchange | use of inert adsorbents

reactors [74, 75] for desorption cooling [76]
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Process-intensifying methods are all approaches to incorporate several functions
into one device, alternative methods for mass, heat and momentum transfer, designs
involving hybrid separations and methods for intensification in thermodynamic and
time domain [27]. In Table 2.2, an overview of methods for multifunctional reactors,
or rearrangement of the defined process flows and lumped reactive processes [13],
alternative methods for the mass, heat and momentum transfer [77] and hybrid
separations that encompass all individual separations [78] that can also be coupled
[35, 36] is given. For the ReSyPIO methodology, presented in this thesis, of particular
importance are multifunctional reactors, which belong to the previously mentioned
synergetic domain of PI. As stated by Tian et al., multifunctional reactors allow the
synergy between multifunctional phenomena at a different time and spatial scales,
thus enhancing the mass, heat, and momentum transfer. When combined with
miniaturization (structural PI domain), they can result in devices with improved
performances in energy systems. Such is the example of gas to liquids (GTL) process
that uses high-temperature multifunctional microsystems for syngas production

[79].
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Table 2.2 - Different process-intensifying methods

Methods for multifunctional reactors

Process flows rearrangement [81, 82] | Combined reactive processes [80, 83-

86]
reverse-flow reactors [87, 88] reactive distillation [89-101]
segmented flow reactors [102-104] reactive adsorption [29, 105-113]
helix flow reactors [114-116] reactive extraction [117, 118]
process retrofitting [119] reactive crystallization [120, 121]

reactive filtration [122, 123]
reactive fragmentation [124, 125]
reactive ejection [126, 127]
chromatographic reactors [128, 129]
membrane reactors [30, 130-138]
fuel cells [139, 140]

Methods for the mass, heat and momentum transfer

Alternative energy sources Artificial gravitational fields
microwaves [141, 142] centrifugal fields [23, 143]
photochemical induction [144, 145] electric fields [146, 147]
ultrasound [148, 149] magnetic fields [150, 151]

hydrodynamic cavitation [152, 153]

electrothermal desorption [154]

Methods for coupling of separation processes (hybrid separations)

extraction distillation [155, 156] membrane separation [157-159]
crystallization-distillation [34] membrane adsorption [160, 161]
adsorptive distillation [162, 163] membrane distillation [164-166]

pervaporation membranes [167-171] | liquid emulsion membranes [172, 173]

Methods in the thermodynamic domain

ionic liquids [174-176] supercritical fluids [177, 178]
microemulsions [179, 180] phase transfer catalysts [181, 182]
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Syngas can also be produced by the so-called water-gas shift reaction. The
production can be realized in both traditional reactor and multifunctional reactors
that combine several processes into a single device, shown in Figure 2.2. As
published by Soria et al.in 2019, hydrogen production can be significantly increased
in multifunctional reactors at specific operating conditions when compared to a
traditional reactor. For their analysis, the authors have compared hydrogen
production in reactors where the reaction was combined with CO; sorption, H:
separation, and both sorption and membrane separation [80]. However, the authors
did not do rigorous optimization and reactor synthesis, as was done in Chapter 6 of
this thesis. Instead, they did an experimental analysis of the before mentioned

hybrid multifunctional reactors.

Methods for intensification in the thermodynamic domain, also given in Table 2.2,
refer mostly to processes occurring within the scope of a phase, as well as processes
between two or more phases [183]. Solutions at this level are a direct result of
thermodynamic constraints. Examples of process intensification in the
thermodynamic domain are different uses of new reaction mediums and phase
transfer catalysts [181, 182] with the goal to improve the process on the level of a

group of molecules forming the thermodynamic phase [13].

Process-intensifying methods in the time domain are mostly done on a scale of
processing units and plants [184]. At the plant level, it is possible to examine the
connections between the devices and operations and analyze the entire process
scheme. A large part of process intensification at this level is reduced to the
scheduling of operations within the plant and the potential integration of multiple
operations within multifunctional devices [25]. Observing the operating mode of the
plant or part of the plant, dynamic or transient operating modes [185] are the most

common type of process intensification in the time domain.
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Also important is the intensification in the time domain on the milli scale [186, 187].
It can involve the enhancement of reactor efficiency by applying different periodic
changes to the inlet variables. As published by Nikoli¢ and Petkovska in 2016, the
reactor’s efficiency in a dynamic operating regime can be improved when compared
to steady-state operation. The improvement comes from the nonlinear response of
the reactor to a forced periodic change of the inlet variables. The amplitudes of the
change, frequency, and the phase difference are carefully selected in order to ensure
maximum improvement [188]. All of this is achieved by applying a PSE
mathematical technique, called Nonlinear Frequency Response (NLFR) Method,
devised by Professor Petkovska and published in Chapter 14, Evaluation of Periodic
Processes, of the book “Periodic Operation of Reactors,” by Silveston and Hudgins
[189]. The NLFR method has greatly inspired how reactor operating regime was
determined in this thesis and will be more explained in the last Section of this

Chapter.
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2.2 Process Synthesis and Design

The term process synthesis refers to a field aimed at obtaining alternative
process flow schemes and choosing the optimal structure [190]. The optimal
structure is achieved in relation to the objective function, which is most often of a
techno-economic nature. There are many suggested methodologies for process
synthesis, and most of them are based on integrated optimization methods [191-
195]. Unlike process synthesis, process design goes a step further in terms of
obtaining an optimal solution for the device that should constitute one process and

can be presented by the following steps [196]:

problem definition
solution synthesis
proposed solution analysis

evaluation and optimal design

A

design analysis and report

From the above, it follows that process design is based on the synthesis of one or
more specific proposed solutions for the given problem [197]. In order to obtain an
optimal solution, it is necessary, during synthesis, to use a conceptual process design
that is based on the optimization of the superstructure of processes [198, 199]. To
summarize, one can view process synthesis and design as a part of process
development [200]. The goal is to generate feasible flowsheet variants and to
optimize them concerning specific objective. The set objectives are mostly related
to economics but also deal with environmental impact and safety. Process synthesis
and design can refer to reaction network design [201] and solvent selection [202,
203], integration of solvent and process design [204-208], solvent selection and
energy integration [209], but also innovative equipment design, as shown in Figure

2.3 [210].

30



2.2

Process Synthesis and Design Literature Review

process synthesis and design

- ElEEl

X ( ] y
L J

Current Opinion in Chemical Engineering

Figure 2.3 - Synthesis and design of reaction (R) and separation (S) sections [210]

Traditionally, the conceptual process design consists of the following steps:

The process engineer generates all possible variations of technological-
operational schemes for the given case;

The superstructure is formed by connecting operations in all possible ways;
The mathematical model is compiled for the formed superstructure;

The objective function is defined (as the cost function) along with all
technical and functional constraints;

The selected operating variables are optimized using mixed-integer
nonlinear programming, and an optimal superstructure is obtained based on

the results.

From the first step, the conceptual design is mainly based on the concept of unit

operations and represents any process as a series of unit operations. It can be based

either on optimization (optimization-based superstructure) or experience

(heuristics) [211].
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Conceptual methods based on optimization require process representation in the
form of a superstructure made up of combinations of process flows and operations
[211]. Their advantage is reflected in the applicability to many problems and
rigorous analysis. The disadvantage is the absence of an automatic generation of
process flows, which would cover all possible combinations, as well as the
complexity of calculation requiring the use of expensive computers and software
[25]. A conceptual design based on transfer phenomena stands out among
optimization methods. It starts from the lowest level of aggregation and consists of
analyzing the problem at the phenomenological level, grouping the phenomena, and
analyzing the operation conditions (concentration and temperature analysis) [212].
In addition to this type of design, there is also a technique for analyzing the extreme
mean value. It is used when the initial state of the reactants and the state of the
product are known, so the optimal superstructure and devices are obtained from

these data [25].

Within process synthesis, the synthesis of reaction networks is distinguished as a
separate area with many published articles [5, 213-218]. The reaction networks
synthesis aims to identify reactor structures that would yield high efficiency, at the
expense of the effects of mixing, current flow changes, introduction of recycles and
temperature effects, such that the system efficiency is increased at the expense of
the observed objective functions [25]. Within reaction network synthesis, process
design from phenomena blocks might be the key to new and innovative
configurations, as well as novel equipment solutions. Phenomena blocks allow for
abstract representations of the process, which could bear the largest potential for
innovation [210]. Same was concluded by Anantasarn et al., who developed a
systematic synthesis-intensification framework for more sustainable design [219].
The presented framework operates on three process intensification scales or unit
operations scale, task scale, and phenomena scale. The authors stated that the most
sustainable and innovative solutions could be generated by performing process

intensification at the lowest, phenomena scale.
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Tian et al. [220] conceded on this point and further added that while process
intensification offers the potential to reduce the energy consumption and
production cost, optimization techniques allow for state-of-the-art solutions. They

define three key questions that remain to be answered:

1. How to efficiently screen an ample design space and systematically derive
intensified and modular designs?

2. How to estimate the feasibility and cost of new intensified designs?

3. How to ensure that derived structures are operable and optimal in their

expected functional state?

Tian et al. concluded that among ideas that have emerged to address these three
questions, the most important ones are in the area of process synthesis on the
phenomena level. This type of conceptual process design goes beyond conventional
unit operations and explores intensification options at the lower aggregation level.
This leads to innovative and novel process structures, while further research
remains to be done to guarantee their operational performance [79]. Most of the
further literature review in this Chapter will be focused on different methods of
process synthesis in single-phase and multi-phase systems with existing examples

from academia.
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2.2.1 Synthesis in Single-Phase Systems

Almost all efforts in the area of reaction networks synthesis have been
focused on studying single-phase systems [25]. Methods in this area can be classified
into two categories: graphic synthesis methods and superstructure optimization-
based methods. Author Glasser [221] was the first to develop graphical methods by
upgrading the theory of Horn [222], which later became known as the "attainable
region methods" (AR). The principle is based on the graphic structure of the problem
skeleton within the allowed thermodynamic and reaction limits, i.e., attainable
region. Cases in which a multi-dimensional view is required can face solution
implementation problems. Also, the method can provide impractical complex
solutions with multiple units of plug flow (PFR) and continuous stirred-tank
reactors (CSTR) and complicated ways of introducing reactants. Despite many
limitations, numerous studies on graphic methods for synthesis of reaction

networks have been continuously carried out [223-229].

Authors Achenie and Biegler [213, 230, 231] first synthesized practical reactor
superstructures using optimization. They developed four different superstructures
using models: Plug flow with axial dispersion, a plug flow reactor (PFR), a reactor
with recycle stream, and a model with reduced environmental impact. Afterward,
using optimization methods in the form of non-linear programming, i.e., NLP
algorithm, they identified the most desirable superstructure for reactor design.
Kokossis and Floudas [214, 215, 232] were the first to present the idea that reaction
networks should be displayed through a model that would be optimized using the
MINLP algorithm. They replaced detailed with simpler models using generic
structures sufficient to estimate the limiting system efficiency and hence the
potential of each superstructure for design purposes. Also, the components of the
system were replaced with CSTR cascades. The superstructure consisting of ideal
CSTR and PFR elements allowed for all possible connections of such elements

(Figure 2.4) and then it was modeled and optimized using the MINLP algorithm.
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Figure 2.4 - Example of reactor superstructure [216]

Schweiger and Floudas [217] used the same method by replacing ideal PFR elements
with distributed tubular elements. In 1999, authors Marcoulaki and Kokossis
presented a synthesis method using the targeting and screening concept. Targeting
determines the limiting elements for efficiency, i.e., obtains the maximum
theoretical efficiency, while screening systematically develops and selects design

candidates leaning to that efficiency [216].

The MINLP and NLP algorithms did not prove to be suitable for synthesizing non-
linear, discontinuous, and distributed parameter systems. Mathematical
programming requires staring points for numerical calculations and interrupts the
search at the nearest local optimum. Therefore, the obtained solution could be
significantly improved if the starting point for optimization was different. On the
other hand, it has been demonstrated that the use of stochastic optimizations on
particularly non-linear models achieves safe results not limited by the dimensions

and size of the problem [216].
Marcoulaki and Kokossis applied stochastic optimizations to the problem of

synthesizing a single-phase reaction network [216] on numerous superstructures

in order to reach the desired design candidates by targeting [214].
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To illustrate their methodology, they used a reaction mechanism consisting of four

reactions:
245 B (2.1)
B3¢ (2.2)
45D (2:3)
2BSE (2.4)

with the reaction orders corresponding to respective stoichiometry. The goal of the
optimization was to find the maximum concentration of component B [216]. The
theoretical efficiency of the system was determined by a series of stochastic
optimizations. The authors used several configurations, and the optimal result
consisted of regular CSTR and ideal PFR connections. Although no novel structure
came out as the result of this research, it remained significant in process synthesis

history because of the application of stochastic algorithms.
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2.2.2 Synthesis in Multi-Phase Systems

Multiphase reactors are the most commonly used reaction systems in the
chemical processing industry [225, 233]. The presence of multiple phases in the
system gives additional degrees of freedom that can be used in process synthesis.
Also, a larger number of phases involves a much larger number of connections that
can be formed in reaction networks compared to single-phase systems as well as
more sophisticated mathematical models describing the phenomena of mass
transfer and momentum transfer. Authors Mehta and Kokossis [234] presented a
systematic methodology for the synthesis of multiphase chemical reaction
networks. The methodology is based on the analysis of conventional industrial
reactors such as bubble columns, co- and counter-current packed columns, mixed
reactors, and some parts of devices which would lead to the improvement of the

multiphase reaction process efficiency.

Connections between different parts of the device are linked in a superstructure
which is then optimized to determine which type of device suits best the given case.
Ideal CSTR and PFR elements are used as construction units of such a superstructure

(Figure 2.5).
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Figure 2.5 - Construction units of the multiphase reactor superstructure [235]
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Non-isothermal systems are represented by insertion of the following temperature
elements into the construction units of the superstructure: elements that represent
temperature profiles (profile-based approach) or heating/cooling elements (unit
operation-based approach). In order to facilitate modeling of such systems, an
assumption about thermal equilibrium between different phases is introduced.
More details about the synthesis of non-isothermal homogeneous and multiphase
reactors can be found in a paper of Mehta and Kokossis [236]. Stochastic
optimizations and simulated annealing (SA) algorithm were used to obtain optimal
superstructures. The SA algorithm is based on the random development of the state,
which is changed step-by-step (stepwise modification). The stochastic
optimizations result in several solutions with similar efficiencies. Such solutions can
be further improved during design by using deterministic methods and more

precise models.

A special category of multi-phase systems in process synthesis belongs to complex
distillation [237]. Despite advances in separation technology, distillation is still the
most commonly used operation in chemical plants [25]. Therefore, many methods
focus on the development of complex distillation, which involves the use of more
complex columns that would reduce mixing losses, use liquid and steam more
efficiently and lead to efficiency improvement [238]. Although it shows great
potential for energy savings, the application of complex distillation is limited due to
its complex structure in the domain of synthesis and design. Issues with the mode of
operation, resulting from the complicated system dynamics, are the main obstacle
in the synthesis and prevent its more common application in the industry.
Optimization methods use superstructures to represent complex configurations
[239-241]. Thus, a group of authors proposed differential superstructures and
developed MINLP models for the synthesis of distillation systems [218, 242-246].
However, as superstructures are inspired by the already existing technology,
solutions obtained in all of these studies were generally conventional solutions,
rather than innovative designs that would significantly improve the process

efficiency in the industry.
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Papalexandri and Pistikopoulos [247] as well as Shah and Kokossis [248, 249] first
presented a superstructure composed of multipurpose heat and mass transfer
modules and put a focus on the operations of such units. For the needs of optimizing
the superstructure, they used the MINLP algorithm. However, there remains some
room for more considerable progress in the field of new methods that would use

synthesized superstructures and not conventional solutions from the industry.

2.2.3 Novel Approaches in Process Synthesis

An example of a novel approach to the conceptual reactor design is the
scientific work of Peschel et al., presenting the optimal design methodology based
on the concept of elementary process functions [212]. The concept aims to
determine the best reaction route in the thermodynamic state space. The route is
created by manipulating fluxes that affect the movement of a tracked fluid element

through the reactor. The methodology is divided into three levels:

The first level: Comparison of different concepts for integration and improvement,
and formulation of the general ideal model. Dynamic optimization of an ideal model

(unlimited fluxes) with fluxes as optimization variables (improved fluxes).

The second level: Determining the best optimization variables for achieving the

desired flux, and constraint analysis. The model includes transfer phenomena.

The third level: Development of the optimal technical reactor based on the best

profile of the control variables.

The application of the proposed methodology is independent of existing solutions
and can result in both traditional and innovative reactor concepts. It allows the
selection of the most efficient reactor from an economical point of view. The given
methodology was firstly tested in the case of sulfur dioxide oxidation. After the first

level was applied, three solutions were obtained.
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The first solution was an adiabatic reactor and a cooler (connected in series). The
second solution was a polytropic reactor with a constant cooling temperature within
which the reaction and cooling are integrated without heat flux control, and the third
solution was an integrated reactor and cooler with controlled heat flux, to examine

the potential of distributed cooling.

The second level of the methodology dealt with ways to achieve the desired heat
fluxes, while in the third step, a technical solution for the reactor was developed,
presented with three segments in Figure 2.6. For the first segment, the constant
maximum ambient temperature was found to be optimal, in the second segment
distributed cooling was necessary, while the third segment could be approximated
either with a constant cooling temperature or with a slightly decreasing cooling

temperature.

TSy

Figure 2.6 - Possible technical approximation of the optimal process route [212]

Given the fact that methodology uses Lagrange's formulation of the governing
equations, it can be applied only to the design of batch reactors and continuous

reactors [212].
In another study by the same authors and Florian Karst [250], the methodology was

expanded with the concepts of process intensification and tested on the case of the

synthesis of reactors for ethylene oxidation.
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The updated methodology consisted of three consecutive stages:

1. Finding the optimal route in the state space - setting governing equations,
reaction kinetics, and thermodynamic constraints;

2. Selecting a schematic reactor - defining the catalyst density and including the
mass and heat transfer in order to calculate the impact of the resistances on
transfer and to obtain the boundaries of specific surfaces;

3. Selecting the best possible reactor - approximating the control variable

profiles, validating the design by calculating the nonideality.

The proposed methodology was also used to define the optimal design of a
multiphase reactor [251], for which many other optimization methods can be found
[236, 252, 253]. In 2018, within the same framework of elementary process
functions, Kaiser et al. presented an approach to obtain reaction network candidates
by using dynamic optimization of a batch process scheme. As before, optimal mass
and energy control fluxes were used for analysis and determination of the attainable
region [254]. Xie and Freund continued the work on the extension of the
methodology based on elementary process functions [255, 256]. In their latest work,
they applied it on the process of chemisorption of carbon dioxide in a multiphase
reactor. The methodology was changed so that each phase is represented with one
fluid element, and each fluid element is subject to its own internal and external
fluxes and transfer fluxes between two elements. In order to enable transfer
limitations, each element can feature an internal gradient. As a result, the
performance improvement up to 38 % was reported for the investigated cases

[256].

Perhaps the most interesting example from the view of this thesis is the
paper published by Demirel et al. in 2017. The authors presented a novel method
for systematic process design and intensification, based on building blocks. These
building blocks can be linked to process phenomena, tasks, and unit operations
[257].
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Blocks of the same type result in the classical unit, while blocks of different types
result in an intensified unit. The authors give a detailed description of how blocks
can be formed to represent different phenomena, how process units and flowsheets

are depicted, and how all of that makes a superstructure (Figure 2.7).

Superstructure

Flowsheet 1 Flowsheet n Flowsheet N

Process Unit 1 Process Unit M

Process Unit m

Phenomena 1 Phenomena P

Block 1 Block 2 Block 3 EEE N Block B-1

Figure 2.7 - Superstructure creation by using building blocks [257]

Demirel et al. use single mixed-integer nonlinear optimization (MINLP) of the
superstructure and acknowledge that challenges remain in achieving global
optimality. This is due to the nonlinearity and nonconvexity of the defined model. It
poses a big numerical challenge in achieving an optimal solution without a good
starting point [257]. Using a starting point is opposite to the authors’ intent to obtain
novel and new configurations which are independent of the user input. The same
methodology was later used in a process integration study published by Li et al.

[258].
Optimization challenges listed by Demirel et al. were partly bypassed by

Kuhlmann and Skiborowoski who used a combination of stochastic and

deterministic optimization, an approach similar to the one used in his thesis [259].
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The authors applied a memetic algorithm which consists of an evolutionary
algorithm that addresses the combinatorial complexity of the superstructure, and a
local deterministic optimization approach that minimizes the objective function by
modifying the operating conditions. However, they presented their methodology for
process synthesis based on phenomena building blocks on a simple nonreactive case

study of ethanol dehydration [259].

In another study, Kuhlmann et al. applied the same methodology on the case of
transesterification of propylene carbonate with methanol. The authors concluded
that the complexity of the superstructure optimization approach significantly
limited the size of the problem and lead to the exclusion of some promising solutions
already present in academia. They further added that future work would be focused
on the expansion of the problem size and extension of their phenomena building

blocks methodology [260].

A different approach was suggested by Tula et al., who developed a process-
group contribution method for process flowsheet synthesis. Even though the
proposed method is component independent and can be applied to any system of
the same properties, the generation of feasible flowsheets heavily depends on the
database of existing building blocks called process-groups. Also, this method does
not explore the process at the lower, phenomena level [261], unlike the proposed
methodology in this thesis. Tula et al. later extended the developed model to
perform process synthesis-intensification for selection of more sustainable process
design on the case of bio-diesel production. Their extension incorporated existing
process group-contribution method into a synthesis-intensification framework

[262].
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2.3 Challenges and Future Prospects

As described in Section 2.2, optimization has become an invaluable tool for
obtaining the optimal process design within the field called Process Systems
Engineering (PSE) [37, 263, 264]. Although initially it represented a method of
interest only in the academic sphere, it has an increasing influence in the industry
[265]. Still, the more widespread use of optimization in the industry depends on

strengthening three key pillars:

1. Accessibility
2. Alignment and Information Availability

3. Awareness and Training

The first pillar ensures the easy-to-use interface, customer support, and adequate
representation of results. The second pillar involves sharing of optimization-
relevant information between all involved in the process design. However, this could
potentially endanger the confidentiality policy in the industry. The last pillar
addresses the current low and limited application of optimization methods in

undergraduate and graduate engineering curriculum [266].

Nonlinear optimization is essential when it comes to decision-making tasks in
process design and operations. Future development of nonlinear optimization
algorithms will lead to faster solution strategies, tackling larger process system
models at both time and length scales, as well as quickly analyzing dynamic systems

[267].
When solving complex problems involving planning an operation of a multi-product

plant [268-270], optimization is the only tool which can contribute to achieving a

satisfactory result.
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Considering the many criteria that must be calculated, solutions can be put in the
form of a Pareto set of functions which are then used for multi-objective
optimization. Since a large number of local minima/maxima is possible, the multi-
objective genetic algorithm (moGA) can be used as an algorithm for finding a global
optimum [271]. It is up to the process engineer to choose which functions from the
Pareto set will be favored, all depending on whether he/she wants maximum
profit/productivity or minimum harmful environmental impact of production [272-
276]. However, the reactor design that entails the simultaneous determination of
both reactor structure, operational parameters, and the operational regime, would
significantly increase the number of variables that ought to be optimized. So far,
optimization methods have been successfully applied only on relatively simple
reactor structures [210]. Consideration of both operational regime and structure
would mean that the optimization problem would have to be tackled by solving
potentially complex systems of ordinary or partial differential equations, posing yet
another expensive and time-consuming obstacle in numerical integration and

optimization.

For process dynamics analysis, in addition to numerical methods [186, 277],
analytical methods [188, 189, 278-294] can also be used. An example is the
Nonlinear Frequency Response (NLFR) method, mentioned in Section 2.1.2. The
NLFR method is based on nonlinear frequency response and the concept of higher-
order frequency transfer functions (FRFs). It has been proven to be an excellent tool
for analyzing weakly nonlinear systems. The frequency response, in addition to the
first harmonic, contains a non-periodic (DC) component and a theoretically infinite
number of higher harmonics. By applying the concept of higher order FRFs the
model of a weakly nonlinear system can be replaced by an infinite series of linear
models of different orders (in the frequency domain, FRFs of different orders).
These FRFs are directly related to the DC component and different harmonics of the

system response to the periodic input change.
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Thanks to these characteristics, the NLFR method is a useful PSE technique for
analyzing weakly nonlinear adsorption systems [278, 280-283, 290, 293, 295, 296],
identifying kinetic mechanisms [289], estimating equilibrium and Kkinetic
parameters from experimental data [288], and most importantly for this thesis,

analyzing periodic operations of reactors [188, 279, 284-287, 291, 292].

Using the NLFR method, it is possible to determine whether switching from an
optimal stationary operation to an operation in which inputs periodically change
around an optimal stationary state increases reactor efficiency or not. The non-
periodic (DC) component obtained by applying the NLFR method corresponds to the
time-averaged difference between the newly-established pseudo-stationary
periodic state and the optimal stationary state (A in Figure 2.8), the sign of which
indicates whether the reactor performance has improved or not. The non-periodic
component of the FR response is approximately proportional to the asymmetrical
second-order frequency response function and the square of the input amplitude, so
the whole procedure for evaluating the potential of the periodic operation for
improving the reactor performance is reduced precisely to determining and
analyzing the sign of this function and its absolute value. For example, if the
asymmetrical second order FRF corresponds to the outlet concentration of the
reactant, its negative sign corresponds to higher conversion in the periodic regime

(the case shown in Figure 2.9).
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Figure 2.8 - Example of periodic operation of a reactor with increased conversion of
A owing to a periodic modulation of the concentration of A in the feed stream, (A< 0)

[189]
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The procedure for derivation of the FRFs necessary for applying the NLFR method
is standard and starts from the nonlinear model equations [189]. One step of this
procedure is a change of the domain (from time to frequency) in which the model
defined as a system of nonlinear ordinary differential equations is converted into a
larger system of linear algebraic equations, thus removing the problems of slow,
ineffective or unreliable numerical computations. By automating the procedure for
derivation of the needed FRFs and fusion with existing optimization methods, it
would be possible to reliably determine an optimal operational regime and its
parameters in a short time. Furthermore, this could then be integrated into already
used optimization for reactor structure, making it a potentially indispensable fast
tool for simultaneous determination of reactor structure, operational regime, and its
parameters. However, the result would still depend on how well the fundamental

first principle mathematical model describes the system of interest.

The first principle models, which rely on complex mathematically driven
equations, are usually used to investigate the viability and exact applicability of an
employed method. These models depend on accurate knowledge of the parameters
and the interaction between them. With the rise of computational intelligence and
machine learning techniques, a new area of applied artificial intelligence (AI) is

giving researchers an alternative [297].

For years, machine-assisted approaches have been developed in the field of
chemical synthesis [298], tailor-making microstructures and polymerization [299],
and modeling the physical and chemical behavior of compounds [300]. The rise of
Al can be split into three different eras: the first two are the expert systems in the
1980s and neural networks in the 1990s, and the third, current one, is the deep
learning and data science era. Although the first two eras have not brought
revolutionary changes to chemical engineering, it can be expected that highly
increased computational power, software accessibility, and reduced costs, will
create favorable conditions for Al to play a more significant role in the research

community and future industry [301].
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With the use of stochastic methods and the Al, one can maximize the use of a human
resource by increasing efficiency and giving researches more time to think, plan, and
come to fast conclusions. Big data analysis and information processing also allow for
easier and faster collaboration between the different disciplines, which leads to
synergetic benefits [298]. While stochastic models are very successful at
predictions, the first principle models still have advantages when it comes to getting
a more profound understanding of how the system behaves. This is the reason why
hybrid, or so-called surrogate models (a combination of stochastic, empirical, and
deterministic models), are sometimes used when model uncertainties need to be

accounted for [302].
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3 Description of ReSyPIO

As covered in Chapter 2, the existing methodologies for reactor synthesis that
are present in academia rarely combine different process intensification (PI)
principles with multiple process system engineering (PSE) techniques.
Nevertheless, it is worth investigating what the possible theoretical enhancement of
a reaction system with different integrated PI principles would be. This kind of
investigation, which includes a systematic approach to PI and the use of techniques
of PSE for the integration of different PI methods, is in the focus of the new
methodology for reactor synthesis based on process intensification concepts and
application of optimization methods (ReSyPI0), presented in this thesis. Since the
combination of PI methods in one system is currently difficult to realize and
experimentally prove, it is valuable to use modeling and optimization for
approximate initial prediction of a reaction enhancement potential. Many PI
investigations and state-of-the-art modeling of individual PI methods provide
reliability to perform such a complex and multifunctional analysis. Therefore,
proven PI approaches and models should be used in superstructure optimization of

potentially improved or novel reactor types [2].

The foundations of the ReSyPIO methodology are first presented in review and
position paper by Nikacevi¢ et al. [303], and elaborated in several conference
proceedings by Nikacevi¢ et al. [8, 304-306]. However, the full description and
formulation, presented in this Chapter, was published by Zivkovié¢ and Nika¢evié¢ in
2016 [2]. The ReSyPIO methodology uses PI concepts within the structural,
temporal, synergetic, and energetic domain for the synthesis of the reaction system
macroscopic superstructure, which is then subjected to optimization. Thus, by the
simultaneous use of different PI concepts and PSE techniques of reactor network
synthesis, superstructure creation, and different optimization techniques, the
theoretical potential for overall reaction system improvement is to be attained. The
improvement potential should be higher than the enhancement in case of using a
single PI method in a reactor, and significantly higher than the sole optimization of

the conventional reactors (without PI concepts applied).
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The conceptual method for reactor synthesis (shown in Figure 3.1) consists of three
stages containing intermediate steps in which PI concepts are considered
simultaneously through phenomenological modules and integrated into a reactor

superstructure that is optimized.
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Figure 3.1 - The proposed method for conceptual reactor synthesis [2]
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3.1 Phenomena Screening

The first stage of the proposed ReSyPIO methodology is Phenomena
Screening. The first step of this stage is gathering the information that defines and
eventually limits the reaction system of interest. These data include present reaction
phases, reaction mechanism, kinetics, and its temperature and pressure
dependence, possible chemical equilibrium, catalysts or solvents used,
thermodynamics, such as phases’ equilibrium, activities, the heat of reaction and

other thermal properties.

In the second step of Screening, the gathered data are analyzed to define and
consider all physically possible phenomenological, structural and dynamics
alterations, and manipulations, which would enhance the reaction kinetics and
thermodynamics desirably. Within this analysis, all PI options that match the system
and may be considered in further stages are identified. Experimental research is
conducted to collect all necessary kinetic, thermodynamic, heat, and mass transfer
information. If required, new phenomena are acquired and added to overcome the

current limitations.

In the third step, the phenomenological modules with the corresponding phases and
present phenomena rates are defined. The phenomenological modules are
functional parts of the reactor that can differ in 1) structure; 2) layout of phases; 3)
presence or absence of phenomena inside the defined phases; and 4) operational
parameters. The content and connections for the modules, listed above, are to be
determined via optimization. Modules are based on data that are experimentally
gathered and analyzed during the first two steps. Phases inside the modules present
a volume in which all physical properties of the components making the phase can
be uniform. Interactions between phases (e.g., two liquid or liquid and solid phase)
take place because of the present phenomena and are mathematically described

with phenomena rates.
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In the unified graphical representation used in this work, phenomena modules are
presented by purple rectangles, consisting of one or more phases (Figure 3.2).

Phases are shown with a different color, and a name in the top left corner.

In Figure 3.2, an example of a phenomenological module is given with two phases,

liquid (L) and gas (G) phase.

=l
i)

Figure 3.2 - A graphical example of the phenomenological module

L phase is shown with a gray area, and the G phase is shown with a white area. Inside
these two phases, different phenomena can occur. Graphically, energy or heat
transfer is depicted with red arrows, while the phenomena are depicted with
marked rounded rectangles. Additionally, mass transfer between phases has a
respective color arrow, depicting the direction of transfer. For the example shown
in Figure 3.2, in L phase two chemical reactions occur, CR1 and CR2, depicted with
gray rounded rectangles. These two reactions are exothermic and generate heat,
which affects energy balance. This is marked with red arrows inside CR1 and CR2
rectangles. Apart from chemical reactions, convection phenomena, CON, take place
in both phases (L and G). CON is shown with a green rounded rectangle present in
both gray and white area in Figure 3.2. Thanks to CON both mass transfer from L to
G phase (green arrow) and heat transfer (red arrow) occur. Of course, CON could
also be conduction or diffusion, which would be described mathematically in a
different way in the following stage. Apart from the layout of phases and phenomena
in them, the primary inlet and outlet streams of the module are shown. In Figure 3.2,
the module has a liquid phase inlet/outlet (gray arrows) and counter-current gas

phase inlet/outlet (black arrows).
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A more detailed graphical description of the phenomenological module, with
present components, will be done in the next stage of the ReSyPIO methodology,
before setting up the mathematical model of the system. This will be presented in
the application of the ReSyPI10 methodology for general reaction case, in Section 4.2,

and industrial case application in Section 6.2.

The phenomena that are present in a module can be grouped in a chemical reaction
(CR), mass transfer (MT), energy transfer (ET), phase change (PC), and in some cases
surface phenomena (SP). Within these major groups, some of the specific

phenomena that can be present within the module are listed in Table 3.1.

Table 3.1 - List of phenomena that exist in reaction systems and may constitute a

phenomenological module [2]

Chemical Mass Energy Surface
reaction transfer transfer Phase change phenomena
(CR) (MT) (ET) (PC) (SP)
Non-catalyzed | Convection | Convection | Evaporation Adsorption
Catalyzed Diffusion Conduction | Melting Desorption
Radiation Condensation | Capillary
Heat source | Sublimation effects
(reactive, Solidification | Adhesion
phase Wetting
changing, Lubrication
electrical, Abrasion
microwave, Agglomeration
shear, Attraction
ultrasound)

Momentum transfer and mixing are not considered and listed in Table 3.1, as ideal
flow patterns (plug flow and ideal mixing) contribute to maximum theoretical
efficiency in contrast to non-ideal flow conditions.
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3.1  Phenomena Screening Description of ReSyPIO

Nevertheless, pressure drop could be included when it is essential for the analysis,

through semi-empirical equations (e.g., Ergun’s equation for fixed bed).

If needed for additional feeding or recycling locations, modules can be further
segmentized, i.e., divided into a number of segments. All segments that make a
module have the same layout phases and phenomena rates. What makes them
different is that each segment can have its inlet streams and be connected to other
segments in different ways. The number of segments and their streams should be

obtained by optimization.

Different phenomenological modules (and segments that constitute them) have
different inner layouts of phases phenomena rates and can be connected and further
optimized. Setting up the connections between modules and in-between segments
belongs to the second stage, i.e., Superstructure Generation. Such an approach with
reaction system modularization and subsequent segmentation allows for the study
of the overall process intensification potential (simultaneous consideration of
different PI approaches), as well as integration potential. Hence, a module should
include not only phenomena rates and connections which define the conventional
reaction process but also other physically realizable ones, derived by applying PI
concepts. In the following examples, several general cases will be used to illustrate

qualitatively the screening stage of the ReSyPI10 methodology.
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3.1.1. Examples of Phenomena Screening

Example 1: A liguid phase equilibrium reaction system with a solid catalyst

The first example considers a liquid phase equilibrium reaction system with
a solid catalyst. Data gathered in the first step of the Phenomena Screening
demonstrate that boiling points of the product and reactants differ considerably.
Thus an option could be to evaporate the product and therefore shift the equilibrium
beyond thermodynamic limitations. This analysis points to a reactive distillation
(RD) process, in which the functional integration approach of PI is employed. There
are several screening and synthesis methods, which resulted in RD solutions, offered
in the literature [92,97, 99, 307, 308]. Moreover, there are many realized industrial
RD applications [90, 309], e.g., for the production of ethers (MTBE, ETBE, TAME,

FAME), hydrogenation of aromatics, or hydrodesulfurization.

However, further analysis of the system shows that additional improvement could
be considered, including the dynamic operation of the column with changeable
volumes (capacities) of the liquid phase within the module [310, 311] which could

result in energy savings (PI dynamic domain).

Importantly, Phenomena Screening for this example demonstrates that the mass
transfer to the solid phase and adsorption/desorption are considerably faster than
the reaction kinetics. Thus, the reaction can be treated as pseudo-homogeneous
(liquid phase only), while the solid phase would not be considered (like in the above-

cited articles).

As already explained, the phenomenological modules are defined in the third step of
Phenomena Screening. A representative module has the liquid phase with two
occurring reactions, convective mass, and heat transfer. It also has the gas phase
with convective mass and heat transfer that is consequently connected with the

liquid phase, in a similar way as the example shown in Figure 3.2.
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The module, in this case, can be physically directly related to an RD column stage or
tray. Within the following stages, superstructure optimization gives the optimal
number of stages, i.e., the optimal arrangement of the modules and their optimal

volumes and flow rates between them (dynamic domain) [310, 312].

Example 2: A gas phase equilibrium reaction with a solid catalyst

In the second example, a gas phase complex equilibrium reaction, catalyzed
by a solid catalyst, can be intensified by removing the product. The reaction
screening demonstrated that in this case, selective product removal might be
achieved through membrane separation (PI synergetic domain). In Figure 3.3, a
phenomenological module is given with the possible reactive separation. It consists
of two gaseous phases, G1 (white area) and G2 (gray area) that are physically
separated, and one solid phase, S (green area). Inside the G1 phase, a chemical
reaction, CR, is taking place on a solid phase S (green area). Apart from the reaction,
a separation through a membrane (MEM phenomena) is taking place between the
phases G1 and G2. When defining the phases, with the membrane option, a second
gaseous phase, introduced in the module, can contain sweep gas [313]. Both phases

in this example are flowing in a co-current direction (black and gray arrows).
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Figure 3.3 - A graphical example of a reactive-separation module
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The module phase and phenomena layout, and orientation of the inlet and outlet
streams are built upon the available experimental research data. It is because the
Phenomena Screening stage solely depends on the gathered experimental
information about the system. Thus, it will affect the details in which the

corresponding phenomena rates will be modeled.

If experimental research was attained not just for the membrane separation but also
for adsorption, these phenomena should be shown in Figure 3.3 as well. Industrial
applications of this type of reaction can be found in energy and bulk chemistry
sector, and some of them include steam methane reforming, for which membrane
reactors [38, 314, 315] or reactors-adsorbers [112, 316] are exploited, then
ammonia synthesis (membrane enhanced [317], sorption enhanced [28]) and
methanol synthesis (sorption enhanced [318, 319], membrane/sorption [108],
membrane [320]). Since a priori, it is not obvious which separation process is more
advantageous, if enough experimental data is available both membrane and
adsorption options should be optimized (with the same objective function and
inlet/external conditions), and the results will show which would be techno-
economically better. In the case of a sorption-enhanced system, a second solid phase
is added in a module containing diffusion mass transfer and adsorption/desorption
phenomena. The additional solid phase may be static (e.g., simulated moving bed
[321], or moving (e.g., flowing particles concept [28, 318]). The modules with solid
phases are differently described mathematically, according to their structure. Again,
both cases should be subjected to optimization. Overall, for the second example,
three reaction system options can constitute superstructures, which will be
optimized and analyzed. The results provide an optimal reactor structure - the
number of modules in series, with optimal reaction/separation combination
(reactor structure - zones with reaction modules only / zones with combined
reaction and separation and zones with separation only), and flow rates between

the modules.
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Example 3: A highly endothermic liquid phase reaction

In the third example, a highly endothermic liquid phase reaction, with
relatively low throughput requirement, is screened. The critical aspect for this case,
heat transfer, may be intensified through miniaturization (PI structural domain
[41]). However, in this example, energy transfer ET (for endothermic reactions) may
also be intensified by introducing an alternative heat source, such as microwaves or
direct electric source (PI energetic domain [141]). Therefore, both cases (and
possibly their combination) should be examined in a simultaneous investigation

that will show which option has more potential [2].

In Figure 3.4, a module is shown with a liquid, L, phase (gray area) in which a
chemical reaction (CR) takes place. L phase is heated by pressurized steam or W
phase with a red arrow. Apart from this heating medium, another source is
potentially added, which is a red rounded rectangle marked as MW, denoting a
microwave source. The presence or absence of any of these phenomena and type of

energy source should be determined with optimization.
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>H FE| P

Figure 3.4 - A graphical example of the alternative energy source module

It should be noted that the mathematical models of the modules can differ
considerably since micro-fluidic or surface capillary phenomena may exist in
microreactors [103] in contrast to reactors of larger dimensions, while microwave
heating includes different energy transfer mechanism (microwave heat source

[141]) in contrast to conventional off-surface convection.
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Applications can be found in organic chemical synthesis, and some examples include
benzannulation reaction [322], Grignard reaction (exothermic, only miniaturization

[323]), and synthesis of diaryl ethers [324].

Example 4: A reactive system with slow parallel reactions

The fourth illustrative example is a reactive system with slow parallel
reactions, which can be found in various chemical and biochemical industry
applications. This type of systems is usually operated in batch or semi-batch
reactors, so it is worth investigating whether a continuous system would bring
considerable improvements. Mainly, it would be interesting to compare whether
distributed feeding of reactant is more favorable for the parallel reaction system
than a fed-batch operation with dosing. It should be noted that in the case of a fed-
batch system, only one module describes the whole system.

Generally, the number of modules can vary from one to up to several hundred, and
this number should be the result of optimization (not fixed in advance). Moreover,
dynamic operation (non-stationary feeding) of a continuous distributed system is
another case which may have enhancement potential and could be investigated. The
above considerations fall into PI structural and dynamic domains. A very similar
example case will later be used in Chapter 4 as the detailed explanation and

application of the method.

The advantage of the creation of the phenomenological module, or modularization,
is that it provides simplicity for a future mathematical description of the system in
which a modeler can easily later define intermediate inputs, outputs and recycles to
each module. Moreover, it provides the flexibility, as a single optimization may
derive a solution with one, several or many modules in series, which can be then
physically realized as a single reactor or several reactors in series (or trays of

distillation/extraction column as in the first example).
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In conclusion, the goal of the Phenomena Screening stage is to:

1) gather all available experimental and previously researched information
about the reaction process;

2) derive the number of present phases inside the module and determine their
layout;

3) group phenomena that occur within the phases or can be introduced in the
module;

4) show primary inlet and outlet streams into the module.

All of the beforementioned forms the base for the superstructure generation and

modeling and optimization for maximum attainable improvement.
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3.2 Reactor Structure and Mathematical Modeling

The second stage, shown in Figure 3.1, is the generation of the Reaction
System Superstructure and Mathematical Modeling. In the first step, the formulated
phenomenological modules are split into segments, if needed, and then arranged.
The arrangement should define all realistically possible material and energy flow
streams (connections). The flow streams connect the modules of the same type or
may link the modules of different types. Thus, for a single-phase system, an
arrangement of modules or segments in series represents the basic superstructure
(if the phase and phenomena layout is the same). This corresponds to connections
being the mass and energy flows from one segment to the adjacent one. For two or
more phases, the number of connections and variations can become bigger, as there
are several possible inlet streams. Furthermore, each segment can have additional
inputs or outputs, in addition to the connections to the previous or following
segments of one module. These additional streams could be recycling streams and

side inputs or outputs.

The arrangement of modules in the superstructure and the respective feeds are also
determined according to kinetic and thermodynamic limitations, observed in the
Phenomena Screening stage. For instance, if needed, a module can be split into
segments for parallel representation and in order to control residence time for a
fixed or given molar flow rate (capacity) at the inlet. All parallel segments of one
module have the same presence of phases and phenomena, as described in Section
3.1. Segments of different modules can vary in structure, presence of phases, and
phenomena as well as operational variables. However, one should notice that the
final layout of modules and the number of segments is to be determined using
optimization. The flow streams, i.e., connections, are obtained through optimization
of the flow rates (inlet streams). Thus, if optimization results in a zero flow rate for
a particular connection, that stream would not exist. Nonexistant, or zero flow rate

streams, are principally considered for additional input/output streams.
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In some problems, the main streams, connecting the modules in series, can also be
subjected to optimization, as in the first example from the Reaction Screening stage,
for the dynamic option with changeable volumes - holdups of modules (trays) in an
RD column [310, 311]. However, constructing a superstructure with all possible
connections can result in a considerable optimization problem, which would be
difficult to converge. Thus, only the connections that are physically achievable and
valuable for analysis should be defined. For this purpose, information gathered

during Phenomena Screening and consequent analysis is essential.

For the first example (a liquid phase equilibrium reaction system with a solid
catalyst, Section 3.1.1), with one module, shown in Figure 3.2, the Phenomena
Screening shows that side inputs (feed points) are a prospective option. Thus, these
streams will be added to the segments of the module in the superstructure
generation. On the other hand, the reaction mechanism shows that recycling would
not bring improvements, and recycle screams are not included in the
superstructure. A possible RD system with two catalytic reactions will have two
different interacting phases. The superstructure consists of N segments connected

in series, as shown in Figure 3.5.
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Figure 3.5 - A graphical example of the reactor superstructure made of one module,

and N segments with optimized volumes
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As described in Section 3.1 and shown in Figure 3.2, in the liquid (L) phase two
reactions, CR1 and CR2, and convective mass and heat transfer, CON, may occur.

In the gas (G) phase, no reaction takes place, and there is merely convective heat and
mass transfer of one component from L to G phase. The reactor superstructure is
made of one module with N segments of the same type, connected in series (Figure
3.5). The volume of each segment is optimized. The gas phase (green line) and the
liquid phase (gray line) have a counter-current flow. The reactants are fed into the
first segment separately. Since in the Phenomena Screening stage, it was determined
that component A is the limiting reactant, a possibility is left for A to be fed into each
subsequent segment. Thus, the L phase inlet streams for the second and other
segments consist of the outlet stream from the previous segment and reactant A
inlet stream. These streams can vary in composition and flow rate, which is to be

determined by optimization.

A presence of chemical reaction in a module (reactive stage with solid catalyst) is to
be determined by optimization. For this, binary optimization variable can be used in
each module, where 0 and 1 determine the absence or presence of reaction,
respectively. Alternatively, since CR1 and CR2 are catalytic reactions, their presence
can be determined by optimizing the amount of catalyst needed for each reaction. If
no reaction is present, optimization should result in zero amount of catalyst for that
phenomenological module. Thus, the final arrangement can consist of segments with
one reaction, both reactions, and segments without a reaction. Separation (MT and
HT) is present in the RD column module, more precisely in each segment of

potentially different volume and liquid hold-up.

The reactant feed points and the overall number of modules and segments should
be derived through optimization which can be integer type (with a binary variable)
or non-integer type (all real variables). Mass and heat flow rates, input, and flow
rates between modules and volumes of modules are typical continuous optimization

variables.

64



3.2 Reactor Structure and Mathematical Modeling Description of ReSyPIO

For the mentioned improvement in Pl dynamic domain, and consideration of
dynamic operation, flow rates between the modules and volumes of modules are

time-variant.

Having the reaction system superstructure constructed (e.g., Figure 3.5), the next
and final step of this stage is to represent it with a governing mathematical model.

Ideally, one mathematical model should be derived, as this is suitable for single
optimization. However, in many cases, this is not possible, as it has been described

in examples two, three, and four of the stage Phenomena Screening (Section 3.1.1).

In the second example, models of a membrane reactor, and an adsorber-reactor
differ considerably, although they contain similar types of modules (with different
phenomena and volume scales). In the third example, the phenomena in the
modules, as well as their respective volumes, are different, so two models need to

be derived.

In the fourth example, the system could be operated in discontinuous and
continuous regimes. Thus, the mathematical model needs to cover possible time-
dependent as well as time-independent cases. Generally, the aim is to define the
minimal number of models which cover the screening options and are suitable for
simultaneous optimization that produces directly comparable results. Moreover, the
base case model should be defined and optimized for a fair comparison. It will be
used for quantifying the overall intensification potential. Typically, the base case
should be the one most currently used in industry, often not including PI features or

methods. It should be underlined that this case must be optimized.

The mathematical models are derived on the level of the module or its
corresponding segments. A more detailed graphical description of the module and
its segments is drawn, with all component names, direction, and names for

respective energy transfers.
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3.2 Reactor Structure and Mathematical Modeling Description of ReSyPIO

The model contains Z§=1 M,, number of material balance equations where M, is the

total number of components in phase p, while P is the total number of phases. For
the module or segment in which fluid is ideally mixed, the material balance for the
amount of component j, nj, that is changing in phase p is therefore generally defined

as the sum of all phenomena rates, present in that phase:

d ZF”
nj,P _ 3.1
f=1

where t is time; ¢y is the rate of phenomena f; while Fp is the total number of

phenomena present in phase p. Each phase should also have a total mass balance:

Cp
Neotp = Z n;y (3.2)
j=1

where nep is the total amount for all components in phase p, and C, is the total
number of components in phase p. This means that, if separation is present, a well-
posed system of equations will result in n«:, becoming smaller for one phase, and in

the same amount larger for the other, interacting phase.

Similarly, the energy balance equations for a well-mixed module or segment should

be written. The energy balance contains P number of equations or one equation for

each phase:
Fp1 P
dUp,,
ar Z(¢f *AHg) + Z Ep1p2 (3.3)
=1 p2=1

where Up; is the internal energy for the phase p1; AHris the energy per total amount
in a phase, released or captured due to the phenomena rate ¢5; while Ep;p2 is the heat

transfer rate between interacting phases p1 and pZ, such that:

Eplpz = _Eprl (3.4)
Epip1 = Epap2 =+ = Epppp = 0 (3.5)

(a segment phase cannot exchange heat with itself).
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The internal energy of the phase p1, Ups, is connected to enthalpy, Hp:, with the

following equation:

Hyp1 = Up1 +Pp1 " V1 (3.6)

where pp1 and Vs are pressure and volume of phase p1, respectively.

Apart from these equations, the model can contain equations for mass and energy
connections between modules, intermediary, and other equations that will be
shown and explained in detail in Chapters 4 and 6. In the case when module or
segment is distributed in space (one-dimensional, i.e., if the plug flow of phases is
considered), the mass and energy equations become partial differential equations.
However, the governing equations are of similar structure as Eq. 3.1-3.5, but for a
single space-discretization element. The exact mathematical representation of a

discrete element will depend on the discretization method.
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3.3 Optimization

The third stage of the proposed ReSyPIO methodology (Figure 3.1) is the
Optimization of the generic superstructure, which can also include the optimization
of the regime of operation. In the first step, the objective function needs to be
defined. The objective function is of technical and economical nature, as the purpose
of the optimization is to get an optimal structure and operational regime that would
correspond to the maximum theoretical efficiency, i.e., intensification potential.
Notably, the objective function should contain the main physical and chemical
output parameters that directly reflect the reactor economics, such as maximum
desired productivity, minimum energy supply, minimum volumes, or surfaces.
These factors are usually combined, but the aim is to formulate the objective
function with a minimal number of weighting factors, as they are mostly valued

arbitrarily (or approximately), which might cause some bias in the analysis.

In some cases, multi-objective optimization (MO) would be an option [307]. By using
MO, one does not need weighing data for variables that comprise objective functions.
Instead, sets of optimal results irrespective of the scale of the problem are attained
[108, 325-327]. MO gives solutions named as Pareto optimal set such that any
solution inside the set cannot be regarded as a better or worse solution than the
others. All solutions of the set are connected by a curve called Pareto optimal front,
and any point along this curve can improve the value of one objective function at the
cost of the other [325]. For MO, a nondominated sorting genetic algorithm is usually
used. Also called controlled, elitist genetic algorithm (NSGA), it can maintain
satisfactory convergence of the nondominated front and an appropriate spread of

the solutions [108].

When several models for the description of a reactor superstructure are needed, as
explained in Section 3.1, special care should be taken in the objective function

formulation.
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In order to analyze different cases of operational regimes, they have to contain
qualitatively comparable results. For example, a discontinuous (batch) case might
have a time-dependent objective function so that time costs are included, while a
continuous steady state (one or a series of CSTRs) will have a time-independent
objective function. In order to compare different options, some parameters need to
be fixed and identical for all cases, such as input flow rates (capacity) or volumes.
The decision on which parameters are fixed depends on the goals of the optimization

and, consequently, objective functions.

In the second step, constraints need to be defined. They are related to
thermodynamic or kinetic limitations of the system (e.g., liquid phase reaction
cannot occur at certain temperatures, and maximal allowable temperature for
reaction), as well as the limitations of the equipment material (e.g., maximum
allowed pressure or pressure drop, and minimal volume or surface). On the other
hand, constraints need to be formulated for a wide enough range, in order not to

limit the optimization to a small set of solutions.

In the third step, defining the degrees of freedom (DOF) for optimization is of special
concern. DOF, i.e., optimization (or control) variables, are directly related to the
Phenomena Screening stage, as well as to the Superstructure Generation and
Modeling. Generally, more DOF allow for more innovative solutions and provide
greater theoretical enhancement potential. On the other hand, too many DOF often
result in optimization problems, such as too complex systems (impossible to solve
or involving very slow and unstable convergence) or the existence of multiple
solutions. Therefore, a balance should be achieved using a detailed DOF analysis.
Some compromises may result in superstructure alteration and consequently
subtraction of DOF, which could contribute to additional improvements. In practice,
this may happen after a premature optimization with a larger number of DOF [2]. In
some cases, the existence of multiple solutions can be analyzed and handled through

lexicographical optimization [312].

69



3.3 Optimization Description of ReSyPIO

After defining the objective functions, constraints, and DOF, numeric algorithms that
will be used for optimization need to be selected. For complex superstructures, it is
advisable to use stochastic optimization algorithms, such as genetic algorithm,
simulated annealing, etc. which has been elaborated in detail in the literature [263,
328]. Stochastic algorithms are supposed to ensure global solutions, while
deterministic ones may reach local solutions. Thus, in ReSyPIO methodology, for
complex reaction systems, one could start with a genetic algorithm (GA) or other
methods (simulated annealing, and Tabu search). Since GA can provide values of
optimization variables and objective functions which are not accurate enough, it is
an already established practice to perform deterministic optimization (MINLP, NLP)
afterward, by using initial guesses from the previous GA optimization. For reaction
systems that are inherently dynamic or entail non-stationary operational regimes,

dynamic optimization (DO) needs to be employed.

The result of the ReSyPIO methodology should display theoretical intensification
potential and provide enough information about the optimal structure and
operational regime of such a reaction system. The goal of this analysis is to examine
and point to innovative and physically realizable reaction systems which have a high
economic potential for further development. For this purpose, the quantitative
margin between the optimized base reaction case and the innovative intensified
case should be large enough. If the innovative solution demonstrates satisfactory
improvement, the next step would be more detailed modeling (e.g., CFD or other
fundamental and rigorous approaches), simulation and possibly optimization,

followed by pilot experimentation and proof of concept [2].

In the next Chapter, the ReSyPIO methodology will be presented in a generic case

with two parallel reactions.
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4. Application of the ReSyPI0 Methodology

to a Generic Reaction Case
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4 Generic Reaction Case

The example used for illustration of the methodology for reactor synthesis
based on process intensification concepts and application of optimization methods
(ReSyPI0) was published by Zivkovi¢ and Nikac¢evi¢ in 2016 [2]. It is a generic case

of two parallel reactions occurring in a liquid phase:

k
A+B-=SC (4.1)

k
B=S2D (4.2)

The desired reaction product is C (Eq. 4.1), while product D (Eqg. 4.2) is undesired.
Both reactions are of the second order, endothermic and slow, and correspond to
systems that can be found in the fine chemical industry. The goal is to propose an
optimal reaction system and operational regime in terms of general technical and
economic performance (maximum production of C for minimum reactor volume and
minimum consumption of energy), for a given input quantity (1 m3) of reactant A. In
the following Sections, all stages of the ReSyPIO methodology will be demonstrated

in detail on this published example.
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4.1  Phenomena Screening Generic Reaction Case

4.1 Phenomena Screening

Kinetic parameters and other physical properties used in this generic
example are given in Table 4.1 (step 1 of Phenomena Screening). The values for the
pre-exponential factor, activation energy, enthalpy of chemical reaction, density,
and heat capacity were selected in order to kinetically and thermodynamically favor

the second reaction, which results in the undesired product.

Table 4.1 - Kinetic and physical properties for the examined reaction system [2]

Chemical Reactions (CR) Kinetic Parameters

CR CR pre-exp. factor | activation energy | enthalpy of CR
l order Aa;, L/mol/h Ea;, k]/mol AHr;, k] /mol
(4.1) 2 101.55 7.51 -82.3
(4.2) 2 1603 10.94 -55.2
Mixture Physical Properties Inlet Conditions
p, kg/L cp, KJ/kg/K Ca1 = Cp1, mol/L T;, °C
1.05 2.35 10 20

The analysis of the reaction mechanism suggests that the required ratio of the
desired and undesired product can be achieved by introducing distributed feeding,
i.e., dosing of reactant B. This will minimize the production of undesired product D.
Therefore, the feeding rate should be optimized. Furthermore, the optimal number
of segments, and thus, feeding points will also be optimized. A higher number of
segments reduces axial mixing in the reactor and consequently increases the
reaction driving forces. Additionally, more feeding points allow for better control of
the undesired reaction. On the other hand, after a certain point, the addition of new
segments is not beneficial from the economic point of view. These potential
improvements, which will be covered by optimization, fall into the structural

domain of PI.
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4.1  Phenomena Screening Generic Reaction Case

The analysis of the reaction Kkinetics constants (presented in Table 4.1)
demonstrates that high temperature favors the second, undesired reaction, since
Eaz>Ea;. Higher temperatures, on the other hand, increase both reaction rates. Thus,
heat input may be optimized to compromise these two opposite effects and
consequently (economically) optimal performance may be attained. This

consideration is associated with the energetic domain of P

Since the reactions are slow, in common engineering practice, a priori solution of
choice would be the batch operating mode. A fed-batch operation would be chosen
in the case of gradual dosing of reactant B. However, in the proposed ReSyPIO
methodology, such choice is not adopted in advance, and both continuous and fed-
batch operations are considered in the optimization. Furthermore, a continuous
system for this reaction system can operate in the dynamic regime, with periodic
changes of some inputs (feed rates and heating rates [189]). This could also provide
additional improvements in the overall performance in comparison to commonly
used fed-batch or steady-state operation. Therefore, all the listed options from the

dynamic domain of PI will be considered and covered by optimization.

In the third and final step of the Screening, a representative phenomenological

module is defined (Figure 4.1).

()
L

D,

Figure 4.1 - Phenomenological module for the generic case study
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4.1  Phenomena Screening Generic Reaction Case

Since both reactions occur in the same liquid phase and at the same time, only one
type of module with a liquid (L) phase is enough for the representation of the
system. The L phase is shown in Figure 4.1 as a white area within a purple rectangle
denoting the borders of the module, or its control volume. Two reactions entail two
different phenomena inside the module, named R1 and R2, both shown with their
respective rounded rectangles. As the reactions are endothermic, heating will be
required, so the energy source, ES, is also added (with its red arrow). ES is outside
the boundaries of the module, meaning it will not be modeled in detail. Separation
would not be beneficial, as both reactions are irreversible. Reactant A and B streams

(black arrows) can be fed separately into the liquid phase of the module.
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4.2 Reactor Structure and Mathematical Modeling

The first step of the next stage is the generation of the reaction system
superstructure. Considering that only one type of a module with one phase is
adopted and that adding a recycle is not beneficial for the reaction of interest, the
general superstructure consists of a row or series of well-mixed segments of a

module shown in Figure 4.2.

v

segment N

segment 1 segment 2

Figure 4.2 - The proposed superstructure of the analyzed reaction system

Reactant B needs to be dosed into the system in a distributed way in order to
minimize the creation of the undesired product D. Therefore, multiple input streams
of B are added, one to each segment. In the examined case, all segments of the
module have two inlets (the mainstream and reactant B stream) and one outlet

stream, as shown in Figure 4.2.

The second step of this stage entails the mathematical representation of the reaction

system superstructure.

i+1!

Figure 4.3 - Detailed graphical representation of segment i
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4.2  Reactor Structure and Mathematical Modeling Generic Reaction Case

For the purpose of mathematical modeling, the phenomenological module depicted
in Figure 4.1 is segmented, and one representative segment (i) is described in detail
in Figure 4.3. Inside the phenomena rectangles, the components with the
corresponding stoichiometric coefficients are included (-A, -B and +C for R1). The

segment inlet will be denoted in the equations with i, and the outlet with i+1.

The material balances for the segment i, shown in Figure 4.3, are mathematically
described by four equations (for four components), where j = A, B, C, or D. It consists
of the accumulation term (left-hand side) and the terms for inlet, outlet, and two

phenomena rate elements (right side of the equation), respectively:

d(Vi - ¢jiv1) _
m-———27 =

T Qi Cji — Qivr* Ciir1 + Opy + Dy (4.3)

where ¢, ; is the phenomena rate for reaction R1, while ¢, ; is the phenomena rate

for reaction R2, and component j in segment i:

P Ea1

U oy . . e RT - .

Rl =M Vi Upyj-Aay-e RT Cpiyq°Cpita (4.4)
P Eaz

VLT AR . e RT - .
Re =M ViUpyi-Aaz-e RT -Cpiyq (4.5)

while the corresponding stochiometric coefficients for each component j are given

in Figure 4.3:
Up1a =1, Upip = =1, Ugpic =1, Uppu =0, Ugyp =—1, , Upyc =0

(4.6)
URZ,D = +2

In Eq. 4.3-5, m is a binary segment identifier, signifying the presence (value 1) or
absence (value 0) of the segment in the superstructure. The binary coefficients are
introduced to facilitate the derivation of the optimal number of segments through

optimization.
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4.2  Reactor Structure and Mathematical Modeling Generic Reaction Case

Since the volume of the segment changes for the discontinuous case, an additional

equation of the total material balance is needed:

dV;

m T Qi+m-Qp; —Qis1 (4.7)

The energy balance for the segment i is defined by one equation since only one phase
is present. This equation consists of the terms for the inlet and outlet energy flow
streams and three elements (three red arrows) that come from the heats of reaction

R1 (4H:1) and R2 (4H;z) and heat inlet flow (H;) from the energy source, ES:

d(VL 'Ti+1)
pout'cp,out'Tn'T= Qi " Pin 'Cp,in'Ti'l'm'QB,i P " Cpp Tg —

Pout " Cp,out " Qi1 Tiy1 +
C,i D,i
AHrl ’ ¢Rll + AHTZ ’ ¢Rll +m: Hi

(4.8)

In this simplified generic case, the resistance to heat transfer is neglected, and
uniform volumetric heating is considered (H;). This is an idealized situation, which

gives the maximal efficiency.

It should be emphasized that the ReSyPIO methodology does not imply a priori
which general type of reactor will be exploited. For example, if the number of
segments determined in the optimization is one (N=1), then the physical reactor can
be a fed-batch, or a continuous stirred-tank reactor (CSTR), operated in a steady- or
dynamic-state. If the optimization converges to several segments in a row, then the
system is continuous (steady-state or dynamic), which can be physically
represented as a series of separate reactors. However, for the larger number of
segments (above 10), the system could be physically realized as a tubular reactor,
i.e., plug flow with axial dispersion (segments are not physically separated), which
again could operate in a steady state or a deliberate unsteady state. Both the
structure and the operational regime are determined simultaneously in the

optimization, which is the following stage.
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4.3 Optimization

The model presented in Section 4.2 is general enough to cover both
discontinuous (fed-batch, without output flow) and continuous cases. According to
the reaction screening, both cases are to be analyzed within the optimization step,
along with continuous periodic operation. However, single optimization could not
be set to cover all possible scenarios, as different optimization structures and
methods are to be used for dynamic and steady-state cases. Therefore, three
different optimizations for three cases will be defined and performed, i.e., fed-batch
case (FB), continuous steady-state case (SS), and dynamic continuous case (DC). It
should be underlined that all optimization parameters must be unified entirely in

order to have fully comparable case results.

In order to have comparable results, the objective function (OF) needs to cover both

time-dependent and independent cases. In general, it is defined (step 1) as:

OF = PRODUCTIVITY BENEFIT — ENERGY CONSUMPTION COST (4.9)

Since component C is the desired product, only its productivity is beneficial. For the

discontinuous operation (FB case), the objective function becomes:

c
OFpp = t’ — Cy " Heor (4.10)

while for the continuous steady-state (SS case) and dynamic continuous operation

(DC case) it is, respectively:

C .
OFss = —C'e”; Qena _ Ch " Hypy (4.11)
tot

(C -Q )mean
OFDC — C.end 7 end . CH 'Hmt (4.12)
tot
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In Eq. 4.10-12, ccena is the concentration of the desired product C at the end of FB
operation, while in cases SS and DC it is the concentration at the outlet of the reactor
(outlet of the last segment N). Constant Cx stands for energy consumption costs. The
value of the coefficient Cy (1.4 mol/M]) is chosen in such a way that energy
consumption cost contributes to 25-30% of the overall productivity for examined
cases. This is a realistic economic assumption, which may be applied to numerous

reaction cases in the chemical industry.

It should be noted that the objective function can be defined differently to reflect
other vital costs or revenues, including real prices when specific reaction system is
a subject of analysis. By comparing OF for FB and SS case, it can be concluded that
the maximal concentration of the desired product C at the end of the process in the
FB case should be attained with minimal operation time, while in the SS case, the
minimal residence time is required, which is analogous. For the DC case, a periodic
change of the input variables is employed, which consequently leads to
concentration and flow rates that vary over a sufficiently long time horizon. Thus,
the mean values are accounted in the OFpc, in order to examine the potential
improvement. The input quantity of reactant A is fixed for all cases, which relates to

the desired capacity of the process and ensures comparability.

The optimization constraints (step 2) reflect the process limitations (the maximally
allowed temperature of the liquid phase) as well as the chemical limitations defined

through the minimal selectivity and conversion:

T, < 423.15K (4.13)
C
sel =24 > g (4.14)
CD,end
C —C
con = 2244~ 0.80 (4.15)
Ca0
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The selectivity, sel, is set high (Eq. 4.14), to achieve good control of the overall
parallel reaction propagation and thus avoid subsequent separation of the
undesired product. It should be underlined that conversion of A is not fixed, as
optimization naturally drives the conversion to higher values in order to increase
the productivity of C. However, constraint con (Eq. 4.15) is introduced to ensure the
solutions in the high conversion regions, as there is a theoretical possibility for

optimal solutions with low conversions and very short reaction times (Eq. 4.10-12).

In the third step, the optimization or control variables, i.e., DOF, are selected
concerning the goal of getting the maximal theoretical efficiency for the given
reaction case. Naturally, they differ within the optimization cases, although they
essentially provide comparable results. For instance, in the FB case, the optimization
or control variables are the input flow rates of the reactants A and B and the heat
input. All these variables are time-dependent (overall quantity of A is fixed). In the
SS case, the input variables are time-invariant, but they “vary in space” along with
the series of segments (Figure 4.3). The DC case is optimized around the optimal SS
case by periodically changing the inlet flow rates of the reactants A and B and the
heat influx for each segment individually. This is achieved by the optimization of the

amplitudes and phases and the frequency of periodic change for these three control

variables:
Q=0 -(1+A4-cos(w-t)) (4.16)
Qs = Q55 (14 Ag; - cos(w ) + @g,;) (4.17)
Hy=H - (1+ Ay, -cos(w-t) +@y;) (4.18)

Since the cross-effect of multiple periodic changes is the highest for the same
frequency of the periodic changes of different inputs [329], a single frequency will

be chosen through optimization for all variables in all segments.
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The DOF for the three analyzed cases (discontinuous fed-batch, FB, continuous
steady state, SS, and dynamic continuous, DC), as well as their lower and upper

optimization bounds, are shown in Table 4.2.

Table 4.2 - Chosen control variables for three different operational regime cases of

the reaction case and their upper and lower bounds [2]

w
t Q4 Qp,i H V, ;
A0 B,i to3t N [rad A, Pi
[h] | [L/h] | [L/R] | [RW] | [m°] /5] [rad]
S
5 500 500 150
FB
0 0 0 0
500* | 150* 10 50
SS
0 0 0 1
5 1 2T
DC
0 0 0

* per segment

The overall optimization is executed in a stepwise approach, with several
optimizations, using numerical methods listed in Table 4.3. In the first step, the
discontinuous FB case is optimized using dynamic optimization (DO) algorithm. The
resulting fed-batch operation time, ¢, and the given (fixed) quantity of A are used to
calculate the fixed input flow rate of the reactant A for SS, which provided the same
capacities for both cases. In the second step, the stochastic genetic algorithm (GA) is
used for obtaining a global solution for the SS case. GA is used because of a relatively
complicated structure that can lead to local maximums if the MINLP is used.
Subsequently, the results from GA are used as initial guesses for optimization
variables in the mixed-integer nonlinear programming algorithm to confirm and
refine the optimization results. The third and last step is the optimization of a
continuous dynamic case around the optimal steady-state case, to check if there is

any improvement if the reactor is switched to a periodic operation.
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For this optimization, DO algorithms are used. The whole optimization algorithm is

schematically shown in Figure 4.4.

Reaction System Superstructure
(derived in Stage II, Section 4.2,
shown in Figure 4.2)

Y A J

CONTINUOUS MODEL
DISCONTINUOUS MODEL

steady-state| dynamic

step 1 1 step 2 T step 3
AE system
\ 4
GD
ODE ODE
system system
\ 4 Y Y

Y Y \ 4
continuous continuous
steady-state case dynamic case

discontinuous case

optimal values

A A

overall optimal
solution

Figure 4.4 - Optimization algorithm for the reaction case study including three steps

and methods: dynamic optimization (DO), genetic algorithm (GA) and mixed-integer
nonlinear programming (MINLP) [2]

The optimization is performed in gPROMS (for DO and MINLP, gPROMS
Modelbuilder, 2015) and Matlab (for mixed integer GA, Matlab 2015) according to
numerical methods and parameters specified in Table 4.3. It should be noted that
GA is used in a sequence of 50 successive runs (as part of one optimization script),
with the initial population ranges taken from the previous run if it has an improved
objective function value. Similarly, population sizes and generations are changed

depending on the exit flag of the preceding run.
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This is done in order to ensure that the optimal end solution is the closest possible
to the desired global maximum and does not depend on a single combination of
numerical parameters and starting population ranges. Subsequent use of
deterministic optimization in gPROMS with the starting guesses from GA optimal

solution gives a further increase of the objective function value of 2.7%.

Table 4.3 - Numerical methods, solvers and parameters used in the optimization of
the reaction case [2]

SS case (Matlab, 2015)

Genetic Algorithm
Generations: 50000
StallGenLimit: 50 (fixed)
PopulationSize: 120 (starting)
TolFun: 1-10-12
PoplInitRange: from previous
The total number of runs: 50
Optimisation time: 11 h, 19 min, 4 s

SS case (gPROMS Modelbuilder, 2015)
MINLP - OAERAP Algorithm

MILPSolver: LPSOLVE
NLPSolver: NLPSQP
MaxIter: 200
OptimisationTolerance: 1-10-4
Optimisation time: 13s

FB and DC case (gPROMS Modelbuilder, 2015)
DO - CVP_SS Algorithm

MaxIterations: 10000
OptimisationTolerance: 1-10-3
Optimisation time: 18s
NLP - NLPSQP Algorithm
MaxFun: 10000
MaxLineSearchSteps: 20
MaxLineSearchStepLength: 1
MinLineSearchStepLength: 1-10->
NolmprovementTolerance: 1-10-12
OptimisationTolerance: 1-103
Optimisation time: 35 min
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4.4 Results

In the fourth and final step of the optimization stage, the results are analyzed.
The selected results of the optimization for different reactor cases (FB, SS, and DC)
are shown in Table 4.4. Although optimization for the case SS converged to 17
segments in series (N=17), an additional optimization was performed for one

segment (in which N is kept fixed to 1), just for the sake of comparing with other

cases.
Table 4.4 - The optimization results for four different cases [2]
CSTR FB SS DC
N 1 1 17 17
OF, mol/m3/h -148 943 1243 1252
Cc ena» mol/L 3.913 3.880 3.882 3.889
Vior, m3 7.8 1.7 1.3 1.3
Hipe, KW 309 255 322 323

A reactor with one well-mixed segment (which equals to the module in this case),
operating in the steady state, could be physically realized as a continuous stirred-
tank reactor (CSTR). As could be expected from reaction engineering theory, CSTR
displays the lowest efficiency, which is confirmed with the negative value of (Table
4.4). The main reason for low OF in the case of one steady-state segment (CSTR) is
the required volume, which is around six times larger than for the other analyzed
cases. Due to lower reactant concentrations and high demand for selectivity, the
optimized steady-state CSTR without reactant B dosing requires a large reactor

volume.
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The fed-batch case (FB), or one segment, i.e., module with no output, has a much
higher efficiency than the CSTR and requires less volume. This is due to good control
of the undesired product formation achieved by reactant B dosing. The results of the
simulation for optimal values for the FB case are shown in Figure 4.5a-b. The

dynamic optimization (DO) was done with 20 control intervals, which can be seen

in Figure 4.5c-d.
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Figure 4.5 - Optimization results for the FB case [2]
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Reactant B is added with a higher flow rate at the beginning of a 3-hour long
operation (also an optimization control variable, Table 4.2). The input flow rates of
component B are ranging from 117 to 293 L/h. Heat is added only in the first half of
the operation (with the maximum allowable heating rate of 150 kW), and afterward,
the reaction occurs at the expense of reaction mixture temperature. As shown in
Figure 4.5b, the temperature rises as heat is added to the system, all the way up to
the maximum of 415 K (just below the constraint of 423.15 K). The temperature then
drops as no additional heating is provided, while the endothermic reactions are still

taking place.

The application of stochastic optimization (GA with integer optimization) followed
by MINLP has shown that the optimal solution for the continuous steady-state case,
SS, is a reactor with 17 equally sized segments of the module. As it was elaborated
in the Screening stage (Section 4.1), more segments provide narrower residence
time distribution, and the flow pattern approaches the plug flow. From reaction
engineering theory, it is well-known that plug flow provides the highest reactant
concentrations, i.e., the driving force for the reaction. This is the main reason why
the optimal reactor volume is lower for the SS than for the FB case, in which the
reaction mixture is more diluted. However, the optimization demonstrated that
there are no additional benefits in introducing more segments above those 17. Thus,
the optimal SS solution of 17 segments could be physically realized as a tubular
reactor with 17 side inlet streams for reactant B. The flow through this tubular
reactor would be nearly a plug flow, with some axial dispersion (corresponds to 17
well-mixed segments), which is closer to physical reality than a perfect plug flow, as

some deviations from plug flow always exist.

As it can be seen from the concentration profiles (Figure 4.6a), the concentration of
product C increases along the reactor (over segments) while the concentration of
product D remains insignificant and within bounds set by the selectivity
requirements. This is achieved by careful dosing of reactant B, i.e., low values of the

inlet flow rates of B in the segments, as shown in Figure 4.6c.
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Similarly, as in the FB case, the input of the reactant B flow rate decreases
throughout the segments from the maximal value of 28 L/h to the minimal value of
7 L/h. Such values that correspond to a “drop-by-drop” dosing solution explain

insignificant values of the concentration of product D in Figure 4.5a and 4.6a.
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Figure 4.6 - Optimization results for the SS case [2]

Another variable that was optimized was the heat input rate for each segment,
shown in Figure 4.6d. The input heat rate is declining from one segment to the next,
which means that the reaction mostly runs at the expense of the already present

high temperature of the reaction mixture, achieved in the first segment.
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From segment 13 to 17, no heat is added to the system, which would be analogous
to the solution obtained for the FB case. Therefore, a decline in the temperature
profile is not surprising (Figure 4.6b). However, the total heat supplied to the SS case
reactor is 322 kW, while for the FB case, this input is lower by 26% (255 kW). This
means that FB is energetically more efficient for this reaction system. Nevertheless,
the decrease in volume from FB to SSis 30% (1.7 to 1.3 m3), which is the main reason
for the overall better performance of the SS case, depicted in the OF value (Table
4.4). It should be noted that in practice, the fed-batch reactor needs additional time
for discharging and cleaning between batches. This was not penalized in the OF.
Therefore, in a case that includes this time-lag in the OF, the SS case would

outperform the FB case even more.

To reiterate, the dynamic continuous case (DC) is optimized around the optimal SS
case by changing the input flow rates of reactant A and B and heat influx for each
segment periodically. The optimized variables are the amplitudes and phases of
periodic input variable functions as well as the frequency of the periodic change (Eq.

4.16-18).

The optimal control variable time profiles for the DC case are shown in Figure 4.7b-
4.7f. The frequency of the change of all control variables is 4.22 rad/s. The highest
obtained amplitude is for the flow rate of reactant B and heat input in the first
segment, as well as the inlet flow rate of reactant A. Therefore, these three variables
are shown separately from others in Figure 4.7c, 4.7e, and 4.7b, respectively. As can
be seen, the input flow rate, Qg ;, oscillates in the range of 7 L/h around the optimal
steady-state value (Figure 4.7c) which corresponds to the amplitude of 23.6% while
the heat input, H;, oscillates in the range of 10 kW around the optimal steady-state
value (amplitude 13.2%, Figure 4.7e). The inlet flow rate of reactant A oscillates
around the optimal steady-state value with an amplitude of 10.3% (Figure 4.7b).
Other flow rates of reactant B (Figure 4.7c) show different amplitudes of change for

each segment, as well as a phase difference between some of them.
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On the other hand, the heat input rates shown in Figure 4.7e lead to an interesting
conclusion that for some segments (8, 9 and 10) there is no amplitude change, i.e.,
the optimal heat input is constant and corresponds to the optimal steady-state
values. The total reactor volume for the DC case is held constant, so the results are

comparable to other analyzed cases.
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Figure 4.7a compares the reactor output concentrations of the desired product C for
steady state (SS) and periodic case (DC). Apparently, the concentration in the DC
case reactor is oscillating around a new “quasi-steady state," achieved after 2.5
hours from the start of the periodic modulations of the inputs. This concentration in
DC is higher than for the SS case. However, the reactor efficiency enhancement can
only be viewed via the respective increase of the component C molar flow rate, since

both the volumetric flow rate and the concentration are changing.
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Although the molar flow rate, which was optimized, was not plotted, it is clear from
Table 4.4 that the objective function OFpc is higher by only 0.7% when compared to
OFSS.

It should also be noted that the concentration of product D (Figure 4.7g) remains
within the desired range (selectivity constraint is always satisfied). The overall heat
input is the same for both continuous cases as it oscillates around the SS value.
Consequently, the overall improvement may not be large enough to justify switching
from the steady state to the periodic regime as the cost of dynamic operation is a lot
higher and makes process control much more demanding. Therefore, for this
examined reaction system, the proposed solution is a tubular reactor with a total
volume of 1300 L that consists of 17 side input streams for B, operating under a
steady-state condition with the values of control variables given in Figure 4.6c-d and

optimal values presented in Table 4.4.
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4.5 Conclusions

The ReSyPIO methodology was demonstrated on a general example of two
endothermic liquid-phase parallel reactions. The Phenomena Screening analysis
(stage 1) depicted potential improvements that fall into the structural, energetic,
and dynamic domain of process intensification and defined a phenomenological
module. Subsequent superstructure formation (stage 2) defined necessary mass and
energy flow connections for the general series of segments and finally resulted in
three cases, i.e., the fed-batch (FB), continuous steady-state (SS) and dynamic

continuous (DC) reactors that were optimized.

Different methods were used in the optimization of the superstructure and
operation regime (stage 3): dynamic optimization for the FB case, genetic algorithm
and mixed integer linear programming (to ensure global minima and accurate
results) for the SS case and dynamic optimization for the DC case. The objective
functions were carefully adjusted to different cases, in order to have fully

comparable optimization results.

The proposed solution is the reaction system that consists of 17 segments and is
operated in a steady state. This system would be practically realized as a tubular
reactor (plug flow with dispersion) with 17 side input streams of reactant B (which

participates in both reactions).

The discontinuous or FB case, which can be realized as a simple fed-batch reactor,
gives efficiency that is lower by approx. 30% than the proposed SS case, even when
the time lags between batches are not accounted for (which would further decrease

the objective function for the FB case).
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A continuous reaction system that operates periodically around the optimal steady
state (with 17 segments - tubular reactor) has shown small improvements
compared to the SS case. Therefore, the DC case is discarded due to expected higher

operation and control costs.

The applied methodology exemplifies a symbiosis between PI principles and PSE
methods and can be efficiently applied for conceptual reactor synthesis, to
demonstrate a theoretical improvement potential. In Chapter 6, the ReSyPIO
methodology will be applied to an industrial case of hydrogen production through a
water-gas shift reaction. Experimental investigation and results needed for the

Phenomena Screening stage are presented in Chapter 5.
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Nomenclature

Abbreviations

DOF degrees of freedom
GA genetic algorithm

MINLP mixed-integer non-linear programming

NLP non-linear programming
ODE ordinary differential equation
PI process intensification

PFR plug-flow reactor

PSE Process System Engineering

Variables and constants

A the amplitude of periodic change for an input flow rate of reactant A

Aaq; the pre-exponential factor for reaction / m3/mol/s
Ag,i the amplitude of periodic change for flow rate B in segment i

Ay the amplitude of periodic change for heat input rate in segment i

Cy heat cost mol/]
Cji concentration for component j in segment i mol/m?3
con conversion

Cp specific heat capacity J/kg/K
Eaq; the activation energy for reaction [ J/mol
H; heat input rate for segment i w
N number of segments

OF objective function mol/m3/s
Q volumetric flow rate m3/s
R ideal gas constant 8.315J/mol/K
sel selectivity
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su

Indexes

DC
e
end

FB

in

max
mean
ss

SS
tot

out

binary parameter (1 for presence, O for the absence of segment)

time S
temperature K
segment volume m3
the heat of reaction / J/mol
pi 3.14
density kg/m3
phase change between reactant B flow rate in segment i and Q, rad
phase change between heat input rate in segment i and Q, rad
phenomena rate for chemical reaction R1 mol/m3/s
phenomena rate for chemical reaction R2 mol/m3/s
frequency of periodic change rad/s

dynamic continuous case

environment

at the end of the operation

fed-batch case

segment index

inlet stream

component index (1, 2, 3 and 4 for A, B, C, and D, respectively)
reaction index (1 for (Eq. 1) and 2 for (Eq. 2))
maximum value

mean value in time

stationary value (steady-state)

steady-state case

total

outlet stream
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5 Experimental Study

Hydrogen, an important energy carrier of the future, produces no pollution
and has a high content of energy. It is formed as a direct product of the water-gas
shift (WGS) reaction, which occurs in various processes for the production of
hydrogen, ammonia, methanol, and different hydrocarbons, and is also a side
reaction during steam reforming of hydrocarbons and Fisher-Tropsch synthesis [3].
Since it is an equilibrium reaction, it may be intensified by selective removal of the
products, which can lead to higher yields and energy savings. The methodology for
reactor synthesis based on process intensification concepts and application of
optimization methods (ReSyPI0) that was presented in Chapter 3 will be applied on
sorption-enhanced and membrane-enhanced water-gas shift reaction. Carbon
dioxide will be removed through chemisorption on CaO particles, while hydrogen
will be removed through the Pd-Ag membrane. The following Sections in Chapter 5
are presenting the experimental and initial modeling study, published in Applied

Energy in 2016 [3].

The experimental study on water-gas shift (WGS) and sorption-enhanced water-gas
shift (SE-WGS) reaction was done over six months in 2015. All experiments were
conducted at the Department of Catalysis and Chemical Reaction Engineering,
National Institute of Chemistry in Ljubljana, Slovenia. The experiment planning,
design, execution, and analysis was done under the guidance of Blaz Likozar (Head
of Department) and Andrej Pohar (Researcher and Assistant Professor) and with

considerable help from Urska Kavci¢ (Technical Staff).
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5.1 Brief Overview of The Water-Gas Shift Reaction

The water-gas shift (WGS) reaction is traditionally applied in energy-related
processes for hydrogen enrichment, as well as for CO reduction in different
industrial cases. It is highly crucial in reforming systems for hydrogen fuel cell
applications and ammonia synthesis. Hydrogen has very high energy content and is
also one of the most environmentally friendly energy sources. Fuel cells, which
operate on pure hydrogen, have a rising application in energy-related domains and
high importance in the research of hydrogen as the applied energy carrier of the

future [330].

Plenty of WGS catalysts have been developed for the low and high-temperature
range, the first being an iron-chromium catalyst developed by Bosch and Wilde in
1912 [331]. In the industry, the WGS reactor can be exploited for both ranges: the
high-temperature range, which utilizes iron-oxide-based catalysts, and the low-
temperature range, which utilizes copper-based catalysts [331, 332]. The reactor
itself requires the largest volume in a fuel cell, primarily because of the slow kinetics

at the temperatures required for a favorable equilibrium gas composition [333].

Since the WGS reaction is equilibrium-limited, one of the ways to shift the reaction
towards the products’ side is by removing CO; from the reaction mixture. This can
be done by different sorption processes. Various sorption studies have been done
on different types of catalysts, sorbents, reactor configurations, and operational
regimes. Sedghkerdar et al. [334] showed that itis possible to achieve an outlet with
0% CO2 and 81.7% H: from steam gasification by using a packed-bed with coal and
CaO powder. Dou et al. [335] presented a continuous high-purity hydrogen
production by sorption-enhanced steam reforming of glycerol with in situ CO:
removal. An enriched hydrogen product of above 90% was achieved. Other in situ
CO2 capture studies involve the development of mixed catalyst-sorbent (calcium

oxide) pellets [336] or use of dolomite as the sorbent in packed-beds [337].
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Studies on different sorption-enhanced water-gas shift (SE-WGS) processes were
also performed with potassium-promoted hydrotalcite (K-HTC) as the sorbent.
These include research on pressurized bubbling fluidized-bed reactors [338], as
well as both low and high-temperature pressure swing adsorption processes, which
can give a 95% CO; recovery rate [339, 340]. The same sorbent was applied in a
hybrid sorption-enhanced membrane reactor, where both CO and H: were
removed with 100% Hz recovery [341] and a packed adsorbent-catalyst bed reactor,
surrounded by a hollow fiber membrane, i.e., SE-WGS and membrane permeation

[31].

By combining the sorption-enhanced reforming of hydrocarbons with CO; capture,
the obtained energy carrier Hz can be considered a CO2-free fuel [342]. The CaO-
based sorption process, with cyclic calcination and carbonation reactions, is one of
the most prevalent technologies for CO, removal from gasification [343, 344].
Integrated gasification combined cycle (IGCC) is a power generation technology to
convert solid fuels into electricity and IGCC with CO2 removal is regarded as a
promising option to mitigate CO2 emission. In this case, a WGS-absorber substitutes
the WGS reactors and desulfurization units and produces a hydrogen-rich stream
using CaO sorbent [345]. The cyclic operation has been displayed for the case of
sorption-enhanced steam methane reforming [346], and significant enhancement of

the reforming process can be achieved with the CaO sorbent [347, 348].

One of the main advantages of using CaO as the sorbent is its low price, non-toxicity
and no environmental impact, the possibility of use in fluidized bed reactors, the
possibility of reuse in cement production, and CO; removal at high temperatures,
where the kinetics are favored [343]. The sorbent can be regenerated with thermal
decomposition at temperatures higher than 1120 K [349]. Calcium oxide can be
implemented as a sorbent [350] also with the Calcium-Looping (CL) technology, or
multicyclic carbonation and calcination of the sorbent in gas-solid fluidized bed

reactors at high temperatures [347].

100



5.1  Brief Overview of The Water-Gas Shift Reaction Experimental Study

The experimental study on sorption-enhanced water-gas shift (SE-WGS) was done
to gain more understanding about the enhanced process and obtain kinetic and
diffusion parameters needed for the first step of the Phenomena Screening stage

(data collection).
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5.2 Experimental

5.2.1 Materials

For the experimental study, an iron-chromium based high-temperature
catalyst, HIFUEL W210 (Alfa Aesar) was used. The catalyst was supplied in the shape
of cylindrical pellets (size 5.4 x 3.6 mm). The recommended maximum operational
temperature was 540 °C. The pellets were ground and sieved to the particle
diameter of 160-250 pm. The small size of the catalyst particles assured negligible

mass transfer resistance in its pores.

The calcium oxide sorbent particles were sieved to the same size as the catalyst,
160-250 pm, and heated to 850 °C, in order to remove any impurities. Unwashed
glass beads (150-212 um), produced by Sigma (G9018-250G, Batch #095K0141)
were added as an inert. In the additional water separator unit, dodecane and silicon
dioxide were applied to trap the layer of the condensed water. For the laboratory
experiments, liquid water was used, as well as three gases: hydrogen, carbon
monoxide, and nitrogen. Hydrogen was applied for catalyst activation, and nitrogen
was used for purging the system. Concentrated sulfuric acid (19.15 M; Sigma-
Aldrich) was used for qualitative analysis of the adsorbent particles, to determine

the presence of carbonate.
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5.2.2 Equipment and Setup

The kinetic tests were performed in an automated and computer-controlled
laboratory reactor for catalytic microactivity analysis (MAR) by Process Integral
Development Eng & Tech. The MAR, along with the rest of the experimental setup,
is schematically shown in Figure 5.1. For the WGS and SE-WGS reactions, carbon
monoxide (1) was introduced into the system and mixed with the water vapor in the
blending unit (5). In its liquid form, water was kept at room temperature in a
reservoir tank (6) outside of the hot box. It was injected into the hot box with a 307
HPLC Piston Pump (7) (Gilson Inc.). The flow rates of the gases introduced into the
hot box (4) were controlled with mass flow controllers (MFC1-3) [3].

The water entering the hot box (4) was vaporized, since the inside temperature was
held at 160 °C, with the help of an electric convection heater (8), controlled by the
temperature controller, TIC1. After the mixing of the water vapor and the introduced
gas in unit 5, the inlet stream was passed through a buffer vessel (9), which

dampened any occurring pulsation due to evaporation.

The inlet stream was then passed through a six port VICI reactor standard bypass
valve (10) and was either introduced into the reactor (11) or sent out of the MAR.
The reactor was a stainless-steel tube (9 mm internal diameter, 305 mm long). The
catalyst and inert/sorbent were packed inside the tube (11b) and insulated with a
15 mm layer of glass wool at the bottom (11c) and top (11d). The temperature of
the packed-bed was measured with a thermocouple (TT2), and the temperature was

controlled with the TICZ controller.
After leaving the reactor tube, the outlet stream was conducted through a six-port

bypass valve (10) and into the Peltier cell (13). The stream was cooled down, and

water was separated inside internal storage [3].

103



5.2.2 Equipment and Setup Experimental Study

H,0.
@ NL0
(FICY Y E ------ 1 6
\1/ = :
W= —
X & "y, )
MFC1 8 '
reactor = — re— .- L __
co inlet y =T | :
% 12 (12
1 4
=
< H.O v byp?rss 11d
2 o
MFC2 inlet
H, 10
(FIC\ .
2 \3/ i
.:: H,0v
MFC3 goser R GC
11b. - -
9 11¢| 1 6
NZ
|~ reactor
2 o outlet 11_8
@ ul outlet <:
15b

[(Ble]

Figure 5.1 - The schematic representation of the experimental setup (MAR and

auxiliary units) [3]

Blue - component flows; purple - control equipment; full black lines - units
1. CO gas storage tank, 2. Hz gas storage tank, 3. Nz gas storage tank, 4. Hot box,
5. Gas mixer, 6. Inlet water tank, 7. Piston pump, 8. Convection heater,

9. Pulsation dampener, 10. Six port bypass valve, 11. Reactor, 11a. Steel porous plate,
11b. Packed-bed, 11c. Glass wool bot. insul,, 11d. Glass wool top insul., 12. Oven,
13. Peltier cooling cell, 14. Outlet water tank, 15. Separator vessel, 15a. SiO: (sand),
15b. Dodecane, 15c. Liquid water, 16. Micro GC, 17. Personal computer.
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The liquid level in the storage was controlled with a level controller (LIC1), and the
excess water was sent into a water tank (14) placed below the MAR. The outlet
stream was then passed through the hot box outside of the MAR and into an
additional separator vessel (15). The volume of the separator vessel was minimized
by adding a layer of silicon dioxide at the bottom (15a) and a small layer of dodecane
at the top (15b). The remaining water condensed from the outlet stream at room
temperature and was trapped between the dodecane and SiO; (15c). The remaining
gas composition was analyzed with a 490 Micro GC (16) (Agilent Technologies). The
GC device had two thermal conductivity detectors and used a mixture of hydrogen
and helium as the carrier gas. All GC analyses results were sent to the personal
computer (17), where they were processed. All mass flow, temperature, pressure,
and level controllers, as well as the pump and MAR operational parameters, were

directly programmed and controlled by the computer.

5.2.3 Method and Operating Conditions

Before the start of the kinetic analysis tests on the WGS reaction, the catalyst
was activated by a constant flow of hydrogen (5 mL/min, unit 2, Figure 1) for five
hours, while the packed-bed (11b) was kept at 300 °C. For the WGS and SE-WGS
reaction, two types of experiments were performed: steady-state and dynamic,
respectively. The reaction start times were controlled by the manipulation of the
bypass valve (unit 10 in Figure 5.1). For each experimental run, the bypass valve
was initially turned on (i.e., Figure 5.1), and sufficient time was provided, so that the
equilibrium inside the buffer vessel (9) could be achieved, and that the reactor inlet
composition was constant. The reaction was then initiated by the redirection of the
inlet stream into the reactor tube (11) filled with the catalyst and the inert/sorbent
(11a). The stop time of each experiment run was marked by turning the bypass valve

(10) on again.
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The WGS reaction tests consisted of a series of steady-state runs with the packed-
bed, which was filled with the catalyst and inert (11b). Glass wool was used to
insulate the bed on the top (11d) and bottom (11c). The oven temperature was held

constant for all relevant experimental test run repetitions.

A total of 2417 sampling tests were performed for the WGS reaction over the
permitted range of operating parameters, supplied by the catalyst manufacturer
(Alfa Aesar). In brief, the experiments were performed at the temperatures of 240-
510 °C, flow rates of 33-302 mL/min, and H20 to CO (STCO) ratios of 0.4-1.7. The
catalyst mass and the inert to catalyst ratio were also varied [3]. The full set of
operational parameters and the number of repetitions is provided in Appendix A

(Table A.1).

Initially, different temperatures, flow rates, and catalyst masses were tested to make
sure that the outlet composition of the components was not equal to the equilibrium
values (calculated using Eq. 5.2 in Section 5.3). It was determined that the inlet flow
rate of 100 mL/min, and the catalyst mass of 0.32 g, gave results which were well
below the equilibrium values. Thus, most experiments were done for these
parameters, by varying the inlet steam-to-carbon monoxide (STCO) ratio and the

temperature.

The SE-WGS reaction experiments were dynamic, since, during the operation, the
sorbent was irreversibly converted to CaCO3. Before each experiment, the reactor
tube (11) was purged with nitrogen (3) at room temperature to ensure that there
was no carbon dioxide present inside the reactor at the beginning of the experiment.
Afterward, the reactor was bypassed, and the desired initial ratio of water (7) and
carbon monoxide (1) was introduced. When the equilibrium between the liquid
water and the water vapor was achieved in the buffer vessel (9), the inlet gas was

introduced into the reactor.
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After enough time had passed (when the outlet composition results pointed to an
insignificant change in value), the bypass valve (10) was turned on, which marked
the experiment end time. Lastly, the catalyst was separated from the
sorbent/adsorbent mixture with a magnet. The packed-bed sample was removed
from the reactor and evenly distributed in a glass petri dish. For 24 experiments,
total carbon (TC) analysis was performed to determine the amount of carbon inside
the experiment samples, and the approximate value of the sorbent conversion,
which is explained in Section 5.4. The instrument used for TC analysis was
Rosemount Analytical Dohrmann DC-190. Some samples were subjected to
qualitative analysis with sulfuric acid, as well as X-ray diffraction (XRD) and
temperature-programmed oxidation (TPO) analysis, to determine the presence of
charcoal and the carbonate. XRD analysis was performed using the PANalytical
X'Pert Pro instrument, while TPO was conducted with a Micromeritics Autochem

2920 Chemisorption analyzer.

The operational parameters and the number of repetitions for the SE-WGS reaction
experiments are given in Table A.2 and A.3 (Appendix A). The parameters varied
were the temperature (270-510 °C), the total inlet flow rate (8-503 mL/min), the
STCO ratio (0.7-1.7), the sorbent to catalyst ratio (0.3-130), and the catalyst mass
(34.3-1869.5 mg).

All experimental runs for the WGS and SE-WGS reaction were automated since the
Micro GC collected and analyzes samples every 3 min. Many data points (from 15 to
over 300) were collected for each SE-WGS run, which improved the accuracy of the

parameter estimation, described in Section 5.4.
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5.3 Results

A total of 41 experiments were performed for the SE-WGS process at different
temperatures, STCO, and sorbent-to-catalyst ratios, as well as reactant ratios (Table
A2 and A3 in Appendix A). In Figure 5.2, the obtained data are shown for
experiment 18 [3].
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Figure 5.2 - The composition in time for experiment 18 of the SE-WGS reaction [3]

The SE-WGS experiments can be divided into 3 phases. During phase 1, CO: is
entirely removed by the sorbent so that its concentration at the exit of the reactor is
minimal. Also, the measured composition of the reactant CO is below the theoretical
equilibrium values (horizontal dashed lines). In this phase, maximum hydrogen
composition is obtained and maintained for another 30 min. The value and duration
of this maximum depend on the total reactant flow rate, temperature, and the

sorbent to catalyst ratio.
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Phase 2 is the phase of the diffusion limited carbonation reaction, which begins
when the sorbent surface is fully covered with CaCO3 (diffusion of carbon dioxide
through the outer carbonate layer) [351]. This phase is marked by decreasing
hydrogen composition and increasing CO; composition. The sudden transition
between the rapid initial reaction, followed by a much slower second stage has
already been documented [352]. The last phase (3) is the time period when CO; is
not removed by the carbonation reaction, and the gas reaches the thermodynamic
equilibrium. This stage is not reached on the presented experiment, but the
approach to equilibrium can be observed. Before the beginning of the experiment,
when the reactor is bypassed, only carbon monoxide is detected since the water has

been removed.

The total carbon mass measured in the sample for this experiment was 12%, which
can be converted to 60% mass of formed carbonate. However, it has to be noted that
this is only an approximate carbonization rate, as not all removed carbon dioxide is
converted into carbonate. Visually, charcoal was observed in many samples, and
subsequent TPO testing confirmed that carbon formation takes place during the
reaction, while X-ray analysis and qualitative analytical tests with sulfuric acid
reaffirmed the presence of considerable amounts of carbonate. Since it can be used
only as a rough estimate, the TC analysis was applied to a few experiments only. The

list of all the measured carbon mass samples can be seen in Table A.4, Appendix A.

In Figure 5.3, the equilibrium WGS and experimental SE-WGS results were
compared for experiments 10-14, 17, 19, and 20. As can be seen, there is a
significant difference in the maximal composition of hydrogen in the reactions with
and without the sorption-enhancement in the upper range of temperatures (higher
than 350 °C). For temperatures lower than 290 °C, the WGS reaction without
sorption gives a higher hydrogen output, which is most probably because a higher
effective catalyst area is available since it is not surrounded by the sorbent. The
difference of about 60% in the hydrogen output for T > 430 °C gives a good reason

for further investigation of the SE-WGS processes.
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Figure 5.3 - Maximal hydrogen outlet composition for STCO ratio 1.7:1,

total flow rate 33 mL/min and sorbent to catalyst ratio 9.2:1

for WGS (green) and SE-WGS (blue) [3]
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5.4 Estimation of Kinetic and Diffusion Parameters

5.4.1 Water-Gas Shift

The kinetics of the water-gas shift reaction was determined at high
convection conditions in order to remove the external mass transfer limitations.
Additionally, the small size of the catalyst particles (160-250 pm) assured a
negligible intra-particle diffusion resistance for all operational parameters, which
was also confirmed using a correlation by Comiti et al. [353]. The one-dimensional
mass balance (convection and reaction) equation for the packed-bed reactor, used

in the model], is, therefore:

dei(z) (1—¢)
v- = T

) 5.1
dz € L (5-1)

with the boundary condition:

c;(0) = ¢;

where v is the interstitial gas velocity, c; is the concentration of component i in the
gaseous reaction mixture (CO, H20, COz or Hz), z is the length dimension (in the
direction of the flow), ¢ is the void fraction and r; is the rate of reaction (positive for

the products and negative for the reactants).

The chemical equilibrium constant (K.q) for the WGS reaction can be calculated with

the following expression [330]:

eq eq
P .
K. = CO, "Hy _ e5693.5T‘1+1.081n(T)+5.44-10‘4T—1.12-10‘7T2—49170T‘2—13.15 52
eq_Peq_Peq_ ()
co "'Hy0

where T is the temperature in K.
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For the WGS reaction rates, a power-law equation is used [331].
ri=ikWGS'PgO'P1320'PL€OZ'sz'(l_ﬁ)'pcat (5.3)

1 PCOZPHZ

— 5.4
Keq PCOPH20 ( )

E
Kwes = A+ exp (— #) (5.5)

kwes is the rate constant, P; is the partial pressure of component i, a, b, ¢, and d are
the reaction orders of CO, H20, CO2, and Hy, respectively, S is a parameter defining
the approach to equilibrium (8<1, below equilibrium, f=1 at the equilibrium), pca is
the catalyst density, A is the pre-exponential factor, Ea is the activation energy of

reaction rate constant for the WGS reaction, and R is the universal gas constant.

The high-temperature WGS experiments were performed to obtain the Kkinetic
expressions for the process, which could be used for the sorption enhanced
operation. Regression analysis was performed with the trust-region-reflective
algorithm in Matlab 2015. An objective function was formulated as the sum of the
absolute values of the difference between each experimental value and its model
counterpart. The algorithm (function Isqnonlin) minimized the objective function by
varying the regression parameters (kinetic constants). Several initial

approximations were used to validate the detection of the global minimum.

The obtained power-law kinetic parameters with their 95% confidence intervals are
presented in Table 5.1. The units of A are mol g(catalyst)-1s-1 kPa-(@a+b+c+d) and the
partial pressures of the gaseous components are in kPa. kwgs is the reaction rate
constant, pcq is the catalyst density inside the reactor, R is the universal gas constant,

and T is the reaction temperature (K).
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Table 5.1 - The kinetic parameters obtained by regression analysis [3]

A (mol kPa-(a+bre+d) g -1 5-1) 1.11 +0.36
Eq (J mol-1) (6.21 £ 0.06) x 10
a 0.38 +0.03
b -0.10 £ 0.03
c 0.082 +0.002
d 0.082 +0.002

Considering that the power-law parameters ¢ and d have the same value, a
regression analysis was also performed for combined partial pressures of CO; and

H> in the form:

Cc
= ikWGS . PCqO ' szo ' (PCOZ ’ PHZ) ' (1 - )8) " Pcat (56)

which resulted in the same value, ¢ = 0.082, which was expected, since, in the
equation system, both CO; and H; are produced at the same rate and have the same

influence on the reaction.

As can be seen in Figure 5.4, a good agreement was obtained between the
experimental data and the power-law kinetics for various temperatures and steam-
to-carbon monoxide (STCO) ratios. Water was condensed prior to GC analysis. Some
of the experiments were performed under the conditions that allowed for the
reaction to reach the thermodynamic equilibrium, specifically the experiments at

higher temperatures, which is in accordance with fast reaction kinetics.
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Figure 5.4 - H; composition vs. reaction temperature for different STCO ratios;
catalyst loading: 0.3178 g; pressure: 1 atm; total flow rate: 100 mL/min.

The dashed lines represent the thermodynamic equilibrium [3]

The kinetic parameters obtained are valid for the commercial iron-chromium based
high-temperature catalyst, HIFUEL W210 from Alfa Aesar, and describe the catalyst
activity in the temperature range of 240 - 510 °C.

The equilibrium values of the hydrogen composition that were experimentally
reached at the upper-temperature range (above 450 °C) and STCO ratios (1.6:1)
match the equilibrium values calculated by Eq. 5.2 within the error of 0.2%. This is

slightly above the instrumental error made by the Micro GC (~0.1%).
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5.4.2 Sorption-Enhanced Water-Gas Shift

Simple models of the carbonation reaction have been presented [346, 354]
in the literature, while more descriptive ones include different gas-solid dynamics,
such as the shrinking core model [355], grain model [356, 357], pore model [352],
or the rate equation theory [358]. Apart from the different modeling approaches, the
described models also vary on account of the unique morphology of the sorbents
[355]. In a recent review, Perejon et al. have identified that the significant future
modeling challenge is the dynamic simulation of the calcium looping process. It has
been stressed that precise knowledge of the multicyclic CO2 capture behavior is
required and that it is of high relevance in order to predict the realistic process
operation [347]. For modeling of the process in this work, an adaptation of the

shrinking core model was used.

CaO particles react with CO2 in the gas stream, and CaCOs is formed at the surface of
the particles. Subsequently, CO2; must diffuse through the CaCOs3 layer formed at the
surface. This layer thickens with time as the reaction progresses, which results in
increasing diffusional resistance. The front between CaO and CaCOs3 is at the critical

radius, which changes with time by the following expression [359]:

_dr(t2) _ cco,/Vin,cao
dt TCZ + (RCaO — TC)TC + 1 (57)
RCaOZkg RCaO De,COZ kcarb

where r¢ is the critical radius of the CaO particles, Va0 is the molar density of CaO,
Rcao is the radius of the CaO particles, kg is the film mass transfer coefficient, Decoz is
the apparent diffusion coefficient, and ke is the carbonization reaction rate

constant.
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The expression considers three mass transfer resistances: the resistance through
the gas film, the resistance due to diffusion through the outer non-reacting layer,

and the resistance on account of the chemical reaction (1/kcars).

The componential material balances for the SE-WGS reaction process are:

dc;(t,z) _ _vaci(t, z) N 1-¢) .

5.8
ot 0z € ‘ (5:8)
0 t, d t, 1- 1-— 0X(t,
Ccoz( z) __ Ccoz( z) N ( £) r — ( €) Pcao (t,z) (5.9)
at 0z € € Mgy Ot

with the boundary conditions:
¢i(0 <t <texp, 0) =cip

pcao is the sorbent density, and Mcqo is its molar mass; X represents the CaO

conversion and can be calculated through the following expression:

. \°
X=1- ( ) (5.10)
RCaO

The gases were mixed inside the water condenser before Micro GC analysis (unit 15
on Figure 5.1). This was approximated with a continuous stirred tank reactor

mathematical description. The mass balance of the gaseous species is:

de; ¢
d_tl = Vv (Ci,in - Ci) (5.11)

where c;n is the reactor exit concentration, ¢, is the gas flow rate, and Vis the empty

volume of the condenser.
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The Micro GC sampling took place every 3 minutes and lasted for 10 s. The
experimental results are presented without water since it was condensed and
removed before analysis. For comparison, the gas composition without water was

also calculated using the model.

Itis of foremost interest to know the composition of the gas at the exit of the reactor.
The measuring technique, however, requires that only dry gas is analyzed, which is
why a condenser was fitted after the reactor, for water condensation. In the
condenser, gases are mixed to some extent, and 10 seconds of GC sampling follows.
The Micro GC, therefore, analyzes the 10 s average dry gas composition, at the exit
of the condenser. For the comparison between the experimental and model results,
the whole sampling process was modeled, and these results were subject to
regression analysis. The experimental data points are named GC output
experimental, while the model results are GC output model. The actual gas

composition at the exit of the reactor is also obtained with the model.

The initial simulations showed some discrepancy with the experimental data, which
was found to be the consequence of the non-ideal behavior of the shrinking core
particles, not accounted for by the model equations. Since the particles are not
spherical but of irregular geometry, there is an initial period, when some areas of
the particles are converted to CaCO3, while other areas are still available for the
reaction. This means that the reaction does not occur at a sharp interface, but rather
along a diffuse front. In order to describe this non-ideal behavior, the effective
diffusion coefficient was presumed to vary during the time. At the start of the
experiment, the value of the apparent diffusion coefficient for CO2 was D.,9, and from
that time the change was approximated as a linear decrease to the final value of D,
which comes into effect when the whole surface of the particles is covered by CaCOs.
In the model, this was correlated to the conversion of the particles: at zero
conversion, the apparent diffusion coefficient is D¢, and this value drops to De in a

linear manner, which occurs at a specific value of sorbent conversion (discussed
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below). This formulation is also following the findings of Alvarez and Abanades

[360], who found that the critical CaCO3 product layer thickness was only 50 nm.

The initial apparent diffusion coefficient, Deo, for all experiments at various
operational conditions, was found to be 1.65 x 10-° m?/s through regression
analysis. The high value implies that the diffusion is fast since the surface of the
sorbent is available for the reaction and that the kinetics is the limiting factor. The
final apparent diffusion, Dej, is temperature-dependent and described by a linear
relationship (for the temperature range of the experiments performed; 360 - 480

°C):

De; = De, 4 - Ty + De; ), = 3.342- 10713 - T, — 2,059 - 10710 (5.12)

where Ty is the temperature in K, and the units of De; are m2/s. kear» in eq. (5.7) is
temperature-dependent according to the Arrhenius law. The estimated activation
energy for the reaction-controlled regime was 72 kJ/mol [354], while the pre-

exponential factor was determined to be 1.005 x 102 m/s.

The drop from the initial value of the diffusion coefficient Deo to the final De4
occurred at the sorbent conversion of approximately 2 - 10%, which corresponds
to the time period when the surface of the sorbent was presumably fully covered
with CaCOs. The conversion was below 5% for cases of high sorbent to catalystratios
(e.g., 20:1). This is most likely because the whole surface of the sorbent was not
available for the reaction but blocked by other sorbent particles. The sorbent
conversion is also dependent on other characteristics, such as sorbent and catalyst
particle size and morphology, packing distribution [361], which cannot be
accurately predicted for different reaction/sorption systems. Nevertheless, the
estimate of 2 - 10% proved to be in excellent agreement with the experimental

results.
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The following equation was therefore used for the calculation of the apparent
diffusion coefficient, De:

o {Deo + (Dey — Deg), X5 < Xsmax (5.13)

Del' XS > Xs,max

Sorbent conversion for which the diffusion becomes the limiting factor, Xsmax, or

when the sorbent is presumably fully covered with CaCOs, is calculated as:
Xsmax = Xsa ' To+ Xsp =1.097-1073-T) — 6.387-1071 (5.14)

As the model needs to depict processes on two different time scales: the fast water-
gas shift reaction (on the scale of seconds or less) and a slow sorption process (on
the scale of 10s - 100s of minutes), a short time step for integration was necessary
in order to assure stability of the numerical simulations. Additionally, the pre-
exponential factor for the water-gas shift reaction was raised from 0 to the correct
value during the first minutes of the simulation to improve the stability of the
calculations. It can be argued that perhaps this describes even more accurately the
actual operation at the very beginning of the experiments since some time is needed
for the catalyst to perform at 100% (initial adsorption of the species and catalyst
conditioning). Apart from stability improvement, this assumption did not have a

substantial effect on the final solution.

The experimental and modeling results for experiment 15, performed at 420 °C,
with a total flow rate of 16 mL/min, STCO of 1.6, catalyst mass of 4.5 g, pressure of
1.5 bar and sorbent to catalyst ratio of 9.3 can be seen in Figure 5.5 (designated also

as Case c in the subsequent text).
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Figure 5.5 - The comparison between the experimental and simulated component
compositions for exp. 15; water was condensed before analysis (a).

The calculated gas composition with water vapor at the reactor exit (b) [3]

At these conditions, the whole sorbent surface was covered by CaCO3 after 10%
conversion. Figure 5.5a shows the gas constitution at the GC output.

Beginning from the eighteenth minute of the start of the experiment, hydrogen
reached 100%, and CO content reached 0%, which lasted for 20 minutes. Steady-
state was achieved after 200 minutes of operation. At that time, only a small effect
of the sorbent can be noticed. The exit molar fractions are almost at the
thermodynamic equilibrium. In Figure 5.5b, we can see the calculated time-
dependent profiles of the gas composition at the exit of the reactor before the
condensing of water. The CO2 concentration was kept at 0 for almost 40 min, except
for a small rise at the very beginning, which is documented in all the experiments
and described by the model. When CO was depleted at around 20 min after the
reaction started, the concentration of water stayed constant for another 20 min and
was decreased again as the COz was no longer reacting with the sorbent in a large

extent.

Figure 5.6 presents the modeling results inside the reaction/sorption reactor during
the time of the simulation. It can, how CO; and H20 were depleted, and COz and H»

formed during the reaction.
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CO and CO; values were kept at their minimum for the whole time of the sorbent-
efficient process. Since CO; was removed from the reaction mixture, the
thermodynamic equilibrium was shifted to the products’ side, so more CO and H20
were converted. Water was in excess, so it stayed at the same concentration when
the CO concentration reached zero. As the sorbent conversion reached 10% at
around 40 min, the sorbent outer layer was fully converted to CaCOs, and the
effective diffusion coefficient dropped to the lowest value of 2.58 x 10-11 m?/s. This
value is temperature-dependent, as was previously mentioned. At that time, the CO>
diffusion was too slow for CO; to reach the unreacted Ca0O, and its concentration
began to rise, while H20 could continue to react with CO. The final partial pressures
are the steady-state partial pressures for the residence time inside the sorption-
enhanced reactor. At the end of the experiment, the maximal sorbent conversion
almost reached 25%. If the experiments lasted longer, it could be expected that the
sorbent conversion would continue to increase. Higher sorbent conversions were
achieved with smaller sorbent particles and at higher temperatures [352, 362]. The
final sorbent conversions achieved for the experimental range of this work are in

accordance with the values found in the literature [352].

121



5.4.2 Estimation of SE-WGS Parameters Experimental Study

P P
a) co b) H20
‘ ' 90
50
85
~ Mo 00 80
50 : 75
__ 40+ [ 80+
g 30 30 70 70
a 20 @ 60 65
104 20 508 60
0 & 0 55
0.04 ‘ol 19 004 < 50
C 008 100 e
0.08 L~ ) ) 0.08 L 50 ' . 45
length (m) 0 time (min) length (m) 0 time (min)
PCOZ
c) e a0
) . 80
70
40| ) ) 60
= e
§30, = 150
% 20
o 40
10
30
0 . -
0.02 150 150 20
0.06 [~ 100 100 10
0.08 > 5% s 7
length (m) 0 time (min) length (m) 0 time (min)
X . D
e) T f) 4gx10 e
20 L
1.4 {
20 15 12 ]
g 15 4 |
10 «
>
=08
5 s a
0 06
0 g
150 P 0.4
g 100 0.2
008 W& 50 . _ _ ] |
length (m) 0 fime o) 0 50 100 150 200

t (min)

Figure 5.6 - Simulation results for exp. 15: (a-d) partial pressures (in kPa) of all
components along the reactor and in time: (a)Pco, (b)PHzo, (c) Pcoz and (d) Puz,

(e) the sorbent conversion X, and (f) the effective diffusion coefficient of CO: [3]
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After 200 min of the reaction/sorption time, there was only a small effect of the
sorbent (the removal of CO2 was negligible; green curve), which can be seen in
Figure 5.7. The gas composition almost corresponds to the thermodynamic

equilibrium, H; is above, and CO; is below the thermodynamic equilibrium line.
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Figure 5.7 - The simulated gas composition after 200 min for exp. 15.

The dashed horizontal lines represent the thermodynamic equilibrium. [3]

The results of four chosen experiments, along with the corresponding model
simulations, are presented in Figure 5.8. The operational parameters for the chosen
cases are presented in Table 5.2, while the operational parameters for all SE-WGS

cases can be found in Tables A.3 and A.4 in Appendix A.
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Table 5.2 - The operational parameters of four chosen experiments [3]

Tot. inlet Inlet Sorbent to
Exp. Temp., Catalyst
Case flow rate, STCO catalyst
Ne °C mass, mg
mL/min ratio ratio
a 3 480 67 1:1 456.3 10:1
b 11 450 33 1.7:1 479.5 9:1
c 15 420 16 1.6:1 479.6 9:1
d 27 386 8 1.2:1 250.64 20:1
a) reactor exit & GC output, without HQO b) reactor exit & GC output, without HZO
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Figure 5.8 - The experimental and simulation results of the gas composition at the

reactor outlet for four chosen experiments:

The model exit gas composition: line; the model GC output: full circle;

the experimental GC output: hollow circle. Water is condensed before analysis.

Cases a - d (upper left to lower right) represent Exp. 3, 11, 15 and 27, respectively. [3]
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Case a (Figure 5.8a, Exp. 3) had a very high flow rate of 67 mL/min, which is why
the sorption-enhanced process was not efficient. The sorbent to catalyst ratio was
10, and the outer layers of the sorbent were rapidly converted to CaCO3, after which
the reaction reached the equilibrium. The sorption process ended after
approximately 3 min. In Figure 5.8b (Exp. 11), the flow rate was half of the one in
Case g, and the successful sorption process lasted for around 18 min. Case b also had
a higher STCO, which resulted in a lower CO content, since the equilibrium was
shifted towards the products’ side. Since the water was condensed at the exit of the
sorption-enhanced reactor, a higher STCO is, in this sense, beneficial for the
enhanced performance. Cases ¢ and d were highly successful regarding the reaction
enchantment since CO; was kept at almost 0% for approximately 40 min. Case ¢
(Figure 5.8c, Exp. 10) was run at a higher temperature of 420 °C than Case d (Figure
5.8d, Exp. 27), which was run at 386 °C, which means the reaction kinetic processes
were faster. This was compensated with the twice as high flow rate in case d (15.5
mL/min) (compared to 7.7 mL/min in Case d). For Case d, less catalyst and more
sorbent were used. A larger amount of catalyst extends the sorbent-efficient period
[316]. Since both cases were very successful, the decision on the choice of operation
has to be made based on the required capacity, optimization, and overall process

economics.

More experimental and simulation results for the experiments at the operational

conditions corresponding to Figure 5.7 can be found in Appendix B.
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5.4.3 Simulation of the Cyclic SE-WGS Process

The CaO sorption process is irreversible, so the converted sorbent from the
packed bed must be replaced with a fresh sorbent in order to retain the process
efficiency. The converted sorbent can be discarded or regenerated, depending on
the process economics. Sorbent conversion loss with the number of cycles must be
considered [363] due to particle textural changes during calcination [346], and
sintering/diffusive-carbonation [364]. As shown in Sections 5.3 and 5.4.2, SE-WGS
experiments can be divided into three phases. The first phase of the experiment
gives the highest concentration of hydrogen (100% mole fraction) as the product
CO is efficiently removed from the gas, and the reaction equilibrium is shifted
towards the products. If the goal is to achieve the highest hydrogen productivity and
purity in the outlet stream, it is advantageous to repeat this phase cyclically, cutting
off the slow phase, which is limited by the slow diffusion of CO through the layers
of the produced carbonates on the surface of the CO particles [362-364].

Continuous operation can be achieved by switching the flow of the reactants to a
fresh catalyst/sorbent reactor bed, in a revolver-type action. The frequency of the
revolving depends on the desired outlet hydrogen purity and can be selected to meet
specificrequirements. To illustrate this, Andrej Pohar, a colleague from the Chemical
Institute of Slovenia, performed simulations for Case c¢ (Figure 5.8c). In the
simulations, it is assumed that fresh sorbent is present in the bed at the time of the
revolving. Two simulations are presented: Cyclic simulation 1 with 50 min revolving

time and Cyclic simulation 2 with 20 min revolving time.

Figure 5.9 presents the simulation results of the cyclic process. The mean outlet gas
composition after the condensation of water vapor for the 50 min revolving time
(Figure 5.9b) is 76.27% Hz, 16.75% CO and 6.98% CO2, while the equilibrium gas
composition (without SE-WGS) after water condensation would be 47.22% H>,

5.57% CO and 47.22% COx.
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The amount of produced H; is increased substantially, and the amount of CO: is
drastically decreased. The mean outlet composition for the 20 min revolving time
(Figure 5.9d) is 59.39% Hz, 39.36% CO, and 1.25% CO.. In this scenario, CO> is kept
atavery low level due to the efficient sorption process. The optimal time of one cycle
is approximately 40 min for the operating conditions of the case in question. The
simulation performed at that time resulted in the mean outlet composition of

78.94% H2, 19.82% CO, and 1.24% CO-.
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Figure 5.9 - Cyclic simulation 1: a and b; Cyclic simulation 2: c and d.
Presented is the gas composition at the exit of the reactor after water condensation
for Case c with fresh sorbent replacement every 50 min (a, b) and 20 min (c, d)
of SE-WGS operation. [3]
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5.5 Conclusions

The water-gas shift reaction can be efficiently enhanced by the removal of
CO2 from the gaseous reaction mixture, as shown by this Experimental Study,
published in 2016 [3]. The removal of the product shifts the reaction equilibrium
towards the products. Hydrogen production is improved, and the hydrogen molar
percentage can reach a value of 100% and stay at that level during the time in which

the sorbent is not fully covered with the CaCOs layer.

Diffusion of CO2 into the sorbent particles through the formed CaCO3 layer limits the
sorbent efficiency. Consequently, there is insufficient CO2 removal to affect the
process before full CaO conversion is achieved. Thus, smaller CaO particles would

allow for a longer sorption-enhanced process.

A higher STCO ratio is beneficial since the equilibrium is shifted towards the

products, and water can be condensed at the exit of the reactor.

Very accurate dynamic results were obtained on account of the fast Micro GC
analysis. The developed shrinking-core model gives valuable insight into the process
specifics and allows for the prediction of operation under various process conditions
and also provides the basis for further process optimization. The introduction of a
sorbent conversion-dependent effective CO> diffusion coefficient was imperative for
the description of the non-ideal shrinking-core behavior and the replication of the
experimental results. This type of process intensification can be of interest for

industrial H2 production.
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A revolver-type reactor design was simulated by colleagues from Slovenia for the
SE-WGS continuous operation. With the optimized revolver-type system, which
would also allow for sorbent regeneration, 100% hydrogen purity could be achieved
continuously. However, the sorbent conversion was low (less than 10%) and the
time of the sorbent replacement has to be chosen correctly to sustain high hydrogen
production. Also, the revolver-type, i.e., cyclic simulations were done for a
laboratory scale reactor, used for the experimental investigation of SE-WGS kinetics
with low molar capacities. In order to achieve industrial-scale capacities with
continuous production of hydrogen by using revolver-type configuration, many
operational, control, and storage questions arise. There is also a question of the
sorbent regeneration and whether it would be economically viable considering the
low levels of sorbent conversion and its properties to lose capture capacity after
several regeneration cycles [363]. The configuration would entail several big
reactors that would revolve from active to passive duty in short cycles, with passive
units being discharged and reloaded with fresh sorbent. Regeneration of sorbent of
this scale would be both expensive and ineffective due to the loss of sorbent
reactivity [365]. The control of such production would also be questionable and

expensive as it is a case of a series of discontinuous processes in a continual fashion.

One of the ways to maintain the continuous production of hydrogen through a
water-gas shift by the chemisorption-enhanced process would be to use trickling
sorbent particles. In Chapter 6, the ReSyPIO methodology will be applied to such an
industrial-scale process by using the experimental research data presented in this
Chapter. Additional intensification options, such as membrane separation of

hydrogen, will be also be considered.
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6. Reactor Synthesis for Hydrogen Production
Through Sorption- and Membrane-Enhanced

Water-Gas Shift Reaction
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In this Chapter, the methodology for reactor synthesis based on process
intensification concepts and application of optimization methods (ReSyPI0) will be
applied on industrial-scale hydrogen production via sorption-enhanced water-gas
shift (WGS) reaction for which the kinetic and diffusion parameters were
determined after extensive experimental investigation (Chapter 5). The WGS
reaction is widely present in the industry as a cleanup process for the removal of
carbon monoxide from reformates [366]. The WGS process is traditionally done in
the industry in two types of reactors: a high-temperature shift reactor, HTSR, and a
low-temperature shift reactor, LTSR [367]. The process is split into several stages.
The first stage is mainly done in the HTSR (320-360 °C and up to 60 bar), favoring
faster carbon monoxide conversion. The second and the following stages are done
in the LTSR (190-250 °C and up to 40 bar) in order to achieve higher conversions,
which are limited by the WGS equilibrium [368].

The thermodynamic limitations of the conventional WGS process can be reduced by
removing one or both products, i.e., by shifting the reaction equilibrium, according
to Le Chatelier’s principle [369]. The principle is already in use in present-day
technologies to get higher hydrogen conversion at a lower cost in terms of
temperature and pressure needed for the operation, as well as the volume of the
reactor itself [370]. One of the materials widely used for removing carbon dioxide is
calcium oxide [3, 109-111, 347, 365, 371, 372]. Calcium oxide can be implemented
as a sorbent with the Calcium-Looping (CL) technology, or multicyclic carbonation
and calcination of the sorbent in gas-solid fluidized bed reactors at high
temperatures [347]. However, as reported by Valverde et al, the sorbent
carbonation reactivity can be recovered only partially. The sorbent capacity
decreases gradually as the number of the CL cycles builds up. This can be solved by
introducing an intermediate reactor between the carbonator and the calciner, where
the carbonated solids are additionally carbonated at high temperature and high

carbon dioxide partial pressure [365].
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Wess et al. proposed an integrated process with reforming, WGS, and sorption at
operating conditions of 420 °C and 1 bar. The authors concluded that the addition of
the sorbent increased the production and purity of hydrogen. The used sorbent can
be either sent to the recovery unit, continually regenerated [109] or not recovered
at all. Martinez et al. showed that better hydrogen efficiency could be attained when
sorption-enhanced reactors are designed for atmospheric pressure operations,
rather than for pressurized (3 bar) conditions. This is due to lower investment and

operating costs [372].

The WGS reaction also can be enhanced by selective removal of hydrogen from the
reaction phase, mostly by membrane reactors [136-138, 159, 367, 368, 371, 373].
Dense metal membranes (palladium-based alloys, i.e., Pd-Ag) are usually used for
high purity hydrogen-permeate streams [136]. Theoretically, Pd membranes have
infinite selectivity towards hydrogen over other species. Most of the experiments
for membrane reactors have been done on atmospheric reaction pressure and in the
range of 0.4 to 3 bar [368]. Although higher pressures theoretically lead to higher
separation fluxes (e.g., Sieverts’ law) and therefore better hydrogen separation, they
also result in better permeation of the reactants through the membrane. As reported
by Mendes et al., at pressures higher than 4 bar, removal of the reactants occurs,

which has a detrimental effect on the carbon monoxide conversion [368].

It this Chapter, a reactor structure for continuous hydrogen production via WGS at
atmospheric conditions is proposed. This novel structure can include both trickling
calcium-oxide sorbent for carbon dioxide removal and membrane for hydrogen
separation. To date, there are several articles published where combined CO:
sorption and H2 membrane separation in the WGS process are considered [31, 80,
341]. This is the first time that all these phenomena are analyzed and optimized
systematically and simultaneously to derive a reactor concept that could be used for

WGS.
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Moreover, the concept of trickling solids [108] applied to WGS is relatively new and
could be favorable in terms of fixed and operational costs when compared to the

sorbent fixed-bed concept.

The presence or absence of these two enhanced processes, as well as reactor
structure and operating variables, are determined by applying the ReSyPIO
methodology presented in Chapter 3 and demonstrated on a general reaction case
in Chapter 4. This feasibility study for the new reactor concept design uses
experimental data and kinetics obtained for sorption-enhanced WGS on
atmospheric pressures, conducted for this work, published by Zivkovi¢ et al. [3] and
presented in Chapter 5, and data for a Pd-Ag membrane separation published by
Mendes et al. [135]. The reactor structure and operating variables are obtained by

using rigorous multi-objective optimization.

The following Sections of this Chapter are part of an article that was submitted for

publication in 2019 [4].
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6.1 Phenomena Screening

The WGS reaction kinetics, carbon dioxide chemisorption on calcium oxide
(SOR) and the Pd-based membrane separation of hydrogen (MEM) are first screened
to capture the thermodynamic and kinetic limitations in the operating range for the
used catalyst. The analysis is done for the atmospheric pressure since the
experimental data for sorption-enhanced WGS were obtained at that pressure, and
itis presumed that the Pd-based membrane is ideal, with infinite selectivity towards
hydrogen. The kinetic, diffusion, and thermodynamic data for the analyzed

phenomena are given in Tables 6.1-6.3.

Table 6.1 - Parameters for the WGS phenomena

Parameter Description Value / Units Present in Equation
kinetic 0.38 Eq. 5.3, page 112

“ exponent / Eq. 6.10, page 150
kinetic -0.10 Eq. 5.3, page 112

b exponent / Eq. 6.10, page 150
kinetic 0.082 Eq. 5.3, page 112

‘ exponent / Eq. 6.10, page 150
kinetic 0.082 Eq. 5.3, page 112

a exponent / Eq. 6.10, page 150
pre-exponential 1.11 Eq. 5.5, page 112

Alus factor mol kPa-0444 gcat1 51 | Eq. 6.10, page 150
6.21-10% Eq. 5.5, page 112

Eawgs energy of activation

] mol-1 Eq. 6.10, page 150

AHiygs ;ﬁi‘ﬁ;‘l‘;‘; kﬁj_l Eq. 6.15, page 151
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Table 6.2 - Parameters for the SOR phenomena

Parameter Description Value / Units Present in Equation
b initial apparent 1.65-10-° Eq.5.13, page 119
€o
diffusion coefficient m? st Eq. C.1, page 229
D final apparent 3.34-10-13 Eq.5.12, page 118
€1,a
diffusion coefficient m?2 K1 g1 Eq. C.2, page 229
final apparent -1.15-10-10 Eq.5.12, page 118
De1p
diffusion coefficient m? sl Eq. C.2, page 229
¥ sor. conv. coeff. for 1.10-10-3 Eq. 5.14, page 119
v diffusion limited stage / Eq. C.4, page 229
¥ sor. conv. coeff. for -6.39:10-1 Eq. 5.14, page 119
s,b
diffusion limited stage / Eq. C.4, page 229
pre-exponential 100.5
Adcar Eq. C.6, page 229
factor m s1
7.20-104
Eacar energy of activation Eq. C.6, page 229
] mol1
; -178.1
AHear reaction Eq. 6.16 page 151
enthalpy k] mol-1
Table 6.3 - Parameters for the MEM phenomena
Parameter Description Value / Units Present in Equation
4 pre-exponential 5.4-108 Eq.8[135]
Umem
factor mol m m2s1 Pa05 Eq. 6.14, page 151
1.07-104 Eq. 8 [135]
Eamem energy of activation
] mol-1 Eq. 6.14, page 151
s membrane 50 Eq. 8 [135]
thickness Hm Eq. 6.13 page 151

The gathered data for the WGS (Table 6.1), SOR (Table 6.2), and MEM (Table 6.3)

phenomena will be used in the next three Subsections to analyze the potential for

intensifying the water-gas shift process at the atmospheric pressure.
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6.1.1 Water-Gas Shift Reaction (WGS)

WGS is a reversible reaction. Although it has many elementary steps, the

overall reaction can be expressed as [374]:

CO + H,0 = CO,+H, AHYsq = —41.09 kJ /mol

The kinetic analysis, as well as kinetic parameters estimation of the WGS with
HiFUEL W210 iron-chromium catalyst, was shown in Subsection 5.3.1. Since WGS is
a moderately exothermic reaction, the reactant conversion and production of

hydrogen will be thermodynamically favored at low temperatures (Figure 6.1).
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Figure 6.1 - Carbon monoxide equilibrium conversion (a) and hydrogen yield (b) for

different steam to carbon monoxide (STCO) inlet ratios and gas temperatures [4]

Figure 6.1 shows that the maximum of the equilibrium hydrogen yield is achieved at
the inlet reactant ratio (steam to carbon monoxide, STCO) of 1. The magnitude of the
maximal yield increases with decreasing temperature. The gradient of the yield
decrease is smaller for STCO ratios higher than 1 when steam is the predominantly

present reactant.
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6.1.1 WGS Reaction Industrially Relevant Case

Carbon monoxide conversion displays a similar trend (Figure 6.1a) except for the
range of STCO ratios higher than 1. The maximal carbon monoxide conversions are

achieved when CO is the limiting reactant.

Figure 6.2 shows the maximal WGS reaction rates for different STCO ratios and
temperatures at 1 atm. As shown, higher temperatures and lower STCO ratios lead
to significant increases in the reaction rate values. The WGS reaction at 500 °C is
almost 80% faster than the reaction at 400 °C for the lowest STCO ratio. On the other
hand, higher STCO ratio leads to slower WGS rate. At 500 °C, the maximal WGS

reaction rate drops around 50%, when the STCO ratio is increased from 0.2 to 3.
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Figure 6.2 - Maximum WGS reaction rate for different steam to carbon monoxide

(STCO) inlet ratios and gas temperatures [4]

The displayed reaction rate-STCO gradient in Figure 6.2 becomes less pronounced
at lower temperatures. At temperatures below 300 °C, the gradient becomes
negligible, with the difference in rates for the lowest and highest STCO ratio of just a

few percentages.
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The displayed opposite directions of the thermodynamic and kinetic favorability of
hydrogen production were also corroborated by research of WGS done over the past
decades [111, 368, 374, 375]. These different effects are the main reason for the
enhancement of the reaction rate by selective removal of the product at less
favorable equilibrium conditions. Also, the higher reaction rate requires lower

residence time, and thus, the lower cost associated with the reactor volume.
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6.1.2 Carbon Dioxide Chemisorption (SOR)

One way to intensify the WGS reaction is by removing carbon dioxide, as the
product. In Subsection 5.3.2, kinetic, and diffusion data for sorption-enhanced WGS
(SEWGS) with calcium-oxide as the sorbent in a packed bed reactor was provided
[3]. It was shown that at temperatures above 350 °C, the hydrogen molar fraction
could reach 100% in the outlet stream during a particular time interval. The
hydrogen fraction remains 100% as long as the surface of the sorbent particles is
not fully covered with the CaCOs3 layer [3]. The chemisorption is therefore favored
at higher temperatures, and the sorbent needs to be regenerated before reuse. Since
the aim is to synthesize a reactor for continuous production of hydrogen, using
flowing sorbent particles is an alternative. This way, the need for fewer parallel units

is expected, which would significantly reduce the fixed costs [109, 347, 365].
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Figure 6.3 - Sorbent conversion for different gas temperatures and respective

diffusion limited stages (O) [4]
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Figure 6.3 presents the sorbent conversion for different gas temperatures at 1 atm.
The details on the sorbent particles that are trickling down the tube with structured
support (¢ = 0.15) are given in the legend of Figure 6.3. The solids hold-up is
calculated by using correlations taken from Nikacevic¢ et al. [376, 377]. In Figure 6.3,
the squares mark the position at which the sorption goes from the kinetic to the
diffusion-limited stage. The diffusion stage starts when the sorbent surface is
presumably fully covered with the formed calcium carbonate layer, as shown in
Chapter 5. The diffusion-limited stage is characterized by lower (linear form)
sorption rates with respect to distance from the reactor inlet. This is in contrast to
higher (exponential), kinetically limited stage rate. Figure 6.3 shows how the
sorption rate depends on temperature. At temperatures below 280 °C, the
chemisorption rate will be lower, and the diffusion-limited stage will not be reached.
As the gas temperature increases, the diffusion-limited stage will be reached closer
to the reactor inlet. However, this is true just up to 350 °C, when an opposite trend
occurs, and the stage limited by diffusion starts farther away in the reactor even
though the chemisorption reaction rate is higher. This can be explained by thicker
calcium carbonate layers formed at higher temperatures before diffusion becomes

the limiting factor.
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6.1.3 Hydrogen Removal Through Palladium Membrane (MEM)

The other possibility for reaction enhancement would be a separation of
hydrogen via the palladium-silver (Pd-Ag) membrane. The membrane is presumed
to be ideal with infinite selectivity towards hydrogen. The kinetic data is taken from
Mendes et al. since the authors have conducted an extensive experimental study on
enhancing the WGS reaction with Pd-based membrane reactors [135]. The
membrane uses a sweep co-current nitrogen inert gas on the permeate side. The
analysis is done for atmospheric pressure conditions. In Figure 6.4, the separation
flux of hydrogen through the membrane vs. molar fraction of hydrogen is shown. As
expected, higher temperatures and hydrogen fractions lead to higher separation
rates. The separation flux at 500 °C is over 60% higher than the one at 200 °C, in a

hydrogen-rich stream (fraction of hydrogen higher than 0.8).
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Figure 6.4 - Hydrogen separation flux through Pd-Ag membrane for different

retentate molar fractions and gas temperatures [4]
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6.1.4 Phenomenological Module Creation

By analyzing the WGS, SOR, and MEM phenomena, the following conclusions
are made:

1) The highest hydrogen yield with non-enhanced WGS reaction can be
achieved for STCO ratio of 1;

2) The WGS reaction is faster at higher temperatures but with significantly
lower hydrogen yields;

3) The SOR and MEM separation are favored at higher temperatures and higher
concentrations of carbon dioxide and hydrogen, respectively;

4) Shifting the equilibrium of the WGS reaction by using SOR and MEM
separation can lead to increased (above equilibrium) hydrogen conversion

at higher temperatures.

In order to create a phenomenological module, the initial layout of phases needs to
be determined. In Figure 6.5, an example of an initial phenomenological module is

given.

\{

Figure 6.5 - Initial phenomenological module for sorption- and membrane-enhanced

water-gas shift reaction
The module shown in Figure 6.5 has two gaseous phases, R or the reaction phase (a

gray area) and M or membrane sweep gas phase (blue area). It also has a solid

sorbent, the S phase (green area).
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Three analyzed phenomena occur in these phases: water-gas shift reaction (WGS)
only in the R phase, chemisorption (SOR) in the S phase with a transfer to/from the
R phase and membrane separation (MEM) in the M phase and transfer from the R

phase.

Since both WGS and SOR are exothermic processes, cooling might be needed for the
R phase. All of the defined phases have separate inputs: gray, green, and blue arrow.
However, the phenomenological module created in this way leads to optimized
scenarios where only the equilibrium WGS values are obtained. This is due to the
fact that the WGS reaction has not been intensified. The equilibrium shift is not
achieved despite having both hydrogen and carbon monoxide removal because the
inert (nitrogen) and hydrogen that make the sweep stream or the M phase, have low
heat capacities and cannot cool the R phase in a desirable way. As a result,
thermodynamically, smaller carbon monoxide conversions are favored (Figure
6.1a). As stated in Section 6.1.1, for high carbon monoxide conversions, low
temperatures are needed, for which the WGS rates are low. This can be solved by

adding another phase (W), that will be used for cooling of the R phase (Figure 6.6).

\

foei) M| >
ko (!

Figure 6.6 - Correctly created phenomenological module for sorption- and

membrane-enhanced water-gas shift reaction
Thus, the final module has four phases (W, R, S, and M) with three phenomena in

them (WGS, SOR, and MEM). Energy transfer is also present, and in Figure 6.6, it is
depicted as a transfer from R to W, S to R, and R to the M phase.
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The heat will be generated by the WGS reaction (red arrow inside the WGS
phenomena rectangle) and carbonization reaction (red arrow inside the SOR

phenomena rectangle).

Mixing of two hydrogen streams, from the R phase through the membrane with the
M phase sweep gas, also needs to be accounted in the energy balance (red arrow
inside MEM phenomena). The phenomenological module shown in Figure 6.6 will
be further splitinto segments and used for the creation of the reactor superstructure

in Subsection 6.2.1.
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6.2 Reactor Structure and Mathematical Modeling

6.2.1 Reactor Structure

The reactor superstructure that will be used in the optimization of hydrogen
production, which entails all three previously analyzed phenomena (WGS, SOR, and
MEM) is shown in Figure 6.7. The reactor consists of a number of phenomenological
modules, Nm (Figure 6.7a), that may differ in the presence or absence of the
phenomena, which will be determined in optimization. The modules that were
defined in Section 6.1 (Figure 6.6) are connected in series where the reaction inlet
stream into a WGS module, Fr, consists of a fresh supply of the reactants and inert,
Fri", and the outlet stream from the previous module (gray arrows). The proposed
structure allows co-feeding of the fresh feed at every stage, i.e., module, with the
reactant inlet ratio (STCO), flow rate (Fr"), and temperature (Tr) being optimization
variables. Each module can also have an independent feed of sorbent (green arrows)
with an inlet temperature T which is optimized. The presence or absence of the
sorbent feed and therefore SOR phenomena is determined by optimizing the sorbent
mass flux, Js. In the modules in which membrane separation is present, inert gas

sweep streams (blue arrows) are provided.
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Figure 6.7 - Schematic diagram for the reactor structure (a), it module structure (b)

and module/segment structure (c) [4]

Each module consists of a number of parallel segments, Ns, of the same length, L
(Figure 6.7b). Ns and L are optimized to get different velocities in the module and
the corresponding residence times needed for the WGS, SOR, and MEM phenomena.
According to the proposed ReSyPIO methodology, if the optimization results with a
solution in which all modules contain the same phenomena, then the modules are
considered to be segments of a single module, connected both in series and in

parallel.

Each segment is split into four different phases (Figure 6.7c). It has the same layout
as the phenomenological module defined in Figure 6.6, Subsection 6.1.4. The
structure of the module/segment is set in such a way to decouple the
heating/cooling processes from the MEM phenomena, as explained above. This
allows for potential scenarios in which the presence of only WGS reaction will be
optimal or the WGS in combination with the SOR and MEM phenomena. In general,
the modules can have one solid and three gaseous phases, or less, depending on the

results of the optimization.
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As stated in Subsection 6.1.4, the first gaseous phase is shown with a gray area in
Figure 6.6 and 6.7c. It is the reaction (shortly R) phase where WGS proceeds due to
catalyst coating on the structured support. The presence or complete absence of the
WGS reaction is controlled by optimizing the amount of catalyst in each module,
represented by its volumetric fraction, &.. The second gaseous phase is the sweeping
nitrogen and permeated hydrogen stream. It is shortly called the M phase and placed
inside the R phase (blue tube area in Figure 6.7c). The outer wall of the inner tube
(the M phase) is made of Pd-Ag membrane. Its diameter, du, is optimized to allow

the absence or presence of MEM separation.

The heat exchange medium, which is assumed to be pressurized steam, is placed on
the outside of the R phase for necessary cooling or heating for the WGS and SOR
processes. It is the third gaseous phase that surrounds the outer wall (W), shown in
black color in Figure 6.7c. The diameter of the outer wall, d, is optimized for each

module. The temperature of the wall, Ty, is constant and optimized for each module.

Apart from the three gaseous phases, a module/segment can also contain a solid
phase (green circles in Figure 6.7¢c). It is the sorption (S) phase consisting of calcium
oxide particles on which the chemisorption takes place. Since the chemisorption
requires carbon dioxide from the R phase, the sorbent particles are trickling down
the tube with structured catalyst support (i.e., Kerapak or similar). The phases,
which are all flowing in a co-current direction, are referred to as R, M, W, and S in all

equations and figures.
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6.2.2 Mathematical Model

The experiments and simulations done while determining Kkinetic
parameters of the WGS reaction [3], showed an insignificant pressure drop through
the bed, which is why the pressure is assumed to be constant in the current model.
The kinetics of the sorption-enhanced WGS reaction that was determined at high
convection conditions is also applied here. Thus, all external mass and heat transfer
limitations are considered to be negligible. It is assumed that the structured support
is coated with a thin layer of catalyst so that all mass transfer resistancesin the pores
can be neglected. Furthermore, the support, which occupies 15% of the reaction
volume, is made of aluminum with high thermal conductivity. This is the reason why
heat transfer resistances in the support are neglected. The sorbent particles are of
the same size (160-250 um) as in the experimental measurements (Chapter 5) when
it was assumed that mass transfer resistance in the particles and through the gas
film could be neglected [3]. The inner wall of the segment is made of a 50 um thick
Pd-Ag membrane assuring insignificant heat conduction resistances across the
membrane. The heat exchange medium is pressurized saturated steam, so it is
assumed that its temperature is constant along the reactor segment. Since all
reactions occur at low pressure (1 atm) and high temperatures (250-500 °C), the

gases are considered to be ideal.

The following assumptions are defined for the reactor mathematical model:

1) The reaction is occurring at atmospheric pressure;

2) The mass and heat transfer resistances in the sorbent particles and through
the gas film surrounding sorbent particles are negligible;

3) The fresh sorbent is supplied at the inlet of each module;

4) The maximal separation driving force across the membrane is considered
(the partial pressure of hydrogen in the permeate is equal to zero);

5) The pressure drop in the reactor is negligible;
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6) The mass and heat transfer resistances around the structured support and in
its pores can be neglected;

7) The heat conduction resistance across the membrane is negligible;

8) The temperature of the segment wall does not change along the segment
length and is equal to the temperature of heat exchange medium, T\ (can vary
between different segments, in accordance with the optimization results);

9) All gases are considered to have ideal behavior and follow the ideal gas law;

10) The plug flow pattern of all flowing phases is assumed (co-current flow).

One segment, which will have the same layout as its module (Figure 6.6), is displayed

in more details in Figure 6.8.
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Figure 6.8 - Graphical representation of one segment for module i

with the material and energy flows

A reactor segment of module i, displayed in Figure 6.8, is mathematically
represented by the following set of equations:

a) Component material balances for the R phase:

dFl, .

dVl"R = _d)]l/VGS (61)
dF} or .

dlj'i = —Pwes (6.2)
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i
daF, COy,R

Vi = ‘ibli/vas - (nb.é‘OR (63)
dFf;, . .
vt = dwes — Puem (6:4)
dF} p
2: — 6-5
=0 (6.5)
5
Fi= Z E} (6.6)
n=1

where ¢lycs, Pior and ¢k, are the corresponding rates for the WGS, SOR and MEM

phenomena, respectively:

, Cay
bwes = Pe 'rvfzgs ) dVCi (6.7)
i Ps, dVSi 6.8
d)SOR MS dVI_ ( " )
. . dA
Suem =Ju __aniL (6.9)
The WGS reaction rate, rvf,gs, is defined with the following equations [3]:
; _ i . 0385 ; —0104 _; 0082 _; 0.082
rvfzgs = Aawgs - Ewgs/R/Tk . Plco ) pﬁzo ) péoz ) pll-lz
. (6.10)
(1-8Y)
.1 Do, "1
pi = St (6.11)
Keqb Pco * Pu,o
b) Material balance equation for the S phase, shrinking core model [3]:
dri  cto, ML 1 1
vt - /[ T'Tiz pé ué (rCaO — 7/'si) 'rsi + 1 (612)
Tcao De! kéar
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c) Material balance equations for the M phase (Sieverts’ law) [135]:

Ok n . n
]}i/l — Wéem (pll_lz _ pll_IZ’M ) (6.13)
ki = A, - e Fmem/R/Tk (6.14)

where n = 0.5 (ideal membrane with infinite selectivity towards hydrogen) and

i n . .
Pu,m = 0 (maximum driving force).

d) Energy balance equations for the R, S, and M phases:

dHj . L

avi —bwes * AHywgs — Puem * Cpu, “ Tk — Erw — Ers — Egrm (6.15)
dH: . .

dvi = ¢sor " AHcar + Egs (6.16)
dHj . . o

dVA;l = ®mem * Cpu, " Tk + Erm (6.17)

where HS, H: and Hi, are the enthalpy rates for phases R, S, and M, respectively:

Hi =Ff-chp- Tk (6.18)
Ci
Hi=Ji.al.2S.Ti (6.19)
s —Js h ME S .
S
Hy =Fl chpyTh (6.20)

and Ek,, Eks and E, are the corresponding heat transfer rates between the

adjacent phases Rand W, R and S, and R and M:

dA%,

Eby = Upy - (TE = Ti)) i (6.21)
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E;es = Uiies ) (Tlg - Tsl) )

dAL
avi
dAl,

Eky = Uky - (T — Tfy) ¥

The additional differential equations are defined as:

vy

avi—

dAL, 2

avi

day, . 2

avi = MLr
duf__Ji A dpd
avt gl pi’ - AL, AV
dp§ dX;
avi = (PCaC03 - pCaO) “avi
dX.é =_3. r(,L;aOZ _dr(,éao
avi Reao® dV?

dvi R

av ., dludoxied)

dvt

(6.22)

(6.23)

(6.24)

(6.25)

(6.26)

(6.27)

(6.28)

(6.29)

(6.30)

All additional model equations and correlations are given in Appendix D, while the

values of the corresponding parameters are given in Appendix E.
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6.2.3 Model Validation

The overall model comprises the WGS reaction, CO2 chemisorption on Ca0O
sorbent particles, and Hz removal through the Pd-Ag membrane. All phenomena
present in the model were validated separately with experimental data from our
research [3] and Mendes et al. [135]. The agreement can be seen in Figure 6.9 (a -
WGS; b - sorption-enhanced WGS; ¢, d - membrane separation). Sorption-enhanced

WGS validation was performed with a stationary sorbent bed.
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Figure 6.9 - Agreement between the model (line) and experimental data (x) for
WGS (a), sorption-enhanced WGS (b) and membrane separation (c and d) [4]
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6.3 Optimization

6.3.1 Objective Functions

The goal of the applied ReSyPIO methodology is to optimize and analyze
which reactor structure, operational parameters, and presence of which phenomena
(WGS, SOR, and MEM) give the highest possible hydrogen yield at the lowest reactor
cost indicators. Since this is a feasibility study with no specific economic objective
function, different physical variables related to the WGS, SOR, and MEM costs are
quantified. The variables representing the main reactor costs are the amount of
catalyst used (Fe-Cr mass, the main WGS cost), inlet sorbent flow rate (Ca0 mass
flux, the main SOR cost), total membrane surface (Pd-Ag area, the main MEM cost)
and the reactor volume (the main reactor cost). These variables cannot be summed
up without corresponding economic data (i.e., prices) and can only be viewed

separately related to the hydrogen yield.

In order to define a single objective function that combines all before-mentioned
costs for the WGS, SOR and MEM processes, the main cost indicators are expressed
as the fractions of the respective volumes in the reactor segment volume, Vi. As
explained in Section 6.2.1, the reactor segment (Figure 6.7c) consists of three phases
R, S, and M, where the WGS, SOR, and MEM processes occur. Each of these processes
and their respective phases require a certain fraction of the module/segment
volume. The catalyst mass, which is related to the catalyst volume, is directly
proportional to the volumetric fraction of the catalyst in the segment, & (Eq. 6.24).
The total membrane area, shown in Eq. 6.26, is proportional to the volumetric
fraction of the M phase (inner tube) in the segment volume, ey. The SOR main costs
are related to the sorbent flow rate and are also directly proportional to the sorbent
hold-up, i.e., the volumetric fraction of the sorbent (S phase) in the segment volume,

es (Eq. 6.30).
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Therefore, the total reactor volume and the sum of the volumetric fractions for the
catalyst, sorbent, and membrane can be used to represent the costs for all three
analyzed phenomena (WGS, SOR, and MEM). The single objective function relating

the desired yield and the costs, that is to be maximized, could be defined as:

Yy, Yy,

OF = - . . — = - - .
I (et + iy + £5) - Vel ENR(VE + Vi + W)

(6.31)

The objective function defined with Eq. 6.31 can mathematically lead to scenarios
with minimal volumes for the catalyst, sorbent, and membrane (close to zero), for
which the limit of OF would be infinite, irrespective of the value of the yield (not
equal to zero). Also, in cases where both the yield and the costs approach zero, the
limit of Eq. 6.31 would be mathematically undefined. To circumvent this problem,
two objective functions are used for the optimization instead of one. These objective

functions are called Benefit and Cost functions:

Benefit =Yy, (6.32)
Nm
Cost = Z(Vg’ + UL+ V) (6.33)

i=1

The goal is to achieve the highest possible yield (maximum of Benefit, defined by Eq.
6.32) at the lowest expense of the catalyst, sorbent, and membrane (minimum of
Cost, defined by Eq. 6.33). In order to get sets of optimal results irrespective of the
scale of the problem, multi-objective optimization (MO) is used to solve the problem
[108,325-327]. MO gives solutions named as Pareto optimal set. Any solution within
the set cannot be regarded as a better solution than the others. Also, none of the
solutions in the set are worse than other solutions. All solutions of the set are
connected by a curve called Pareto optimal front. At any point along this curve, one
objective function can be improved at the cost of the other objective function [325].
Applied to this study, higher hydrogen yield (Benefit) can be achieved at a higher
cost of the volumes (Cost), and vice versa, lower cost of the volumes can be used at

the expense of the lower attained hydrogen yield.
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6.3.2 Optimization Cases, Variables and Constraints

The optimization is performed separately for Cases with a different number
of modules, Nm, connected in series (Figure 6.7a, Section 6.2.1). The list of optimized
Cases and their names are given in Table 6.4. Five intensified Cases with a different
number of modules, Nm, are optimized. The Base Case or the reactor with only WGS

present and no SOR and MEM phenomena is also optimized.

Table 6.4 - Optimization Cases [4]

Case Name Nm Possible
Phenomena
Base Case 1 WGS
Case 1 1 WGS, SOR, MEM
Case 2 2 WGS, SOR, MEM
Case 3 3 WGS, SOR, MEM
Case 4 4 WGS, SOR, MEM
Case 5 5 WGS, SOR, MEM

The optimized variables for each Case are listed in Table 6.5. The structural and
geometric optimization variables are: the number of segments for each module (Ns/,
Figure 6.7b), the segment length (L/, Figure 6.7b) and diameter (d/, the outer tube in
Figure 6.7c), segment’s M phase inner diameter (du/, the inner tube diameter in
Figure 6.7c) and the catalyst fraction of the solid structured support (&, dark gray
grid in Figure 6.7c). The operational optimization variables are: the temperature of
the module heat exchange medium or the W phase (Tw/, Figure 6.7b and 6.7c), the
molar inlet flow rate into each module (F* ), the module steam to carbon monoxide
inlet ratio (STCO"n), the module sorbent or S phase mass flux (Js'), the module inlet
temperature of the R phase (Tr*"), the reactor inlet temperature of the sorbent ( 7s™),
all shown in Figure 6.7a. The optimized variables and their lower and upper bounds

are given in Table 6.5.
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Table 6.5 - Pareto optimization variables [4]

Variable Lower Upper Bound
Bound
Nsi 100 le6
Li, m 0.1 2
di, m 0.05 0.5
dmi, m 0 0.5
gl 0 1
Fiin, mol/s 0 100
STCO#in 0.1 3
Jsi, kg/m2/s 0 3
Triin, °C 150 520
Tsn, °C 150 520
Tw,bin, °C 150 520

In order to compare Cases with a different number of modules, Nm, and the presence
or absence of different phenomena, the total inlet flow rate is fixed to 100 mol/s
(corresponding to industrial-scale reactor capacity). Parameters that are not
optimized are the module inlet inert flow rate (10 mol/s) and the operating pressure

(1 atm).

Two optimization constraints are defined:

1) The gas temperature in the R phase cannot surpass the maximally allowed

temperature for the operating catalyst, HIFUEL W210 (Tmax < 540 °C); and

2) The outer tube diameter with the R phase must be larger than the inner tube
diameter with the M phase (the specified difference is d-d» > 5 mm), to
accommodate the WGS (structured Kerapak packing) and SOR phenomena

(trickling sorbent particles).
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6.3.3 Optimization Algorithms and Criteria

The multi-objective optimizations are performed in Matlab 2018b by using a non-
dominated sorting genetic algorithm, also called controlled, elitist genetic algorithm
(a variant of NSGA-II). NSGA-II, the criteria of which are listed in Table 6.6, can
maintain satisfactory convergence of the non-dominated front and an appropriate

spread of the solutions [108].

Table 6.6 - Pareto optimization criteria [4]

NSGA-II Criteria Name Value
Number of variables Nvars 9-Nm+1
Population size Pop 10 - Nvars
Max. number of generations Gen 200 - Pop
Max. stall generations StallGenLimit 50
Pareto tolerance TolFun 1-103
Parallel computing UseParallel true
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6.4 Results and Discussion

The Pareto fronts for all optimized Cases (Table 6.4) and Cost values (sum of
volumes, Eq. 6.33) up to 10 m3 are shown in Figure 6.10. The base case, which
contains only the WGS reaction, gives the lowest maximum Yield function, up to
46%. Case 1 shows a significant drop in the Cost function (more than 55%,
relatively) when compared to the Base Case, for the same Yield. Case 2 shows a
further drop in Cost, up to 50% relatively, for hydrogen Yield above 48%, when
compared to Case 1. Case 3 shows a smaller improvement compared to Case 2 in
Cost (up to 0.5 m3) while Cases 4-5 do not show any improvements compared to
Case 3. The intensified Cases 2-5 can achieve Yield up to the theoretical maximum
of 50% (which corresponds to 100% conversion of the limiting reactant), but with
high costs (~10m?3). In the following analysis, Cases with four and five modules will

not be considered, as they give similar results as Case 3, with fewer modules.

T T T * T

Cost, m>

2 e 3 2 TSN 7
1 1 1 1 1 #’ ‘*'\** ***|* ** *
50 49 48 47 46 45 44 43
Yield, %
% BaseCase W Case 1l Case 2
* Case3 Y Case4d Case 5

Figure 6.10 - Pareto fronts for the analyzed Cases and chosen solutions [4]

159



6.4  Results and Discussion Industrially Relevant Case

Solutions that are selected for further analysis have Cost below 5 m3. They are

marked in Figure 6.10 with numbers (for Cases 1-3) and word Base (for the Base

Case). Solutions with similar Yields or close Pareto points are selected for further

analysis, to investigate how the presence of different phenomena (WGS, SOR, and

MEM), as well as reactor structure and operating conditions, contribute to the

overall decrease in the Cost value and increase in Yield.

Table 6.7 - Pareto optimization results for the Base Case and Cases 1-3 [4]

Case Base 1 2
Module i I 11
Reactor structure optimization variables
Nsi 422 2295
L, m 0.24  0.59
di m 0.093 0.144
dmvi, m 0.008 0.012
€d 0.14  0.03
Operating condition optimization variables
Fiin, mol/s 64.9 35.1
STCO! 0.74 1.66
Jsi, 1.79 1.26
Tgbin, °C 482 488
Tsin, °C 482
Tw!, °C 472 474
Constraint variables
TRr,max!, °C 507 488
di-dm', m 0.084 0.132
Yield and Cost function value
Y, % 48.26
Gas and sorbent mean residence time
Tl s 0.17 5.65

The values for optimization variables, constraints values, Yield, and Cost are given

in Table 6.7. Breakdown of the Cost function is shown in Figure 6.11.
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Instead of showing the volumetric fractions of the catalyst, sorbent, and membrane,
the main costs indicators for WGS, SOR, and MEM phenomena are analyzed in this
breakdown. The main cost indicators are the catalyst mass, sorbent mass flow rate,
membrane area, and total reactor volume. They are directly related to the

corresponding volumetric fractions, as discussed in Subsection 6.3.1.
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0 0.5 1 1.5 2 2.5 3
Catalyst mass, t Sorbent flow rate, kg/s

80

0 5 10 15 20 25 30 35 0 5 10 15 20 25 30 35
2 3

Membrane area, m Reactor volume, m

. Base Case . Case 1 Case 2 . Case 3

Figure 6.11 - Reactor cost indicators for the Base Case and Cases 1-3:

catalyst mass, sorbent flow rate, membrane area and reactor volume [4]
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The following statements can be made by comparing the results in Table 6.7 and

Figure 6.11:

1

2)

3)

4)

5)

6)

The needed catalyst mass decreases for more than 75% when two or more
modules are used (Cases 2 and 3) when compared to the Base Case;

The catalyst mass also decreases with the inclusion of the SOR and MEM
phenomena (up to 80% for Case 2, when compared to the Base Case);

The membrane area decreases with the increase of the number of modules,
Nm, and is more than 50% smaller for Cases 2 and 3, when compared to Case
1;

The intensified Cases 1-3 with SOR and MEM use significantly smaller
reactors than the Base Case reactor (relatively 30% smaller);

The Base Case reactor achieves lower Yield than the reactors for the
intensified Cases 1-3 (relatively around 3.5%);

Even though the sorbent total mass flux decreases with the increase of the
number of modules, Nm, the sorbent consumption, reflected in the total

sorbent mass flow rate, seems to be independent on Nm.

Further analysis on how the reactor structure, operating conditions, presence of the

SOR, and MEM phenomena improves the reactor efficiency will be given in the

following Subsections.
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6.4.1 Operating Conditions and the Reactor Structure

The temperature profiles in the R phase shown in Figure 6.12 point to two

different scenarios in the Base Case and the intensified Cases 1-3.
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Figure 6.12 - The gas temperature in the R phase for Base Case and Cases 1-3 [4]

The optimized Base Case results with a 20 °C lower inlet gas temperature and more
than 200 °C lower coolant temperature than Cases 1-3. The high inlet temperature
is needed for the short and fast kinetic WGS reaction stage at the beginning (Figure
6.2, Subsection 6.1.1). However, high temperatures do not favor more hydrogen
production (Figure 6.1b) and, since there are no additional enhancing phenomena
present in the Base Case, a large reactor and low coolant temperature is needed to
cool the R phase for more than 200 °C once the reaction has evolved. As a result, a
different operating temperature, larger reactor, and more catalyst are needed when
only the WGS reaction (Base Case) is considered. On the other hand, the Base Case
coolant temperature also requires considerably less heating energy, since it is 55%

lower than the coolant temperatures for the intensified Cases 1-3.
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The Base Case result corresponds to the traditional arrangement of the WGS
reactors: HTSR as the first reactor favoring CO conversion, and LTSR as the second
reactor favoring higher hydrogen yield [367]. When the temperature profiles in
Figure 6.12 are compared, the profile corresponding to Case 2 is the most uniform
one, with the smallest difference between the maximal and the minimal temperature
of the R phase. There are no visible peaks that could cause possible hot spots and
potential issues for temperature control [378]. More uniform profiles for the
intensified Cases 1-3 when compared to the Base Case can also be explained by the
higher temperatures needed for the SOR and MEM phenomena, as discussed in

Subsections 6.1.2 and 6.1.3.
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Figure 6.13 - The component molar flow rates (solid lines) in the reaction (R) phase
and the total hydrogen flow rate including the flow rate in the inner permeate tube

(dashed line) for the Base case (a) and Cases 1-3 (b-d, respectively) [4]
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When the component molar flow rates in the R phase (outer tube) are compared
(Figure 6.13), two scenarios are visible for the STCO inlet ratio. These scenarios
depend on the number of modules, Nm. The reactor with one module (Base Case and
Case 1) has equal molar flow rates of both reactants at the inlet (STCO=1, Table 6.7)
since this value gives the highest possible hydrogen yield (the maximum in Figure
6.1b). This was confirmed by Jang et al. (2012), who state that hydrogen productivity
increases drastically when the STCO ratio is around one, as WGS is an equimolar
reaction [369]. The reactors with more than one module result in a higher content
of carbon monoxide at the inlet (STCO<1), as lower STCO ratios lead to faster WGS
reaction (Figure 6.2). In order to compensate for the surplus of carbon monoxide at
the outlet of module [, STCO inlet in module Il is around 1.7 (§STCO>1) for Cases 2 and
3. A parallel can be drawn with the traditional WGS process, which is conducted in
two or three-stage catalytic converters with water being injected between the stages
to adjust the STCO ratio [368]. To reiterate, the inlet into module II is obtained as a
sum of the optimized inlet feed, and the outlet from module I. Mixing of these two
streams results in an almost equal ratio of both reactants at the inlet of module II
(Figure 6.13c and d). The benefit of having more modules is the reduction of catalyst
consumption and the total reactor volume. The ability to use lower STCO ratios near
the reactor inlet increases the WGS reaction rate in module I and decreases the R
phase residence time and, subsequently, the module volume. This is also confirmed
by comparing the number of segments, reactor length, and diameter values in Table
6.7. The first module for Cases 2 and 3 comprises less than 8% of the total reactor

volume, while the other modules comprise more than 92%.
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6.4.2 Chemisorption and Membrane Separation

The sorbent consumption, i.e., the mass flow rate of the sorbent does not
show a clear trend between Cases 1-3 (Figure 6.11), as it is the same for Cases 1 and
3 and 27% smaller for Case 2. However, the sorbent conversion is higher in the

reactors with more modules, as shown in Figure 6.14.
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Figure 6.14 - Sorbent conversion for Cases 1-3 [4]

The higher sorbent conversion is due to the increase of the residence time of the S
phase, ts (Table 6.7), which is a function of the sorbent hold-up and optimization
variables (cross-section area and sorbent flux, Eq. D.12 in Appendix D). When the
conversion profiles are compared in Figure 6.14, the last module for each Case has
a profile that qualitatively matches the one with both diffusion and kinetically
limited stages. These stages, as explained in Subsection 6.1.2 and Figure 6.3, are
marked with exponential and linear zones corresponding to the kinetic and

diffusion-limited sorption stage, respectively.
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The modules other than the last one, or module I of Cases 2 and 3, and module II of
Case 3, have the CaO conversion profile that seems to have only the exponential
stage, corresponding to the kinetically limited stage. When analyzing the CO2 molar
profiles in Figure 6.13b-d, at the outlet of the intermediate modules (module I in
Case 2 and 3 and module II in Case 3), it can be seen that CO2 is not completely
removed from the R phase. On the other hand, CO2 is completely removed at the
outlet of the last module for each Case (which is also the reactor outlet). Complete
CO2 removal is something that was achieved in experiments as well when sorption-
enhanced WGS was analyzed in a reactor with a packed bed [3]. It is worth noting
that, although the sorbent conversion rises as the number of modules increases, the
conversion levels are still low (less than 12%). The sorption costs include the costs
for “fresh” sorbent and partly used sorbent. As stated by Wess et al., the used sorbent
can be [109]:

1) regenerated in a separate unit, i.e., CaL technology [365];
2) continuously regenerated, i.e., fluid catalytic cracking [109] and circulating
fluidized bed riser [110]; or

3) notrecovered at all (either storage or use in other industries).

The first two options have problems with heat management needed to regenerate
the sorbent, and the decaying sorbent capacity after a few cycles. The third option
leads to better energetic efficiency since no heat is needed for the recovery, and
there are zero CO; emissions. Considering the beforementioned, the relatively low
sorbent conversion in our Cases, as well as relatively low calcium oxide prices and
high availability, the third option could be suggested. However, this should be

investigated in a more detailed, economic analysis.
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Figure 6.15 - Total hydrogen molar flow rate (dashed lines), and the flow rate in the
R phase (solid lines) for Base Case and Cases 1-3 [4]

Contribution of the membrane separation to higher hydrogen Yield can be observed
by comparing the total (R+M) and the R phase hydrogen molar flow rate profiles
(Figure 6.15). The separated hydrogen flow rate in the inner tube (M) is added to
the R phase hydrogen flow rate to calculate the total hydrogen produced. By
comparing the profiles in Figure 6.15, a conclusion can be made that the membrane
is better utilized in the reactor with fewer modules, although, at a much higher price
in the membrane area (Figure 6.11). In the reactor with just one module (Case 1),
the permeated hydrogen comprises more than 11% of the total hydrogen flow rate.
It leads to 96% of carbon monoxide conversion, which is slightly higher than 93.5%
achieved by Basile et al. at the same atmospheric pressure [368]. However, Basile et
al. used a temperature of 331 °C, which is significantly lower than 470+ °C for Case
1. As explained in Subsection 6.1.3, lower temperatures lead to lower MEM fluxes.
In cases with more than one module, the fraction of the permeated hydrogen in the

total hydrogen flow rate drops to less than 6% for Case 3.
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Hydrogen separation via the Pd-Ag membrane is expensive [379], both to
implement (cost of the membrane and fabrication) and control (operational costs).
Altogether, modest removal and its effect on equilibrium obtained in Cases 2 and 3
suggest that the MEM phenomena can be excluded without a significant loss in the
total outlet hydrogen flow rate, which will considerably decrease the total costs. The
results presented in Figure 6.13 demonstrate that the mixture at the reactor outlet
mainly consists of H2 (93 mol%, excluding the inert for Case 3), since CO2 is removed
by sorption, and the reactants are converted almost completely. This is favorable

from the separation point of view, even without the membrane.
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6.4.3 Proposed Structure and Operating Conditions

According to the results presented in Section 6.4 (Figure 6.11), Case 2 is
proposed for the conceptual design of the reactor for hydrogen production via WGS
reaction on atmospheric pressure. Case 2 is selected due to the lowest catalyst mass
required for the WGS reaction (552 kg), the lowest sorbent consumption (51.6 kg/s)
and significantly lower total reactor volume of 22.6 m3 when compared to non-
intensified Base Case. This proposed reactor structure consists of two modules. The
first module (0.24 m in length) has 422 segments or tubes, and the second module
(0.59 m in length) has 2295 tubes. The conversion of carbon monoxide is 95% or
64% higher relative to the equilibrium conversion at the same operating conditions.
The main stream exiting the reactor has a very high molar fraction of hydrogen
(92.2%), environmentally undesired carbon dioxide in traces (0.7%) and 7.1% of
the reactants (excluding the inert). Both modules should include the SOR
phenomena, i.e., the trickling sorbent particles. The inlet operational variables for
the proposed Case are listed in Table 6.7. The presence of the MEM phenomena does
not contribute considerably to the H; yield and purity at the outlet of the R phase, as
shown in Figures 6.13 and 6.15, while the costs of the membrane are rather high.
This result suggests that the membrane could be excluded from the reactor.
However, both reactor cases (with and without membrane separation) could be
analyzed in the next stage of the reactor design and optimization, which should

include more detailed cost analysis (with prices).

Considering the analysis done in this section, the following relevant results and

explanations are emphasized:
1) The first benefit of using the SOR and MEM enhanced processes is a higher

hydrogen yield, lower reactor volume, and lower catalyst consumption when

compared to the non-enhanced WGS (Base Case).
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When compared to the Base Case, the intensified WGS in the reactor with one
module (Case 1) gives a higher yield with 25% less catalyst, and 39% reduced
reactor volume. However, it also comes with additional costs in sorbent
consumption (70.8 kg/s) and membrane fabrication and operation (33.5 m?2).
Higher yield, lower reactor volume, and lower catalyst mass are the results of
exceeding of the thermodynamiclimitations of the conventional WGS process. These
limitations are overcome by removing one (CO2) or both products (COz and Hz) and
by a subsequent shifting of the reaction equilibrium, according to Le Chatelier’s

principle.

2) The second benefit of using the SOR and MEM enhanced processes is a more
balanced reaction temperature profile when compared to the non-enhanced

WGS (Base Case).

In the absence of reaction intensification, the Base Case firstly needs a high
temperature for the faster reaction rate and a subsequent significant drop in
temperature to exceed the equilibrium limitations and force the reaction towards
higher carbon monoxide conversion. Substantial temperature differences can be

undesirable from the point of view of temperature control.

3) Having more than one module is beneficial for the enhancement of the WGS

reaction.

Additional modules allow for feeds of different STCO ratios and feed flow rates to be
introduced into separate locations in the reactor. This way, the WGS reaction can be
carried out at a higher rate in the first, smaller module. The higher rate is achieved
with a lower STCO ratio (around 1) and at thermodynamically less favorable
conditions. In the second module, the high STCO ratio favors better carbon
monoxide conversion at kinetically less favorable conditions. The outcome is a
shorter residence time and significantly reduced catalyst mass. The reduction in the
catalyst mass for Case 2 is 74% relative to the intensified WGS with just one module

(Case 1) and 80% relative to the non-enhanced Base Case.
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6.4.4 Pressure Drop Considerations

Since the Pareto optimization runs discussed in Section 6.3 were done for
isobaric conditions, a simulation with pressure drop is performed. The results of the
simulation show whether the pressure drop is negligible as assumed in Section 6.2
and whether it will affect any crucial results. Additional model equations for

pressure drop are included [377]:
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where dpép/dVi is the pressure drop in the segment of module i due to structured

packing and dp,"np/dV" is the pressure drop due to the moving sorbent particles.

The total pressure in the R phase drops from 1 atm at the reactor inlet to 0.995 atm
at the reactor outlet, which is a 0.5 % change. No visible changes are detected in any
of the profiles shown in Figures 6.11-6.15 or in the values in Table 6.6. It is,
therefore, reasonable to assume that the fifth assumption (negligible pressure

change) in Subsection 6.2.2 is valid.
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6.4.5 Reaction Pressure as Optimization Variable

Case 2 without membrane separation (MEM) was recommended as the
reactor structure in Subsection 6.4.3. This was due to the low contribution of the
MEM phenomena to the overall hydrogen molar flow rate output, as demonstrated
in Figure 6.15. Since the driving force for hydrogen separation depends on the
partial pressure of hydrogen in the reaction (R) phase (Eq. 6.13), it is expected that
the MEM flux rate will increase with the rise of the total pressure in the R phase.
Separation dependence on pressure was also reported in many published articles
[30, 31, 135, 368, 371]. In this Subsection, the previously optimized Cases will be
compared to a new Case (Case 2*), with two modules and additional optimization
variable, the R phase pressure (Table 6.8). The goal is to explore whether higher
pressure would lead to a significant contribution of the MEM phenomena in the
overall hydrogen molar flow rate output and how the reactor efficiency and cost

indicators would change.

Table 6.8 - Optimization Case 2* and Previously Optimized Cases

R Phase
Possible
Case Name Nm Pressure,
Phenomena
atm
Base Case 1 1 WGS
Case 1 1 1 WGS, SOR, MEM
Case 2 2 1 WGS, SOR, MEM
Case 3 3 1 WGS, SOR, MEM
Case 4 4 1 WGS, SOR, MEM
Case 2* 2 up to 4 WGS, SOR, MEM

The upper bound for the new optimization variable, the R phase pressure, is set to 4
atm since it has been reported that at higher pressures removal of reactants can

occur which lowers separation efficiency and carbon monoxide conversion [368].
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Figure 6.16 - Pareto fronts for analyzed Cases and the additional Case 2* with the

chosen solutions

The Pareto front attained for Case 2* (with pressure as optimization variable) is
shown in Figure 6.16, together with the Cases obtained in Section 6.4. All solutions
comprising the Case 2* front have the R phase pressure at the upper bound, 4 atm.
This was expected, as pressure was not penalized in the Cost function (Eq. 6.33) and
higher pressure leads to higher hydrogen yield as shown in Figure 6.16. The solution
that was chosen for further analysis is shown with a number 2* The detailed

optimization results for this case are listed in Table 6.9.

The chosen point for Case 2* corresponding to 4 atm has a total Cost of 1.98 m3 and
a 48.74% Yield. Higher hydrogen yield and reduced reactor cost indicators are the
direct result of the higher WGS rate due to the pressure increase (Eq. 6.10). Case 2*
has significantly less volume (reactor length) and slightly higher maximal

temperatures than Case 2 (corresponding to 1 atm). The residence time of the
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sorbent is shorter in the reactor with higher pressure, while the module | membrane

diameter is over two times bigger than the diameter for Case 1.

Table 6.9 - Pareto optimization results for the Base Case and Cases 1, 2 and 2*

Case Base 1 2 2%
Module i I I I 11 I 11
Reactor structure optimization variables
Nsi 362 | 4771 | 422 2295 | 141 3412
Li, m 1.01 0.32 0.24 0.59 | 0.10 0.14
di, m 0.332 | 0.127 | 0.093 0.144 | 0.087 0.157
dmi, m / 0.022 | 0.008 0.012 | 0.045 0.010
g 0.12 0.14 | 0.14 0.03 0.15 0.11
Operating condition optimization variables
Fiin, mol/s | 100 100 64.9 35.1 278 722
STCO! 0.94 1.00 0.74 1.66 | 0.62 1.18
Jsi, / 1.20 1.79 1.26 | 0.36 1.17
Trbin, °C 462 483 482 488 482 488
Tsin, °C / 482 482 482
Tw!, °C 258 472 472 474 472 401
Constraint variables
TR,max}, °C 492 535 507 488 503 533
di-dmi, m 0.33 | 0.105 | 0.084 0.132 | 0.042 0.147
Yield and Cost function value
Y, % 44.36 | 47.96 48.26 48.74
Cost, m3 3.73 | 490 3.28 1.98
Gas and sorbent mean residence time
Ti, s 695 | 486 | 0.17 5.65 | 0.15 10.9
Ts, s / 25.5 30.7 57.7 144 128

The inlet STCO ratio and temperature trends remain the same as before, with lower
values in the first module, and higher values in the second module. When the
temperature profiles of the R phase are analyzed (Figure 6.17), the temperature
gradient inside the reactor is much greater for the case with 4 atm, when compared
to the intensified Cases at 1 atm. However, the gradient is still smaller than the one
for the Base Case. The sorbent conversion profile for Case 2*, which is shown in
Figure 6.18, remains similar to a kinetically limited stage in the first module and

diffusion limited stage in the second module. However, lower sorbent conversion is

175



6.4.5 Reaction Pressure as Optimization Variable Industrially Relevant Case

observed at 4 atm. This is as a result of the significantly lower particle residence

time (Table 6.9) when compared to the intensified Cases for 1 atm.
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Figure 6.17 - The gas temperature in the R phase for the Base Case and Cases 1,2,

and 2*
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Figure 6.18 - Sorbent conversion for the Cases 1, 2, and 2*
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Figure 6.19 - Reactor cost indicators for the Base Case and Cases 1, 2, and 2*:
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Figure 6.20 - Total hydrogen molar flow rate (dashed lines), and the flow rate in the
R phase (solid lines) for the Base Case and Cases 1, 2, and 2*
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When the reactor cost indicators are compared (Figure 6.19), Case 2* corresponding
to the total pressure of 4 atm has significantly lower total reactor volume (more than
double) than the Cases at 1 atm. The lower volume is due to higher WGS rates and
lower residence time needed for the reaction. The membrane area is also smaller,
more than three times when compared to Case 2. The cost indicators that are higher
for Case 2* are the sorbent flow rate and the catalyst mass. The increased sorbent
usage is as a result of the smaller reactor and the reduced particle residence time.
Case 2* gives a higher yield when compared to Case 2, but with the increased catalyst
and sorbent usage. The most important finding comes from Figure 6.20 that shows
the hydrogen molar flow rate profiles. The profiles do not show considerable
improvement in membrane separation for the 4 atm Case when compared to the 1
atm Cases. As visible in Figure 6.20, the M phase hydrogen flow rate is only a few
percentage points of the R phase hydrogen flow rate for Case 2*. Since the MEM
phenomena contribution remains rather small, higher reaction pressure
optimization did not change the previous conclusion stated in Subsection 6.4.3.
Moreover, all of the pressure optimization values are on their upper bounds,
suggesting the excess of degrees of freedom and that pressure would need to be
penalized, i.e., included in the Cost function. Higher hydrogen yields were expected,

but the question remains at what price regarding the construction and operation.
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6.5 Conclusions

In this Chapter, the ReSyPIO0 methodology was successfully applied to
synthesize a reactor system for an industrial reaction case. Due to the thorough
analysis, the application led to answers how the reactor structure, operational
conditions, and presence of sorption- and membrane-enhancing processes affect the
hydrogen production through water-gas shift reaction at atmospheric conditions.
After the detailed analysis of the enhancing phenomena, a pseudo-homogeneous
one-dimensional model was developed for a rigorous optimization. Multi-objective
optimization was efficiently exploited, in which the Benefit function was defined as
the hydrogen yield at the exit of the reactor, and the Cost function as the sum of the
volume fractions for catalyst, sorbent particles, and membrane, multiplied by the
total reactor volume (representing the reactor cost indicators). The defined reactor
superstructure allowed for co-feeding of fresh feed at different reactor locations,
determined in the optimization. Several reactor designs and operational parameters

were optimized.

The results of the multi-objective optimization analysis showed that inclusion of
chemisorption and membrane separation led to higher hydrogen yields, lower
reactor volumes, and decreased catalyst consumption. The enhanced processes
were also accompanied by better-balanced temperature profiles when compared to
the non-intensified water-gas shift process. By adding additional fresh reactant
streams with determined composition along the reactor, the catalyst consumption
and reactor volume decreased even further. In the end, it was concluded that the
high-capacity reactor containing two modules, two different reactant supply
streams and CaO sorbent particles trickling down the structured catalyst bed
(sorption-enhanced water-gas shift process) gives the highest hydrogen yield at the

lowest reactor cost indicators.
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Nomenclature
Abbreviations
HTSR the high-temperature shift reactor
LTSR the low-temperature shift reactor
MEM hydrogen removal through Palladium membrane
SOR carbon dioxide chemisorption
WGS water-gas-shift reaction

Variables and constants

a
A

Benefit

Nvars
OF
STCO

Pm

specific area

area

Benefit objective function
concentration

isobaric heat capacity

Cost objective function
diameter

driving force

molar flow rate

gravitational acceleration constant
heat transfer coefficient

rate of heat transfer

membrane separation (M phase) molar flux
sorbent (S phase) mass flux
length

molar mass

number of modules

number of segments

number of variables

single objective function

steam to carbon monoxide ratio
pressure

permeability

radius

mol/s
mol/m3
J/mol/K
m3
m

Pas

mol/s
9.80665 m/s?
W /m?/K

I/s
mol/m?/s
kg/m?/s

m

kg/mol

1/m3

Pa
mol -m/m?/s/Pa®>

m
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R universal gas constant 8.314462175 J/mol/K
Tcao unreacted sorbent particle radius m
Recao fresh sorbent particle radius 160 — 250 um
t time s
T temperature T
u velocity m/s
U overall heat transfer coefficient W/m?/s
/4 volume m3
1% volumetric flow rate m3/s
X conversion
y molar fraction
Y Yield
z the distance along the total reactor length m
€ volumetric fraction
A conductivity W/m/K
U viscosity Pa-s
p density kg/m3
1) component between-influence factor
T residence time s
E heat transfer rate per segment volume J/m3/s
OmEM membrane separation phenomena rate mol/m3/s
bsor chemisorption phenomena rate mol/m3/s
dwes water gas shift reaction phenomena rate mol/m3/s

Water gas shift reaction parameters [3]

Aay,gs
Eay,gs
kwgs

Twgs
AHy, g6

Carbonization reaction and diffusion parameters [3]

Aacar
De,

pre-exponential factor

activation energy

Arrhenius' water gas shift reaction rate
water gas shift reaction rate

reaction enthalpy

pre-exponential factor
diffusion parameter

molkPa=%"b=¢=4/qg/s
kJ/mol
molkPa=%"b=¢=4/qg/s

mol/g/s
kJ/mol

m?/s
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Ea qr activation energy
kcor Arrhenius' carbonization reaction rate
AH g, reaction enthalpy

Membrane separation parameters [135]

AGpmem pre-exponential factor

Eanem activation energy

kimem Arrhenius' membrane separation rate
6 membrane thickness

Viscosity parameters [380, 381]

v2,v3 NIST model parameters
va,vb,vl Sutherland model parameters

Isobaric heat capacity parameters [380]

CparCpp - Shomate equation parameters

Conductivity parameters [380]

11,12,13 NIST model parameters

Non-dimensional numbers and coefficients

kJ/mol
m/s
kJ/mol

molm/m?/s/Pa®>
kJ/mol
molm/m?/s/Pa®>

um

Ar Archimedes number

Cp shape resistance coefficient

Fe the ratio between mass flow rates of S and R phase
Fm Federov’s number

Ke the ratio between kinetic energy of sorbent and R
Pr Prandtl number

Re Reynolds number

Re’ modified Reynolds number

182



6 Nomenclature Industrial Reaction Case
Subscript indexes

0 reference value

c catalyst

dyn dynamic

e effective

eq equivalent

eqb equilibrium

er effective radial

frac the fraction of the structure

h hydraulic

ine inert (N,)

m,n component m,n

M M phase

max maximum

mean mean value

mp moving particle

R R phase

rel relative

Rs expressed on the Rankine scale (1°R=1K-9/5)

s sorbent particle

S S phase

stat static

sp structured (Kerapak) packing

v void fraction for pseudo-homogenous system

w W phase

A conductivity index

U viscosity index

Superscript indexes

in
Nm
out
tot

module index i=111111,..
inlet

total number of modules

outlet

total for all segments in one or all modules
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A new methodology for reactor synthesis based on process intensification
concepts and application of optimization methods (ReSyPIO) was proposed and
applied to a general and an industrially relevant reaction case. In the general
reaction case, the proposed solution is the reaction system that consists of 17
segments and is operated in a steady state. This system is practically realized as a
tubular reactor with 17 side input streams for the dosed reactant and optimal
distribution of heat supply. In the industrial, water-gas shift reaction case, the
application of ReSyPI0 methodology results in a large-capacity reactor that contains
two modules, having different reactant supply, and CaO sorbent particle streams,
trickling down the structured catalyst bed, or a sorption-enhanced water-gas shift
process. The ReSyPIO methodology provides recommendations for the reactor
structure, operating conditions, and in the general reaction case, the operational
regime of the analyzed reaction. As demonstrated in Chapters 4 and 6, the ReSyPIO
methodology successfully applies the principles from all four domains of process

intensification:

Structure domain - it provides a combination of phase and segment layouts of
different sizes interconnected in different ways and
examines the PI options for miniaturization (Chapter 4)
and utilization of structural inserts (catalyst supports)

(Chapter 6);

Synergetic domain - it allows for the presence of multiple phenomena that have
synergetic contributions, such as a combination of reaction

and separation (Chapter 4 and 6);

Dynamic domain - it determines the operational regime (steady-state vs.
dynamic, Chapter 4) and examines forced periodic

operation (Chapter 4);
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Energetic domain - it optimizes the energy flows/rates in the system (Chapter

4 and 6).

More detailed and specific conclusions, related to the ReSyPIO methodology and the

applied examples, have been given in Chapters 4, 5, and 6.

The main advantages of the developed methodology are:

1)

2)

3)

4)

5)

6)

Judgments in the reactor selection and design, i.e., decision making, are based
on a systematic analysis and optimization, and not solely the result of
heuristics and experience (i.e., “what comes to mind”).

Theoretically, the ReSyPIO methodology allows for an infinite number of
structural, synergetic, dynamic, and energetic variations. Therefore, some
judgments have to be made by the designers, according to their best
knowledge and experience. However, those selections are limited to the ones
that are physically viable and (in some cases) more important.

The ReSyPI0 methodology allows for simultaneous optimization of both the
structure and the operational regime, which is rare among methodologies
presented in the literature.

The ReSyPIO methodology is general enough and conceptual, meaning that it
can be applied to various reaction cases and processes, from different
chemical and process industries.

The optimization results can give a valuable insight into the phenomena
which could lead to new layouts, subsequent optimization, and possibly to
novel solutions. The ReSyPIO methodology consists of reverse stages and
steps, meaning that, if the optimization results point to wrong or inferior
layouts, new ones can be created.

The ReSyPIO methodology is not confined to a few numerical methods that
can be used, and its results do not have to rely on specific and economic
parameters, i.e.,, variable prices. Other numerical methods, aside from the

presented ones, can be used and implemented.
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The application of the ReSyPIO methodology has also shown several shortcomings:

1)

2)

3)

4)

5)

The ReSyPIO methodology relies on the validity and breadth of the
experimental data. It is highly sensitive to unavailability or/and uncertainty
of experimental information, i.e., physical and chemical parameters, similar
to all other first principles modeling approaches.

The result of the application, i.e., the recommendation for the reactor design,
largely depends on the quality and availability of the numerical and
optimization solvers.

Matlab 2018b numerical solvers can be used only for simple reactor
structures. The simple structure has up to 10 complex modules (more than
two phases and several phenomena) or up to several hundred simple
modules (a combination of one phase and several phenomena or two phases
and two phenomena). Optimization of more complex superstructures and
dynamic operational regimes requires the use of more sophisticated
software, which could be more costly and time demanding.

The application of the ReSyPIO methodology can be time-consuming as it
requires experiment data collection, thorough analysis, modeling, and
optimization.

The ReSyPIO methodology is applied on the feasibility or screening level. The
following detailed optimization-based reactor design in which process
control (or controllability) is included might show that the previous
recommendations are not viable, functional or they do not provide the

predicted efficiency and process enhancement.
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Nevertheless, with everyday advances in numerical solvers, creation of new
stochastic and hybrid stochastic-deterministic algorithms, the ReSyPIO
methodology could evolve and become applicable to the more complex structure
and module layouts. Integration with analytical Process System Engineering
methods, e.g., the Nonlinear Frequency Response Method, might prove to be
valuable when simultaneously determining the reactor structure and the

operational regime.
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Appendix A

Conditions for Water-Gas Shift and

Sorption-Enhanced Water-Gas Shift Experiments

Table A.1 - Operating conditions for WGS reaction experiments [3]

Tot. inlet Inlet Inert to
Exp. Temp., Catalyst Number
flow rate, STCO catalyst
Ne °C mass, mg of runs
mL/min ratio ratio
1-5 270 84
6-10 300 1.7:1 96
11-15 330 1.4:1 95
16-20 360 33 111 98
21-25 390 110
2630 | 420 0.7.1 485.5 9.2:1 104
31-35 450 0.4:1 82
36-40 480 110
41 66 18
42 480 200 11 19
43 302 19
44 240 1.6:1 19
1.6:1
45-49 270 131 121
200 11 360.3 14.3:1
50-54 | 300 0.7:1 123
0.4:1
55-56 | 330 0.7:1 42
0.4:1
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Table A.2 - Operating conditions for WGS reaction experiments [3]

Tot. inlet Inlet Inert to
Exp. Temp., Catalyst Number
flow rate, STCO catalyst
Ne °C mass, mg of runs
mL/min ratio ratio
57-61 240 139
62-66 270 128
67-71 300 1.6:1 132
72-76 330 1.3:1 131
77-81 360 100 1:1 317.8 7.9:1 138
82-86 390 126
87-91 | 420 0.7:1 128
92-96 450 0.4:1 131
97-101 480 112
102-106 510 112
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Table A.3 - Operating experimental conditions for SE-WGS reaction [3]

Tot. inlet Inlet Sorbent to | Number of
Exp. | Temp., Catalyst
flow rate, STCO catalyst data
Ne °C mass, mg
mL/min ratio ratio points”
1 351 200 1:1 372.7 9:1 15
2 480 200 1:1 532.7 9:1 57
3 480 67 1:1 456.3 10:1 57
4 480 33 1:1 51.7 102:1 58
5 350 33 1:1 54.1 98:1 97
6 480 33 1:1 50.7 66:1 119
7 480 503 1:1 35.1 56:1 33
8 479 503 1:1 1869.5 0.3:1 24
9 480 33 1.7:1 34.3 130:1 48
10 480 33 1.7:1 485.5 9:1 43
11 450 33 1.7:1 479.5 9:1 40
12 428 33 1.7:1 483.2 9:1 81
13 390 33 1.7:1 481 10:1 65
14 360 33 1.7:1 486.8 9:1 54
15 420 16 1.6:1 479.6 9:1 281
16 446 33 1.4:1 486 9:1 6
17 330 33 1.7:1 490 9:1 24
18 510 8 1.6:1 490.7 12:1 310
19 300 33 1.7:1 469.4 10:1 30
20 270 33 1.7:1 494.6 10:1 43

* This number refers only to points gathered during the second and third phase of the experiment,

which was used for parameter estimation.
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Table A.4 - Operating experimental conditions for SE-WGS reaction [3]

Tot. inlet Inlet Sorbent to | Number of
Exp. | Temp., Catalyst

flow rate, STCO catalyst data
Ne °C mass, mg

mL/min ratio ratio points”
21 390 8 1.6:1 216.1 28:1 275
22 390 200 1.6:1 288.6 14:1 56
23 386 8 1.6:1 496.9 12:1 295
24 390 200 1.6:1 603.6 6:1 15
25 390 200 1.6:1 601.2 6:1 38
26 300 100 1.3:1 509.8 10:1 47
27 386 8 1.2:1 250.64 20:1 254
28 360 100 1.3:1 500.99 10:1 59
29 360 8 1.2:1 250.44 20:1 286
30 480 100 0.7:1 509.8 10:1 52
31 360 100 1.3:1 500.8 1:1 70
32 360 57 1054:1 500.62 1:1 117
33 360 100 1.3:1 501.07 14:1 193
34 360 100 1.3:1 250.22 28:1 52
35 360 100 1.3:1 501.04 10:1 480
36 360 100 1.3:1 501.3 10:1 139
37 360 100 1.6:1 501.41 10:1 212
38 359 100 1:1 501 10:1 164
39 360 97 0.7:1 501.2 10:1 218
40 360 100 1.2:1 501.3 10:1 171
41 360 100 0.7:1 501.4 10:1 225

* This number refers only to points gathered during the second and third phase of the experiment,

which was used for parameter estimation.
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Table A.5 - Carbon mass percentage in the analyzed experiment samples [3]

Exp. C mass, Exp. C mass, Exp. C mass,

Ne % Ne % Ne %

4 7.51 13 6.14 22 4.27
5 3.26 14 3.50 23 5.67
6 9.04 16 5.11 25 4.03
7 6.91 17 1.71 26 1.44
9 7.14 18 12.00 27 4.67
10 8.34 19 1.32 28 2.29
11 6.74 20 1.32 29 3.98
12 5.90 21 4.68 30 1.72
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Appendix B Additional Simulation Results

for Casesa,band d
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Figure B.1 - Additional simulation results for Case a [3]
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Figure B.2 - Additional simulation results for Case a [3]
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Figure B.3 - Additional simulation results for Case b [3]
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Figure B.4 - Additional simulation results for Case b [3]
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inside the reactor, with H20 exit of the reactor, with HZO
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Figure B.5 - Additional simulation results for Case d [3]
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Figure B.6 - Additional simulation results for Case d [3]
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Appendix C Additional Model Equations

Material Balance Parameters and Variables

Kinetic and diffusion parameters for chemisorption and sorbent conversion [3]:

pet [P+ (06 =De) X < X =
Dej, Xs > Xsmax
. 1 .
De' = — Def +
100-<1— s )
1 + e Xs,max (C.Z)
1 . . . oo
s ol i [0 (Ded = Deo) - X/ Ximas]
De!l = Dey, ' TL + Dey,, (C.3)
X.é,max = Xsa- T}% + Xsp (C4)
i\
Xi = _( CaO) (C.5)
RCaO
ké‘ar = Aacqr - e_EacaT/R/T’é (C.6)
Water-gas-shift (WGS) reaction equilibrium correlation [3]:
569?'5+1.o77-log(T};,)+5.44-1o‘4T}§—1.125-10‘7T,{,2—4.917-104T,§_2—13.148 (€.7)

i —
Keqb =e R
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Sorbent hold-up and velocity equations [376, 377]:
i _ 6 (1 B E;P)
b= ——22 (C8)
as +4/d;,
di —0.647 0.404
; . 1.123 ;—0.486 ;0.453 eq i "0
Bl =9.67 - Rel - Art -Ke! <—> (1-€4)
& N dj N (C9)
. ££p0.726 / 100
Bitar = 0 (C.10)
&5 = Bayn + Bscar (C11)
i _Ai
ufg = % (C].Z)
Ps " & Ag
Energy Balance Parameters and Variables
Heat transfer coefficient equations and the corresponding correlations:
1 d}, 1
O S (C13)
U 4 2er  hgy
1 1 db
o~ 4 : (C.14)
Upw  hrw 4 e
1 1
— (C.15)

T
Ugs  hgs
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Effective radial conductivity [382]:

A=Ay = AL, ((1 — \/::,) + \/E—" \ (C.16)

(1—J_+ \/5/

Structured catalyst support conductivity (binomial fit for NIST [380] aluminum
data):

Ay, =2y =-5-10"5" T2 +5-1073 - T} + 246 (C.17)

Correlation for heat transfer between R and S phase [383]:

- — AL
hi = 8.2951-107 - Re 15 3365 EL 13863 . ;=5.0530 R (C.18)
2+ Reao
Correlation for heat transfer between R and M phase [384]:
i \—1/3 i 0.14 ;
. . . L ;
hin = 1.86 - Rel, ™ - pri'/?. ( L.> : <H’ZZ'M> I (C.19)
21y Hu, R 21y
Correlation for heat transfer between R and W phase [385]:
;1021 21 Ak
haw = /1; sp +0.033- Re} - Pri - T (C.20)
dh eq
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Viscosity equations

For CO and CO2 components, Sutherland model is used [381]:

va i \*?
i — . m . Rs . 10—3 (C21)
l’lm l’lo,m vb,}:n <TRS’0>
va,, = 0.555- T + vl (C.22)
vbl, = 0.555 Tk, + vl (C.23)

For H», N2, and steam, the linear fit of NIST experimental data is used [380]:
p, =v2, - T+ v3, (C.24)
For the gaseous mixture:

1/2

)" 6]
o ()]

Z (C.26)

poy nYn (pumn

(C.25)

i —
umn —
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Isobaric heat capacity equations

For all gaseous components and CaO, parameters for Shomate equations are taken

from NIST [380]:

. Tl l 2 Tl 3
i = Cpam + Cpmm " g0 * Coom (1000) T Cpom” <1000>

o (C.27)
Tl
¥ Coem/ (m)
For CaCOs3, calcite [386]:
Chcaco, = —184.79 +0.32322- T§ — 3688200/T —1.2974-107* - TE
(C.28)
+38835-Ti "
For R (n=5) and M (n=2) phase gas:
n
ch = Z Vi Chm (C.29)
m=1
For the S phase:
C;ia,s =X Czia,CaC03 + (1 - X.g)czi),Cao (C.30)
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Conductivity equations

For gaseous components, binomial fit for NIST experimental data is used [380]:

Ay =y T 4 12, - TH+ 13, (€31)
For the gaseous mixture:
i \1/2 1/4 2
An M,
1+ (532) ()
i _ n m (C.32)
Pamn = Mo \1/2
: Zm
8- (1+ M, |
] yi _/11'
A= UL (C.33)

- i. /.l
m Znyn (pi,mn
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Non-dimensional numbers, intermediate and other variables

i=FIg'M§?'déq

Re ——— (C.34)
A
; C;i)R':u;'?
Pri = /1—1 (C.35)
R
i_Ai
szﬁ._M"i (C.36)
r Mg
5 , 1/3
: 4-9-pf ¢
Fel =2+ Rego - |—2—LX .(P_f_1> (C.37)
3 Ugp Pr
(2-Rpyp)? - N A
= cao Efisz PR) Pr" 9 (C.38)
R
Cdiy rub - pl
Reslp=eq#—l.RpR (C.39)
R
2
. Jé
Ke' = — f = (C.40)
Ps " Pr " Ug
i di u;?pll?
Res'zl,:ezi—.’u;2 (C41)
sp
- 2 Rego Uyt P
Re§ — Ca0 ' rel " PR (C.42)

l

Up

235



Additional Model Equations Appendix C
, 24 .0.6567 0.413
ch =—|1+0.173 - Re + — C.43
? " Rel ( &) 1+ 16300 Rel "’ (C43)
eh=1—¢el, —el—¢} (C.44)
g =1-¢€g (C.45)
B
Yn = F_zle (C.46)
plh = yi - p (C47)
5
M} = Z(Mn i) (C.48)
n=1
2
M}, = Z(Mn i) (C.49)
n=1
A4j = (r}éz - r}v,z) /[ (C.50)
i, Mi
L= PROTR (C.51)
R-T}
. FL-R-T}
uly = R R (C.52)
Dk " Ap
di =2-(rkf—14) (C.53)
Upep = Up — U (C.54)
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Mg = X{- Mcaco, + (1 - X&) - Meao (C55)

ps = Xt Pcaco; T (1-XY) - peao (C.56)

Segment inlet/outlet variables and total carbon monoxide conversion

yir = 0.1 (C.57)

Yeor = 0.005 (C.58)

Vit = 0.005 (C.59)
i,in i,in ii

yiin 1 Vi, Yoo, Yine (C.60)

T 14 STCOU™ 2 2 2
Yo = 1= Yco = Vi, —Yeo, ~ Vine (C.61)

Fip=-2% T R (C.62)

i—1,out i— i—1,out i—1,out i—1,out i,in i,in i,in i i
R Ns'™1- My e “Tr; + Fg"™ - FMg™ - ¢ - TV

p,R 14
Tg = FRi—l,out . Nsi-1 _M}iz—l,out _CIiJ,—Rl,out + FRf',in . FM}%in . Czi),in (C.63)
i—1,0ut | i-1,.,i—10ut Lin _ iin
Fi = Fp Ns X;Hf +F oy, (C.64)
S
i
] n
Y= (C.65)
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F, = Fi'/Ns! (C.66)

Nm( i, L0, i) _ pNmout Nm,out Nm
_ 1 (F - yéo - Ns') = Fy Yeor " Ns

Xrp = - . -
“ N (Fi- yko - Nst)

(C.67)
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Appendix D Parameter Values

Viscosity is calculated by using equations (C.21-C.26). Sutherland model (C.21)
[381] and NIST fitted parameters (C.24) [380] are given in Table D.1.

Table D.1: Viscosity parameters [4]

m vl V2 V3, To (°R) Hom (cP)
co 118 518.67 0.01720
co, 240 527.67 0.01480
H, 1.5712-10% 4.8759-10-¢
H,0 4.1262-108 -3.3468-10°

N, 3.2347-10% 1.0086-10->

[sobaric heat capacity is calculated by using equations (C.27-C.30). Shomate

equation (C.27) parameters [380] are given in Table D.2.

Table D.2: Shomate equation parameters [4]

m Cam CBm Ccm Com CEm

co 25.56759 6.096130 4.054656 -2.671301 0.131021
co, 24.99735 55.18696 -33.69137 7.948387 -0.136638
H, 33.066178 -11.363417 11.432816  -2.772874 -0.158558
H,0 30.09200 6.832514 6.793435 -2.534480 0.082139
N, 19.50583 19.88705 -8.598535 1.369784 0.527601
CaO 49.95403 4.887916 -0.352056 0.046187 -0.825097
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Appendix D

Conductivity is calculated by using equations (C.31-C.36). NIST binomial fit

parameters (C.31) are given in Table D.3 [380].

Table D.3: Conductivity parameters [4]

m 1,, 12,, 13,,

co | -35692:10® 89536:105 2.9568-107
co, | -1.6240-10® 9.8509-105 -1.1704-10-2
H, 3.1820-10%  4.4086-10* 5.2115-10°
H,0 | 45502:10® 5.5900-105 -3.4951-107
N, | -4.8047-10° 6.3090-105  7.7960-103

Water gas shift reaction parameters [3]:

Aay,gs pre-exponential factor 1.109 molkPa=%"P=¢-d /g
Eaygs activation energy 62.1 kJ/mol
AHy, 45 reaction enthalpy —41.2 k] /mol
Carbonization reaction and diffusion parameters [3]:

Aa,qy pre-exponential factor 100.5m/s
De, initial apparent diffusion parameter 1.65-1079m?/s
Dey, final apparent diffusion parameter 3.34-10713m?/K/s
Dey,, final apparent diffusion parameter —1.15-1071m? /s
Xsa diffusion limited sorbent conversion parameter 1.10-10731/K
Xsp diffusion limited sorbent conversion parameter —6.39-1071
Ea.q, activation energy 72.0 k] /mol
AH_,, reaction enthalpy —178.1 kJ /mol

Membrane separation parameters [135]:

AQpmem pre-exponential factor
Eamem activation energy
) membrane thickness

5.4-10"8 molm/m?/s

10.72 k] /mol

50 um
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Mpwunor 1.

U3jaBa o ayTopcTBY

Mme n npeanme aytopa _ Jlyka 2XKnskosuh

Bpoj nHpekca 4049/2011

UsjaBbyjem
[a je AOKTOpCKa ancepTaumja no4 HacroBom

MeToOonoruvja 3a cuHTE3y peakTopa 3acHOBaHa Ha KOHLUENTUMa UHTEH3ndUukaumje
rnpoLeca n NnpuMeHn Metoga ontuMusaumje

e pe3ynTaT COMNCTBEHOT MCTPaXXMBAYKOTr paaa;

e [a aucepTauuja y UENVHW HU Y AEenoBUMa Huje Guna npeanoxeHa 3a cTuuake
apyre Aunnome npema CTyaMjcKMM nporpaMuma ApYrux BUCOKOLLIKONCKUX
yCTaHoBa;

e [a Cy pe3ynTaTh KOPEKTHO HaBeAEHU U

e [a HMCaM Kplumo/na ayTopcka npaBa WU KOpUCTUO/Na MHTENeKTyasrHy CBOjUHY
Apyrux nuua.

Motnuc aytopa

Y beorpaagy, _17.05.2019. roguHe

\)\A&m Worlbeoulc




Mpwunor 2.

I/I3jaBa O UCTOBETHOCTU LUTaMNaHe U eJiIeKTPOHCKe

Bepsuje AOKTOPCKOrI paaa

Mme n npeanme aytopa Jlyka XKuskoBuh

Bpoj nHpekca 4049/2011

Crtyaujckn nporpam XEMU|CKO NHXEHEPCTBO

Hacnos paga MeTogororuja 3a CUHTE3y peakTopa 3acHOBaHa Ha

KOHLLenTMMa nHTeHsundukaumje npoueca U npuMeHn metToga ontumMmsaumje

MeHToOp Mpod. [ip Hukona HukaveBuh

M3jaBrbyjeM ga je witamnaHa Bep3nja MOr JOKTOPCKOr paja UCTOBETHA efleKTPOHCKO)
BEP3NjM KOjy cam npegao/na pagun noxpaweHa y [OdurutanHom penosnTopujymy
YHuBep3uteta y beorpany.

[losBosrbaBam ga ce objaBe MoOju NMYHM nNogjaum Be3aHu 3a gobujare akagemckor
Ha3nBa OOKTOpa Hayka, Kao LUTO Cy UMe U npe3nume, rognHa n Mecto pohewa n gatym
ogbpaHe paga.

OBu NU4YHM Nogaum Mory ce 06jaBUTM HA MPEXHMM CTpaHuUama gurutanHe bubnmoreke,
y ENEKTPOHCKOM KaTarnory ny nybnmkaumjama YHueepanteta y beorpagy.

MoTtnuc aytopa

Mum Foubicotouls

Y beorpagy, _ 17.05.2019. roamHe




Mpwunor 3.

U3jaBa o kopuwhemwy

Osnawhyjem YHuBepautetcky 6ubnuoteky ,Csetosap Mapkosuh® pa y OdurutanHu
peno3uTtopujym YHuBep3uTeTa y Bbeorpagy yHece Mojy OOKTOpCKy AucepTauujy nog
HacrnoBoM:

MeTogonoruvja 3a CMHTE3y peakTopa 3acHOBaHa Ha KOHLIeNTUMa UHTeH3nduKaLmje
npoLeca 1 NpumMeHn MetToaa onTumusaumje

Koja je Moje ayTopcko geno.

[ucepTtaumnjy ca ceum npunosnma npegao/na cam y efnekTpoHCKOM popmaTy NOrogHoOMm
3a TpajHO apxmBMpak-E.

Mojy ookTopcKy gucepTtaumjy noxpaweHy y JurntanHomMm penosntopujymy YHusepanteTa
y Beorpagy v OocTynHy y OTBOPEHOM MPUCTYMy MOry Aa KOpUCTe CBWU KOjU MOLUTYjY
ogpenbe cagpxaHe y opabpaHom Tuny nuueHue KpeaTtusHe 3ajegHuue (Creative
Commons) 3a Kojy cam ce oanyduo/na.

1. AytopcTteo (CC BY)
2. AyTtopcTBo — HekomepuujanHo (CC BY-NC)
@yTOpCTBO — HekomepuujanHo — 6e3 npepaga (CC BY-NC-ND)
4. AyTopCcTBO — HEKOMEPLUMjanHo — genutn nog nctum ycrosmma (CC BY-NC-SA)
5. AytopcTBo — 6e3 npepaga (CC BY-ND)
6. AyTopcTBO — genntn nog nctum ycnosuma (CC BY-SA)

(Monnmo aa 3aoKpyXuTe camo jegHy o WecCT NoHyheHnx nuueHumn.
KpaTak onunc nuueHum je cactaBHM A0 OBE M3jaBe).

Motnuc aytopa

Y beorpagy, 17.05.2019. roguHe

(l«am Fodadoule



1. AytopcTBO. [lo3BOosbaBaTe yMHOXaBawe, AMCTPMOyUMjy M jaBHO caonTaBahe
Aena, v npepage, ako ce HaBefe MMe ayTopa Ha HaunH ogpeheH oa cTpaHe ayTopa unm
AaBaoua nuueHue, Yak n y komepuujanHe cepxe. OBO je HajcnobogHuja of CBUMX
NNLEHLN.

2. AyTopcTBO — HekoMepumjanHo. [Jo3sorbaBarte yMHOXaBahe, ANCTpUByLMjy 1 jaBHO
caorwTaBakwe gena, u npepage, ako ce HaBe[e MMe ayTopa Ha HauyuH ogpeheH of
cTpaHe ayTtopa wnu gasaoua nuueHue. OBa nuvueHua He 003BOrbaBa KoMepuujanHy
ynoTpeby gena.

3. AyTopcTBO — HeKomepuujanHo — 6e3 npepaga. [o3BorbaBaTte yMHOXaBake,
anctpmbyuunjy 1 jaBHO caonwtaBake ferna, 6e3 npomeHa, npeobnvkoBawa Wnn
ynotpebe gena y cBom geny, ako ce HaBefe MMe ayTopa Ha HaumH ogpeheH oa cTpaHe
ayTopa unu gaeaoua nuueHue. Oa nvueHua He J03BOSbaBa koMepuujanHy ynotpeby
gena. Y ogHoCy Ha cBe ocTarie fMueHLe, OBOM JIMLEHLIOM Ce orpaHuyaBa Hajsehn obmm
npaea kopuwhera gena.

4. AyTopCcTBO — HEeKOMepLuUMjariHO — AennTu noa UCTUM ycrnosuma. [lo3BorbasaTte
YMHOXaBakhe, ANCTpubyunjy 1 jaBHO caonwitaBawe ferna, u npepage, ako ce Hasefe
nme aytopa Ha HauvH oapefieH of cTpaHe ayTopa unu gasaoua nuueHue n ako ce
npepaga auctpubympa noa WUCTOM UNU CNMYHOM nuueHuom. OBa nuueHua He
Ao3BorbaBa koMmepuujanHy ynotpeby gena n npepaga.

5. AytopcTtBOo — 6e3 npepapa. [lo3BorbaBaTe yMHOXaBake, AUCTPUOYLM)y U jaBHO
caonwTaBake gena, 6e3 npomeHa, npeobnumkoBaka Unm ynotpebe gena y cBom geny,
ako ce HaBede MMe ayTopa Ha HaumH ogpeheH of cTpaHe ayTopa wnv dasaoua
nuueHue. OBa nuueHua Ao3BosbaBa kKoMmepLumjanHy ynotpeby aena.

6. AyTtopcTBO — AenutTuM noa MUCTUM ycrnoBuma. [lo3BorbaBaTe yMHOXaBake,
anctpnbyuujy n jaBHO caonwitaBakwe Aena, u npepaje, ako ce HaBede MMe aytopa Ha
HauMH oapefeH o4 cTpaHe ayTopa WM JaBaoua nuUeHUe W ako ce npepaga
anctpubyupa nog UCTOM wmnu  cnudHoM nuvueHuom. OBa nuvueHua [o3BOrbaBa
KomepuujanHy ynotpeby gena un npepaga. CrnvyHa je copTBEpPCKMM nuuUeHuama,

OOHOCHO NULEHLIaMa OTBOPEHOr Koaa.



Ouena u3BewITaja 0 NPoOBEPH OPUTHHATHOCTH JOKTOPCKE JUCepPTalHje

Ha ocHoBy [IpaBuiHIKa 0 MOCTYIKY MPOBEPE OPUTHHATHOCTH JOKTOPCKUX AUCEPTAIHja
Koje ce Opane Ha YHUBep3uTeTy y beorpany m Hana3za y WM3BEIITajy TEHEPHUCAHOM OJI
crpane codrBepa IThenticate kojum je M3BpIIEHA MPOBEPAa OPUTHHATHOCTH JOKTOPCKE
nucepranyje ,,MeTon0/10rHja 3a CHHTe3y peaKkTopa 3aCHOBaHA HAa KOHUENTHMA
HHTeH3u(UKaIUje mpoleca 1 NPpUMeHH MeToaa onTuMu3aumje (eHr. A methodology
for reactor synthesis based on process intensification concepts and application of
optimization methods)* ayropa u kannunara Jlyke KuBkoBuha, xoHcTatyjem na
noaynapame Tekcta u3Hocu 42%. O Tora Behnna nmoaynapaoctu (0ko 26%) moasu o1
MIPEIXOTHO MYOJIMKOBAHUX Pe3yaTara JOKTOPaHa, MPOUCTEKINX U3 caMe IUCepTaIlHje,
mTo je y ckinaay ca wianoM 9. [pasunauka. Octane noayaapuoctu (oko 16%) mpoctuay
y Hajsehoj Mepu U3 HaydyHUX PajioBa KOJy Cy NMPEACTaB/LEHHU U aHAIU3UPAHU Y MIpereny
nuteparype. CBU HaydyHU paJiOBH U3 M3BEIITAja CY aJIEKBAaTHO LIUTUPAHU U HABEACHU y
CIUCKY JuTeparype. 3a BenuKy BehuHy pagoBa U3 JIUTEpaType MoayaapHocCT je a0 50
pedH, ceM 3a HEKOJUIIMHY HAaydYHHUX pajioBa, KOjU Cy KJbYYHH 3a JIucepTanujy (rme
noxynapHoct He mpenasu 250 peun). Hamomenyo Oux na je Beha momaymapHOCT O
yoOuuajeHe 3a JOKTOpCKe AucepTainuje ca YHuBep3uTera y beorpany nocneauia tora ia

j€ oBa ucepTalfja HaMcaHa Ha €HIJIECKOM Je3HUKY.

Ha ocHoBy ananuse u cBera u3HeTor, a y ckiaay ca wianom 8. CraB 2. [IpaBuiHuka o
MOCTYIKY TPOBEPE OPHUTMHATHOCTH JOKTOPCKHX JWCEpTaldja Koje ce OpaHe Ha
YuuBep3utety y beorpamy, u3jaBjbyjeM Ja H3BEINTaj YKazyje Ha OPUTHHAIHOCT
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