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A two-species predator-prey plankton model is studied, where the grazing pressure of micro-
zooplankton on phytoplankton is controlled through external infochemical mediated predation.
The system stability is analyzed in order to explain the conditions for phytoplankton bloom
formation and to explore system bifurcations. The interplay between the level of infochemical-
mediated external predation and the phytoplankton carrying capacity is considered over a range
of parameter values and the resultant system dynamics illustrated. The model is extended to
include a spatial diffusion term leading to a reaction-diffusion system that is investigated by
determining the Turing space of the model. Thereafter, bifurcation analysis of specific time-
independent patterns is explored. Trough time integration, the system is also shown to exhibit
the potential for temporally varying spatial patterns.
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1. Introduction

Phytoplankton are key primary producers in oceanic foodwebs and hence play an important role in the
global production of fisheries, as well as indirectly supporting populations of higher trophic level species such
as seabirds and marine mammals [Jennings et al., 2009]. In pelagic foodwebs, grazing microzooplankton are
known to form a trophic link between nutritionally poor phytoplankton and mesozooplankton species such
as copepods [Sherr & Sherr, 1988; Klein et al., 1999]. In turn, copepod predation on microzooplankton
is thought to facilitate phytoplankton bloom formation by relieving microzooplankton grazing pressure
[Hansen et al., 1993].
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At larger scales the ocean can be highly turbulent with macro-scale currents and flows dominating.
However, at the micro-scale, pelagic planktonic micro-organisms typically experience a highly viscous (low
Reynolds number) environment where the physical properties of the medium allow chemical gradients to
persist, and for chemical cues to be reliably transmitted. As a consequence, chemosensory systems have
evolved in many aquatic species [Vos et al., 2006; Pohnert et al., 2007], and chemically-mediated interactions
between trophic levels are known to affect population structure, community organization, and ecosystem
function [Hay, 2009]. For example, the biogenic trace gas dimethylsulphide (DMS), which is derived from
the algal secondary metabolite dimethylsulphoniopropionate (DMSP), is known to affect the behaviour of
many marine organisms including foraging seabirds [Nevitt et al., 1995] and marine mammals [Kowalewsky
et al., 2006]. More specifically, copepods such as Temora longicornis have been shown to respond to DMS
when searching for prey [Steinke et al., 2006]. Production of DMS, and other potential infochemicals, is
known to increase when phytoplankton such as Emiliania huxleyi are grazed by microzooplankton [Wolfe &
Gordon , 2000; Steinke et al., 2002]. The role that infochemicals such as DMS potentially play in plankton
population dynamics and community structure is subsequently of great interest, not least because DMS is
also known to aid in climate regulation through the formation of aerosols and cloud condensation nuclei
in the atmosphere [Charlson et al., 1987].

A simple plankton foodwebs model was developed in [Lewis et al., 2012] to explore infochemical medi-
ated tri-trophic interactions between phytoplankton, microzooplankton, and mesozooplankton (copepods).
In [Lewis et al., 2012] it was assumed that increased grazing by microzooplankton on phytoplankton led to
an increase in the background concentration of infochemicals such as DMS, which in turn led to increased
mortality of microzooplankton through infochemical mediated predation by copepods. In the absence of in-
fochemical interactions, the model of [Lewis et al., 2012] reduces to the well-known Rosenzweig-MacArthur
model [Rosenzweig, 1963]. A standard result with the Rosenzweig-MacArthur model [Rosenzweig, 1963]
is that an increase in prey carrying capacity acts to destabilize what would otherwise be a stable system
(via a Hopf bifurcation), a result often termed the ‘paradox of enrichment’ [Rosenzweig, 1963]. However,
the inclusion of infochemical interactions in the model of [Lewis et al., 2012] was shown to have (at low to
medium levels) a stabilizing effect on the system dynamics. Subsequently, a further increase in the effect of
the infochemical term led to multiple stable equilibria and finally a stable peak in phytoplankton density
at higher levels, corresponding to a phytoplankton bloom [Lewis et al., 2012]. Further model extensions
explored the role of infochemicals in a more complex foodwebs model that included competing phytoplank-
ton species [Lewis et al., 2013]; the inclusion of tri-trophic infochemical interactions was shown to allow
both competing species to survive indefinitely, in contrast to standard Lotka-Volterra competition models
[Kot, 2001].

As primary producers that fix carbon through photosynthesis, phytoplankton are entirely dependent
on light and hence production usually only occurs in depths of up to 200m [Jennings et al., 2009]. The
vertical distribution of phytoplankton can be highly heterogeneous, but empirical evidence has shown that
profiles of infochemicals such as DMS correspond closely to the chlorophyll maxima [Steinke et al., 2002].
Copepods are known to migrate vertically to follow the distribution of their prey, and hence they may
potentially use vertical gradients of infochemicals to locate and remain within profitable foraging patches.
The basic model in [Lewis et al., 2012] was non-spatial. However, in [Lewis et al., 2013] it was shown
that small increases in the ability of copepods to sense infochemicals can promote their persistence in the
system, and hence increased sensitivity to infochemicals can act as an evolutionarily stable strategy. The
scenario of vertically migrating zooplankton has been studied by including a spatial heterogeneity leading
to reaction-advection-diffusion models, see, e.g., [Huisman &et al., 2006; Zagaris et al., 2009; Zagaris &
Doelman, 2011; Sewalt et al., 2015].

Pattern formation in plankton systems can also be considered in the horizontal plane using classical
reaction-diffusion approaches, including analysis of Turing patterns [Malchow et al., 2008; Feudel, 2008].
For example, [Ghorai & Poria, 2016] showed how apparently chaotic patterns can emerge due to prey-
predator interactions in a system supplying additional food, while [Roelke et al., 1999] showed how a
Turing instability can cause inhomogeneous distributions of nutrients leading to spatial patterns. Modelling
approaches have also shown how spatial patchiness and heterogeneity can subsequently affect plankton
dynamics and potential bloom formation [Hammer & Pitchford, 2005; Pitchford & Brindley, 1998]. Here
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we develop and explore the basic infochemical mediated predator-prey model of [Lewis et al., 2012] in two
main ways. Firstly, we explore in more detail the role of carrying capacity and infochemical interaction on
the model dynamics and potential for bloom formation. In their original study, [Lewis et al., 2012] only
considered a single free exploratory parameter (the infochemical interaction term) and used a fixed carrying
capacity. In addition, their study was mainly undertaken using numerical simulations for specific cases and
a detailed stability and bifurcation analysis was not fully completed. Secondly, we extend the model of
[Lewis et al., 2012] to include spatial diffusion terms corresponding to the horizontal plane. We undertake
a Turing analysis of the reaction-diffusion system and explore the subsequent spatial pattern formation. In
particular, we highlight how temporally-varying spatial patterns are possible within the system.

2. Mathematical model

2.1. General model and description

The model we consider is a modified version of that introduced by [Lewis et al., 2012] that includes a
horizontal diffusion term:

∂P

∂t
= F∆(P,M) := DP

∂2P

∂x2
+ rP

(
1− P

K

)
− aPM

1 + bP
,

∂M

∂t
= G∆(P,M) := DM

∂2M

∂x2
+
γaPM

1 + bP
−mM − ν aPM

2

1 + bP
,

(1)

where P and M are the densities of phytoplankton and microzooplankton in the closed homogeneous sys-
tem. Following [Lewis et al., 2012], phytoplankton are assumed to grow logistically with intrinsic rate of
growth r and carrying capacity K, where the carrying capacity corresponds to nutrient limitation and
self shading. Microzooplankton graze on phytoplankton according to a Holling type II functional response,
where the rate of grazing saturates at high densities of phytoplankton; phytoplankton biomass is converted
to microzooplankton biomass with efficiency γ. The parameter m corresponds to microzooplankton mortal-
ity that occurs in the absence of infochemicals; microzooplankton mortality is assumed to be mainly caused
by copepods but m also accounts for mortality due to processes such as sinking and additional predation
by other zooplankton or by higher trophic levels. The parameter ν (exactly equivalent to the λ parameter
in [Lewis et al., 2012]) corresponds to an increase in the predation of microzooplankton by copepods due to
the instantaneous release of infochemicals when phytoplankton are grazed. Hence the term can represent
both an increased copepod sensitivity and response and/or improved copepod search efficiency at higher
chemical concentrations. Note that copepods and infochemicals are not included in the model directly as
variables, but are both represented in the system through the interaction term involving ν. Parameters a
and b represent the clearance rate of microzooplankton at low food densities and its half-saturation den-
sity, respectively. Typical values of the parameters are summarised in Table 2.1. The main difference of our
model from that of [Lewis et al., 2012] is the Laplacian terms with strength DP and DM that represent
the diffusion of phytoplankton and microzooplankton, respectively.

2.2. Model realism, assumptions and limitations

The model of [Lewis et al., 2012] was deliberately simple to allow for analytical progress, while still cap-
turing the key features of the biological system being considered. The key simplifying assumptions made
by [Lewis et al., 2012] also apply to (1), in addition to several further assumptions that we introduce to
deal with the spatial component of the model. Specifically, as mentioned above and following [Lewis et al.,
2012], we assume an instantaneous release of infochemical when phytoplankton are grazed by microzoo-
plankton. Subsequently an instantaneous response by predatory copepods to the localised absolute increase
in infochemical concentration is also assumed. This is potentially an over-simplification of the biological re-
ality since copepods are also known to follow differential gradients of infochemicals to find prey, potentially
leading to higher encounter rates [Heuschele & Selander, 2014]. As with [Lewis et al., 2012], we also assume
that the copepod population is constant (in relative terms compared to the dynamics of phytoplankton
and microzooplankton) which implies either a constant equilibrium level population is maintained, or that
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Table 1. Parameter values used in the model (1).

Parameter Value Unit Source

r 0− 5 day−1 [Edwards, 1999]

K 0− 1000 µg C
I−1

[Franks, 2002; Morozov, 2010]

a 0.3 µg
CI−1

day−1

[Saiz, 2007; Hansen, 1990]

b 0.05 µg C
I−1

[Saiz, 2007; Hansen, 1990]

γ 0.5 day−1 [Edwards, 2000]

m 0.3 day−1

ν 0− 0.2 day−1

the model time-scales are of the order of a few days. The final assumption of [Lewis et al., 2012] that also
applies to (1) is that microzooplankton provide the only trophic link between copepods and phytoplankton
(i.e. copepods do not themselves feed directly on phytoplankton, although this can occur in scenarios where
densities of microzooplankton are low [Calbet, 2001]). Since we extend the model of [Lewis et al., 2012]
to include horizontal diffusion, we need to make further assumptions about the spatial domain and the
relative movement of phytoplankton and microzooplankton. Firstly, we assume that turbulence effects are
small and that currents or circulation features in the water column are absent so that plankton movement
is governed by viscosity and the relative differences in swimming behaviour between phytoplankton and
microzooplankton can be explored without being dominated by larger-scale oceanographic features. For
the sake of analytical and numerical simplicity, we assume periodic boundary conditions (effectively infinite
domain size), but we restrict the corresponding length of the computational domain to the order of 10s
of meters, given as a multiple of the wavelength of the eigenfunction corresponding to the most unstable
eigenvalue (see Section 4). We assume that movement of phytoplankton and microzooplankton is governed
by viscosity and is mainly driven by either passive diffusion due to low-level turbulence phytoplankton
or through randomly oriented swimming microzooplankton; we do not include an advection term in the
model, although microzooplankton may be able to orient directly towards prey using a range of search
mechanisms and cues [Kiørboe et al., 2014]. We assume that DP < DM , which is biologically justified since
most species of phytoplankton are non-motile and diffuse purely through passive drift due to turbulence
and currents; in contrast, many microzooplankton species are highly motile and can swim horizontally or
vertically through the water column, leading to a higher diffusive capability [Harvey & Menden-Deuer,
2012; Kiørboe et al., 2014].

2.3. Model parameterisation

In the subsequent analysis, and following [Lewis et al., 2012], we consider the infochemical interaction
mortality ν as our main exploratory parameter. However, we go further than [Lewis et al., 2012] and
also consider the phytoplankton carrying capacity as an additional exploratory parameter. We otherwise
parameterise the model according to the parameter values and ranges used in [Lewis et al., 2012], see Table
2.1. For simplicity, we fix DM = 1, corresponding to a relative diffusivity of approximately 1 m2/day due
to drift and randomly oriented swimming. We consider a range of values for DP , where DP � DM (since
P are typically non-motile), and explore how the subsequent spatial dynamics change given the difference
in relative diffusivity between M and P , see Section 4.

3. Analysis of the non-spatial model

We first consider the mathematical model (1) in the absence of diffusion, i.e. DP = DM = 0, which is exactly
the case studied in [Lewis et al., 2012] who used continuation software to explore results numerically. In
the following, we will present more detailed analytical results that explain the original findings of [Lewis et
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Fig. 1. Bifurcation diagram showing the co-existence equilibria, Pe and Me, and their associated stability and periodic orbits
for K = 120 and r = 1.5. The other parameter values are given in Table 2.1. Panels 1(c)-1(d) are zoomed-in around specific
points of interest corresponding to bifurcations. Hp indicates the Hopf bifurcation point, while Sn1 and Sn2 are the first and
second saddle-node bifurcation. Sr shows the point when the eigenvalues of the uniform solution change from being complex
into real valued. The green solid line indicates the maximum and minimum of the periodic orbit of the system.
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Fig. 2. The same picture as in Figs. 1(a) and 1(b), but for K = 70.
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al., 2012]. The analysis in this section will also be used later when extending the model to a spatial context
by including non-zero diffusion terms. In Sections 3.1 and 3.2 we determine analytical expressions for the
location and stability of the equilibria in the general case, and illustrate results for the specific cases of
K = 120 and K = 70, before extending this to cover all values of 0 ≤ K ≤ 1000 in Section 3.3, see Table
2.1 for a complete list of parameter values and intervals.

3.1. Location of equilibria

The equilibrium points P (t) = Pe andM(t) = Me of (1) corresponding to dP/dt = dM/dt = 0 can be shown
to include the trivial state (Pe,0,Me,0) = (0, 0), the microzooplankton-free equilibrium (Pe,mf ,Me,mf ) =
(K, 0) and the co-existence state that satisfies the polynomial

rbνP 3
e + rν(1−Kb)P 2

e +K(γa−mb− νr)Pe −mK = 0 (2)

and

Me =
Pe(aγ − bm)−m

νaPe
. (3)

In general, the function (2) will have three roots. Following [Nickalls, 1993], they are given by

Pe,j+1 =
Kb− 1

3b
+

2

3b

√
(Kb− 1)2 − 3bK

rν
(γa−mb− νr) cos

(
θ + 2jπ

3

)
, j = 0, 1, 2, (4)

where θ = cos−1
(yN
h

)
,

yN = −rν (Kb− 1)3

9b2
+
rν(Kb− 1)2

27b2
+
K(γa−mb− νr)(Kb− 1)

3b
−mK,

and

h =
2νrb

27

(
rν(1−Kb)2 − 3bK(γa−mb− νr)

νrb2

) 3
2

.

Two roots can merge into one when y2
N = h2 and then become complex valued afterwards.

The cubic shape of the solution given by (4) can be seen clearly in Fig. 1 for K = 120 with r = 1.5
and other parameter values as given in Table 2.1; note that Fig. 1(a) is exactly equivalent to Fig. 3 of
[Lewis et al., 2012]. The number of coexistence equilibria in the system can be seen to clearly depend on
the parameter values of K and ν: for instance when K = 70, as presented in Fig. 2, only a single real
root of (4) exists for all values of ν. The saddle-saddle bifurcation point, i.e., when the two saddle node
bifurcation points collide, occurs at K ≈ 71.97349 . . . .

3.2. Stability of equilibria

To determine the linear stability of each equilibrium point we write(
P (t)
M(t)

)
=

(
Pe
Me

)
+

(
ε1
ε2

)
eλt. (5)

From (5), a uniform solution is said to be linearly stable when λ ≤ 0 and unstable otherwise. Substituting
(5) into (1) and linearising about ε1 = ε2 = 0, we obtain the linear eigenvalue problem

λ

(
ε1
ε2

)
=

(
a11 a12

a21 a22

)(
ε1
ε2

)
, (6)

where

a11 = r − 2rPe
K
− aMe

(1 + bPe)
+

abPeMe

(1 + bPe)
2 , a12 = − aPe

1 + bPe
,

a21 = −aMe (νMe − γ)

(1 + bPe)
2 , a22 = −m− aPe (2Meν − γ)

1 + bPe
.

(7)
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Fig. 3. Population densities of (a,c) Pe and (b,d) Me corresponding to the largest coexistence state as K and ν vary for
r = 1.5 and r = 5. The other parameter values are the same as those in Fig. 1. Bifurcation curves of the system as K and ν
vary are also plotted. The magenta dashed line corresponds to the Hopf bifurcation, Hp, the magenta thick solid line to the
first saddle-node bifurcation, Sn1, and the magenta thin solid line to the second saddle-node bifurcation, Sn2. Note that Sr
is not marked as it is always very close to Sn2.

One can then readily obtain the eigenvalues

λ± =
1

2

[
a11 + a22 ±

√
(a11 − a22)2 + 4a12a21

]
. (8)

It is straightforward to show that the trivial state and the microzooplankton-free equilibrium are un-
stable (source) with the corresponding eigenvalues λ± = r,m and λ± = r,m+(γaK)/(Kb+1), respectively.
The eigenvalues for the coexistence state are also found from (7); full analytic expressions are omitted due
to length but the corresponding system stability is shown in Figs. 1 and 2, where stable solutions are
denoted as solid lines (unstable as dashed lines).

As originally reported in [Lewis et al., 2012], for K = 120, r = 1.5, and other parameter values as
given in Table 2.1, the system exhibits hysteresis. As the infochemical interaction parameter, ν, initially
increases from 0, a supercritical Hopf bifurcation (Hp) occurs, and the system moves from a stable limit
cycle (shown by the green lines in Figs. 1(a)) around the unstable coexistence state to a single stable
coexistence state. A subsequent saddle-node bifurcation (Sn1) leads to a region with bistability (two stable
and one unstable (saddle) coexistence states). The local stability of the stable equilibria changes (from a
focus to a node) at the point Sr, where the eigenvalues change from complex to real. At this point, we say
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that the system gains the monotonicity property, i.e., when the solution approaches a stable equilibrium
in a monotonous manner (referred to as overdamped oscillations) [Jankovic & Petrovskii, 2014]. Finally, a
second saddle-node bifurcation (Sn2) occurs, leaving only the larger stable coexistence state in the system.
This was interpreted by [Lewis et al., 2012] as the point at which persistent phytoplankton bloom formation
was possible (persistent bloom formation in this context meaning that Pe is stable and approaches K).

When K = 70 the solution to (2) and (3) allows for only a single real solution (and hence a single
coexistence state) for all ν. Although the initial dynamics for small ν are similar to K = 120 (Hopf
bifurcation), at larger values of ν the system no longer exhibits hysteresis or a region of bistability, as
illustrated in Fig. 2. Nevertheless, as ν increases a rapid increase in Pe occurs after the saddle-node
bifurcation occurs and (persistent) bloom formation is possible.

3.3. Varying the carrying capacity K

In this section we go beyond [Lewis et al., 2012] (who only considered the case of K = 120) and explore
in more detail how the carrying capacity of the phytoplankton population, 0 ≤ K ≤ 1000, affects the
system dynamics and potential for bloom formation. Note that this range of K may not be fully realistic
depending on the biological context, but is considered to illustrate the range of system dynamics.

Figure 3 illustrates the densities of Pe and Me corresponding to the largest coexistence state as K
and ν vary. The saddle-node bifurcation that corresponds to the point at which a phytoplankton bloom
can form is clearly seen for large K on both plots and is also highlighted with the red line in the figure
(also compare to Fig. 1(a)). It is clear from Fig. 3(a) that for low ν values, persistent phytoplankton bloom
formation is not possible (in such cases the system remains unstable and dynamics are analogous to the
Rosenzweig-MacArthur model [Rosenzweig, 1963]). For values of K and ν that lie above the bifurcation
curve, it is clear that larger values of K and ν simply lead to a higher density for Pe as might be expected.

Figure 3 shows that for large K, Me is found to initially increase significantly as ν increases past
the saddle-node bifurcation, before decreasing once ν increases further. This result is somewhat counter-
intuitive given that an increase in ν corresponds to higher mortality of microzooplankton due to increased
copepod predation. This result can be related to the well-known ‘hydra-effect’ in predator-prey models
[Sieber & Hilker, 2012], but in this case has a simple explanation: an initial relief of grazing pressure allows
P to bloom, and in turn a higher population density of P is able to support a higher population density
of M .

Figure 3 also illustrates the general system stability as K and ν vary for r = 1.5 and r = 5. Qualitatively
similar dynamics are obtained for all values of the growth rate r, although for r = 5 the Hopf bifurcation
no longer crosses into the region of bistability between the two saddle-node bifurcations.

4. Pattern formation in the model with diffusion

In this section we consider the effect of diffusion in the horizontal direction on the system stability. Note
that the presence of diffusion does not change the location and stability of the equilibrium as discussed
for the non-spatial model in the previous sections, but may change how system perturbations develop
depending on the relative diffusivity of P and M .

4.1. Analysis of Turing instability

The stability of the equilibrium is obtained from taking the ansatz, instead of (6),(
P (x, t)
M(x, t)

)
=

(
Pe
Me

)
+

(
ε1
ε2

)
eλt+ikx, (9)

from which we obtain, instead of (8), the dispersion relation

λ(k) =
1

2

[
a11 + a22 − (1 +DP ) k2 ±

√
(a11 − a22 + k2 (1−DP ))2 + 4a12a21

]
. (10)

Here, aij , i, j = 1, 2 are still given by (7). Note that the stability of the equilibrium in the absence of
diffusion (8) can be recovered from (10) by setting k = 0.
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Fig. 4. The dispersion relation (10) of the coexistence equilibrium Pe,1,Me,1 (see (4)) as a function of the perturbation
wavenumber k for parameter values for (a) ν = 0.02 and DP = 0.0253, (b) ν = 0.02 and DP = 0.0053, (c) ν = 0.036 and
DP = 0.0489, (d) ν = 0.036 and DP = 0.0089, (e) ν = 0.051 and DP = 0.3607 and (f) ν = 0.051 and DP = 0.3207. See
Table 2.1 for the other parameter values. k0 = 0 and kp are wavenumbers corresponding to a local maximum of the dispersion
relation. k0 = 0 also corresponds to the plane wave perturbations.

We plot in Fig. 4 the dispersion relation (10) of the first coexistence equilibrium Pe,1,Me,1 (cf. (4)),
i.e. the lowest equilibrium branch in Figs. 1 and 2, for several combinations of parameter values. It is
interesting to note the presence of non-zero k, denoted by kp in Fig. 4, that may yield λ > 0 for DP above



April 19, 2020 13:7 Phyto˙v˙16.01.20

10 Al-Karkhi et al.

a critical value. The instability of the equilibrium for non-zero k corresponds to a Turing instability, where
a spatially periodic state will emerge.
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Fig. 5. The critical DP of the co-existence state Pe,1,Me,1 (cf. (4)) for the appearance of unstable spectrum λ with non-
vanishing wavenumber k. See the text and Table 2 for the meaning of the dashed lines and the regions indicated by the Roman
numerals.

Table 3. Description of the regions in Fig. 5 and their steady states.

Region
Uniform Solution

Description
Re(λ(0)) Im(λ(0)) Re(λ(kp))

Hopf bifurcation, stable
(i) > 0 6= 0 < 0 temporally periodic solutions

Hopf-Turing bifurcation,
(ii) > 0 6= 0 > 0 spatio-temporally or spatially

periodic solutions

(iii) < 0 6= 0 < 0 stable uniform solutions

unstable uniform solution (Turing instability),
(iv) < 0 6= 0 > 0 periodic states or

bloom in multistability interval

(v) < 0 = 0 < 0 stable uniform solutions

unstable uniform solution (Turing instability),
(vi) < 0 = 0 > 0 bloom (equilibrium states)

Analysing the coexistence states in their existence region, we found that only Pe,1,Me,1 can experience
a Turing instability. Dispersion relations of the other equilibria have the shape of an inverted parabola,
which does not allow the appearance of a local maximum at a non-zero k and DP above a critical value.

By finding the largest eigenvalues (10) equal to zero and applying numerical continuation for varying ν,
we plot the critical value of the diffusion coefficient DP,cr below which one obtains bifurcations of spatially
periodic states as shown in Fig. 5. The figure shows the stability region for K = 120 and K = 70. Our
analysis yields six regions (i-vi) that are separated by the vertical dashed lines and the line of DP,cr, in
which one will obtain different qualitative characteristics. The behaviour of each region is summarised in
Table 2.

4.2. Time evolution of the instability

To illustrate the different dynamics behaviour in each region above, we will also present the time dynamics
of the equilibrium perturbed in the unstable direction. The time integration of the governing equations
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Fig. 6. Top view dynamics of a perturbed coexistence state for parameter values denoted in the title that correspond to
region (iv) in Fig. 5(a), i.e., DP < DP,cr. and otherwise for panels (e-f). Left panels are for P (x, t), while the right ones are
for M(x, t). Note that along the vertical and horizontal axes are the spatial (x) and temporal (t) variables, respectively.
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Fig. 7. Top view dynamics of a perturbed coexistence state for parameter values denoted in the title that correspond to
region (iii) in Fig. 5(a), i.e., DP > DP,cr. Left panels are for P (x, t), while the right ones are for M(x, t).



April 19, 2020 13:7 Phyto˙v˙16.01.20

12 Al-Karkhi et al.

K=120, ν=0.05, D
P
=0.1

t
0 100 200 300

x

0

10

20

30

40

20

40

60

(a)

K=120, ν=0.05, D
P
=0.1

t
0 100 200 300

x

0

10

20

30

40

6

6.5

7

7.5

8

8.5

(b)

Fig. 8. The typical evolution of Turing instability in region (vi) close to the right saddle-node bifurcation (Sn2). Left panels
are for P (x, t), while the right ones are for M(x, t).

K=120, ν=0.01235, D
P
=0.05

t
0 100 200 300

x

0

5

10

15

20

20

40

60

(a)

K=120, ν=0.01235, D
P
=0.05

t
0 100 200 300

x

0

5

10

15

20

5

10

15

20

25

(b)

Fig. 9. Time dynamics of perturbed uniform solutions in region (i) of Fig. 5(a). Shown are the top view of the dynamics.
Left panels are for P (x, t), while the right ones are for M(x, t).

(1) is performed using a Runge-Kutta method with the Laplacian being discretised using a central finite
difference. We assume periodic boundary conditions because we are mainly interested in the bifurcations
and dynamics of Turing patterns, which are spatially periodic solutions. One could also use Dirichlet
or Neumann boundary conditions where provided that the computational domain is long enough, they
should obtain similar results. The computational domain is taken to be a multiple of 2π/kp, which is the
characteristic wavelength of the bifurcating Turing patterns, i.e. L = 2mπ/kp for m ∈ Z+. Typically we
use m = 8. Larger numbers have been checked as well where we did not notice any significant quantitative
difference. As the initial condition, we use the uniform solutions that are perturbed randomly combined
with perturbations in the direction of the most unstable eigenfunction. The parameter values are still as
given in Table 2.1, with r = 1.5 and K, ν and DP stated in the title of each panel.

Consider first, region (iv), in which the uniform solution is stable for k = 0. At k = kp, the solution
can be unstable for DP less than the critical value. In Fig. 6, we show the dynamics of the coexistence state
that was stable in the ODE sense, but unstable in the presence of diffusion. One can note the creation of
spatially periodic solutions for both P and M . More interestingly, one should take a careful look at the
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Fig. 10. Time dynamics of perturbed uniform solutions in region (ii) of Fig. 5(a) for different values of DP . Shown are the
top view of the dynamics. Left panels are for P (x, t), while the right ones are for M(x, t).

maximum of P (x, t) when it reaches the steady state. Figs. 6(a)-6(d) that correspond to Turing instability
show a big difference in the maxima that simply depend on DP . While Figs. 6(a) and 6(b) show a rather
small spatial oscillation around the equilibrium on the lower branch of Figs. 1(a) and 1(b), the steady
states in Figs. 6(c) and 6(d) show the background plateau that is nothing else but the equilibrium on the
upper branch in the multistability region in Figs. 1(a) and 1(b). Hence, we obtain a bloom formation with
a spatial variation triggered by the presence of diffusion through Turing instability. We will show later that
in this case there are indeed more than one kind of spatially periodic solutions, with one of them being
unstable.

We also observe an interesting bloom formation that occurs in region (iii) that corresponds to stable
equilibrium. Shown in Figs. 7(a) and 7(b) is the dynamics of the equilibrium with a rather large pertur-
bation. In the beginning, one can see that the amplitude of the spatially periodic perturbation decreases
(showing the stability of the background). Yet, at the same time some of the maxima keep increasing until
they reach the value of the other stable equilibrium. The uniform solution then invades the remaining
region. However, the process cannot continue and it stops at some time leaving bloom formations with
spatial variations in the form of ’holes’. In the infinite domain, these ’holes’ are likely to be solitary or
localised solutions. They can also be viewed as ’coldspots’ (i.e., phytoplankton and microzooplankton are
scarce in localised areas).
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A different kind of bloom formation in the model with diffusion is exhibited by the dynamics in region
(vi). While region (v) only yields stable equilibrium, we show in Fig. 8, the typical evolution of the unstable
uniform due to Turing instability. Unlike Fig. 6, here we obtain a bloom formation without any spatial
variation. The reason is not immediately clear from the time dynamics. In this case, one needs a bifurcation
diagram of the steady state, which will be discussed further in the following subsection. We will know later
that for the particular parameter values taken in the figure, the governing equations (1) do not admit
spatially periodic solutions.

A more interesting case is perhaps the regions (i,ii), in which we have unstable uniform solutions with
the Hopf instability corresponding to the perturbation with k = 0. By performing a numerical integration
for DP above the critical value, i.e. region (i), indeed as time evolves the uniform solution becomes oscil-
lating, see Figs. 9(a) and 9(b). The maximum and minimum amplitude of the oscillation do coincide with
those given in Fig. 1(a) and 1(b).

In region (ii), not only the instability due to Hopf, we also have an instability due to Turing, i.e.
Turing-Hopf instability. As shown in Figs. 10(a) and 10(b), we indeed obtain patterns that are periodic
both temporally as well spatially. Interestingly if we take a much smaller value of DP we have a time-
independent solution. This is shown in Fig. 10(c), 10(d). We can view the steady state as a collection of
’hotspots’, where phytoplankton and microzooplankton are abundant in localised areas.

Performing the same simulations for K = 70 (not presented here), we do not obtain any bloom
formation over the range of ν considered (see Fig. 5(b)), and there is no hysteresis in the system in this
case.

4.3. Bifurcation diagram of time-independent patterns

After depicting several qualitatively different dynamics within the different regions, it is then instructive to
consider the existence and stability of time-independent spatially periodic solutions. This will explain and
provide unified pictures of the observed patterns and their development reported in Subsection 4.2 above.

To obtain bifurcation diagrams of the solutions, we solve the time-independent governing equations (1)
numerically using a Newton method. We use steady states of our time dynamic simulations as an initial
guess of the iteration method. Again, the Laplacian terms are discretised using a finite difference scheme
with periodic boundary conditions. When a time-independent solution, let’s say Ps and Ms, is obtained,
we also determine numerically its linear stability by solving the corresponding linear eigenvalue problem:

λP̃ = DP
∂2P̃

∂x2
+

(
r − 2rPs

K
−
aMs − abPsMs

1+bPs

1 + bPs

)
P̃ − aPs

1 + bPs
M̃,

λM̃ = DM
∂2M̃

∂x2
+

(
aMs − abPsMs

1+bPs

1 + bPs

)
(γ − νMs)P̃ +

aγ − 2νMs

1 + bPs
PsM̃ −mM̃,

(11)

that is obtained from substituting the perturbation ansatz P = Ps(x)+P̃ (x)eλt and M = Ms(x)+M̃(x)eλt

into the governing equations (1) and linearising about ||P̃ ||, ||M̃ || � 1. Again, the solution, i.e., Ps and
Ms, is called unstable if and only if there is an eigenvalue with Re(λ) > 0 and linearly stable otherwise.

In this section, DP will be our control parameter. As it is varied, there can be a saddle-node bifurcation.
To continue the computations past such a turning point, we use a pseudo-arclength method [Keller, 1987;
Seydel , 2009]. When, upon a continuation, we obtain a branch with unstable corresponding solutions, we
then evolve them using our time-integration code to (expectedly) obtain another spatially periodic steady
state. Computing the new (stable) solution using the continuation code will yield another bifurcation curve
that possibly is related to the previously computed solution branches. Performing these steps repeatedly
will yield a rather complete bifurcation diagram of time-independent patterns of the system.

Bifurcation diagrams from the steady states of the dynamics reported in Section 4.2 are summarised
in Figs. 11 and 12. For simplicity, herein we only plot the variable P . Note that from the critical point
DP,cr, there is a bifurcation of periodic states, i.e., Turing bifurcations, that can be either supercritical or
subcritical.
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Fig. 11. Bifurcation diagrams of periodic solutions that emanates from Turing instability with K = 120 for several parameter
values of ν. Red dashed line shows instability. The additional horizontal line in Figs. 11(d)-11(f) is the unstable equilibrium
solution existing between Sn1 and Sn2 in Fig. 1(a) that is connected in the bifurcation diagrams to Pe,1 by spatially periodic
states.
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First, let us start with region (ii) of Fig. 5(a). The typical time dynamics of solutions within the
regions are represented by Fig. 10. Using the steady state in Figs. 10(c) and 10(d) as an initial guess for
our Newton algorithm, we obtain a time independent spatially periodic state of the system for the same
parameter values. We then vary DP from which we obtain the bifurcation diagram in Fig. 11(a) for ν
below the Hopf point. We obtain that Figs. 10(c) and 10(d) correspond to the value of DP with stable
spatially periodic states. Using the bifurcation diagram, we can also explain the dynamics in Fig. 10(a)
and 10(b) that for the same parameter values as in the figures, the governing equations do have a time
independent, but unstable, spatially periodic solution. The instability apparently leads to a limit cycle of
spatially periodic states, i.e., a Hopf-Turing pattern.

The bifurcation diagram in Fig. 11(a) tells us that the spatially uniform states Pe,1 and Me,1 loose
their stability to spatially periodic solutions via a subcritical pitchfork bifurcation. This implies that even
in region (i) of Fig. 5(a), we can have spatially periodic solutions, but they are unstable. This conclusion
applies to the dynamics in Fig. 9 as well, even though it is for a slightly different value of ν.

We show in Figs. 11(b) and 11(c) the change in the bifurcation diagrams as the parameter ν increases
towards the Hopf point HP . Two important features that need to be noted are that the Turing (pitchfork)
bifurcation of periodic solutions change from subcritical to supercritical and there are intervals of DP where
one can obtain coexistence of more than one stable periodic solutions. The multi stability is related to the
bistability region of the uniform solutions shown in Figs. 1 and 3. The diagram becomes complicated as ν
increases further.

Bifurcation diagrams of the steady states from the time dynamics in Figure 6 are presented in Fig.
11(d). The creation of coldspots for DP above the Turing point DP,Cr in Fig. 7 can also be explained
using the bifurcation diagram in Fig. 11(d). Such a pattern formation occurring not in the Turing regime
DP < DP,Cr is because the spatially periodic solutions also extend to the region DP > DP,Cr. However,
to achieve such an interesting steady state one requires large perturbations as Pe,1 and Me,1 are stable in
that region (hence it is beyond the linear stability analysis).

Finally, bifurcation diagrams of spatially periodic states in region (vi) of Fig. 5(a), that is represented
by time dynamics in Fig. 8, are presented in Fig. 11(f). It is interesting to note that the Turing bifurcation is
subcritical again here. Moreover, there is no stable periodic state, which implies that the Turing instabilities
will force the system towards the stable uniformly equilibrium state, i.e. bloom formations without any
spatial variation as obtained in Fig. 8 .

We have also computed bifurcation diagrams of spatially periodic solutions with K = 70 that represent
some of the regions in Fig. 5(b). Figure 12 presents them for several values of ν. In general, they are similar
to those with K = 120. The main difference is that for K = 70, all the bifurcations of the periodic states are
supercritical and hence no hysteresis is observed, which is in agreement with our time-dynamics simulations
(not presented here).

5. Conclusion

We have studied the infochemical mediated predator-prey model first introduced by [Lewis et al., 2012]
to explore the interactions and dynamics of a simple microzooplankton and phytoplankton foodweb with
external copepod predation. We have provided a mathematical explanation for the numerical results first
reported by [Lewis et al., 2012], and have further extended their parameter study to also consider the role
of the phytoplankton carrying capacity, K. We have shown how the general system stability is dependent
on K and ν and explored over what range phytoplankton formation can occur.

We have also extended the model of [Lewis et al., 2012] to explore spatial diffusion in the horizontal
plane. We have highlighted the regions of parameter space where a Turing instability can occur and
illustrated how periodic spatial patterns develop within the system. We have also demonstrated that time-
dependent spatial patterns can become unstable temporally.

While many, if not all, of previous works consider vertical motility (see, e.g., [Huisman &et al., 2006;
Zagaris et al., 2009; Zagaris & Doelman, 2011; Sewalt et al., 2015]), our paper proposes horizontal move-
ment. One particularly different result we presented here is the observation of localised solutions that
biologically may indicate the presence of hotspots (such as those in Figs. 10(c) and 10(d)) or coldspots
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Fig. 12. Bifurcation diagrams of periodic solutions that emanates from Turing instability with K = 70 for several parameter
values of ν.

(such as those shown in Figs. 7(a) and 7(b)). Our study can considerably serve as a blueprint for the
analytic investigation of plankton dynamics with horizontal mobility. It will be interesting to study the
existence and stability of the spot solutions using geometric techniques as employed in, e.g., [Harley et
al., 2014, 2015]. Studying whether such solutions persist in two-dimension and become actual coldspots or
hotspots (which are localised in both directions) or ’cold-stripes’ and ’hot-stripes’ (which are localised in
one direction but constant in the perpendicular one), see, e.g., [Banerjee & Volpert, 2017; Banerjee et al.,
2018; Rodrigues et al., 2011], is also intriguing and addressed for future work. Additionally, our analysis
in this paper is concentrated on standing patterns. It will be particularly interesting to extend the work to
consider the possibility of travelling waves as well as spatiotemporal chaos.

It is important to note that the spatiality in (1) was introduced by directly adding diffusion terms to
the simple model proposed in [Lewis et al., 2012]. At this stage, we have not analysed the order of the
diffusion coefficients compared to the other parameter values to be biologically and physically relevant. Our
model is also constructed by assuming a stable copepod population. These assumptions and limitations
are addressed for future work, which include, e.g., a more realistic model extension.
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