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Computational materials design for high-Tc (Ga, Mn)As with Li codoping
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Based on first-principles calculations and kinetic Monte Carlo simulations, we design a realistic and practical
codoping technique for increasing the concentration of Mn atoms in GaAs and realizing high Curie temperatures
in (Ga,Mn)As. We found that using codoping of Li interstitial atoms during the crystal growth has two great
advantages. First, due to lower formation energy of Li interstitials compared to Mn interstitials, Li prevents
formation of unwanted Mn interstitials. Second, Li interstitials can be removed by using post-growth annealing
at low temperatures. This codoping method offers a general strategy to go far beyond the solubility limit and it
should be applicable also to other diluted magnetic semiconductor systems.
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I. INTRODUCTION

Ferromagnetic dilute magnetic semiconductors such as
Ga1−xMnxAs are hopeful materials for an all-semiconductor
spintronics. However, the measured Curie temperature of
160 K in (Ga,Mn)As is much too low for realistic
applications.1,2 In these samples, Mn interstitials, which act
as two-valent dopants and destroy the ferromagnetism, have
been quantitatively removed by post-growth annealing of thin
films.1–4 While these samples have a nominal Mn concentra-
tion of about 7%, in samples with higher Mn concentrations,
one would expect appreciably higher Curie temperatures Tc

since the Curie temperatures are for larger concentrations less
affected by the percolation effect, which strongly reduces
Tc for dilute systems.5–7 However, experiments with Mn
concentrations of up to 20% show disappointingly low Curie
temperatures,8–13 indicating that there is a relatively large
concentration of Mn interstitials that can not be removed by
annealing. In this paper, we investigate by ab initio calculations
the complex diffusion behavior of single Mn interstitials
(MnI ) in Ga1−xMnxAs samples with higher concentrations
of substitutional Mn atoms (MnS). We find that, for higher Mn
concentrations, an increasing number of MnS dimers, trimers,
and tetramers occur, which act as deeper traps for the MnI

interstitial, preventing the diffusion out of the sample and in
this way strongly reducing the Curie temperature. As a way
out, we recommend codoping during MBE growth with Li
interstitials (LiI ). Similar to MnI , they strongly enhance the
solubility of substitutional MnS impurities and at the same
time destroy the ferromagnetism. However, contrary to the
MnI , they diffuse very fast14 and are practically not trapped
by MnS clusters. Thus, they can be easily removed from
relatively thick films by annealing and, in this way, should
lead to ferromagnetic (Ga, Mn)As systems with higher MnS

concentrations and considerably higher Curie temperatures. A
different, nevertheless somewhat similar, approach to high Tc

has been proposed by Mašek et al.15

After summarizing our calculation methods in Sec. II, we
will discuss the effect of codoping in (Ga, Mn)As in Sec. III A
by calculating the mixing energy. To discuss low-temperature
annealing of codoped (Ga, Mn)As, first, energy landscapes
and binding energies of LiI and MnI with MnS clusters are
calculated in Sec. III B, then the diffusion length of interstitials
in (Ga, Mn)As is estimated in Sec. III C. In Sec. IV, we
summarize our computational design for high-Tc (Ga, Mn)As.

II. CALCULATION

The electronic structure calculations were performed us-
ing two different theoretical methods, the Korringa-Kohn-
Rostoker (KKR) Green’s function method and the projected
augmented wave method (PAW). The diluted magnetic semi-
conductors (DMS) system is a disordered system. For example,
in GaAs-based DMS, Ga atoms are randomly substituted
by Mn impurities. In these calculations, this substitutional
disorder is treated by using the coherent potential approxi-
mation (CPA). We use the KKR-CPA method employing the
multipole-corrected atomic sphere approximation (ASA + M)
(Ref. 16) with empty spheres included in the tetrahedral
positions of the zinc-blende structure for a good space
filling. Equal Wigner-Seitz radii were used for all spheres
and the valence basis set consists of spdf orbitals. For the
valence orbitals, scalar relativistic corrections were taken
into account, but spin-orbit effects were neglected. The core
electrons were described by solving a fully relativistic Dirac
equation. The local spin density approximation (LSDA) was
employed for the exchange-correlation potential by using the
parametrization of Perdew, Burke, and Ernzerhof (PBE).17

In the KKR-CPA, the effective medium, which describes
the configuration averaged disordered system, is calculated
self-consistently within the single-site approximation. In this
paper, the KKR-CPA method is conveniently used to calculate
mixing energy of Ga1−xMnxAs and the effects of Li codoping
on the mixing energy will be discussed in Sec. III A.
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To discuss migration of the interstitial impurities, the energy
landscape for diffusing interstitials should be calculated. In
addition to the migration barrier, the diffusing interstitials
should be trapped by the clusters formed by MnS atoms. For
calculating the energy landscape and the binding energies,
we perform PAW calculations for supercells and use the
“Vienna ab initio simulation package” (VASP).18,19 For these
calculations, the generalized gradient approximation (GGA)
with PBE parametrization is used for the exchange-correlation
potential.17 Large supercells of either 128 or 250 atoms were
employed. We performed test calculations with 432 atom
supercells and confirmed that the results barely changed.
MnS atoms are distributed in the supercell by using special
quasirandom structures proposed by Zunger et al.20 An energy
cutoff of 350 eV was chosen in all calculations. All atoms
were allowed to relax until the atomic forces were smaller
than 0.01 eV/Å. During atomic relaxations, a single k point
(� point) was used, while the total energy in the final
atomic configuration was calculated using a 2 × 2 × 2 k-point
grid and the tetrahedron method with Blöchl corrections.
The energy landscape is calculated for a 128-atom supercell
(4 × 4 × 4 conventional unit cell of the zinc-blende structure)
by using the nudged elastic band (NEB) method.21

III. DESIGN OF CODOPING METHOD FOR Ga1−xMnxAs

A. Mixing energy of MnS

As a starting point of our calculations, we discuss the
formation energies of interstitial defects in GaAs and the
binding energies of the considered complexes in (Ga,Mn)As.
By using a 128-atom supercell, the formation energies of LiI
and MnI are calulated to be 1.0 and 3.3 eV, respectively.
Thus, the formation energy of neutral interstitial LiI atoms
in GaAs is considerably lower than the one for interstitial
MnI atoms. The equilibrium position of both interstitials is
the tetrahedral position TAs surrounded by four As atoms.
When we introduce these interstitials into the dilute magnetic
semiconductor Ga1−xMnxAs, they act as single donors Li+I in
the case of Li interstitials or as double donors Mn++

I in the
case of Mn interstitials, with the donor electrons filling up
the hole states of the substitutional MnS atoms, leading to a
considerable gain of energy, but at the same time reducing the
ferromagnetic exchange interaction.

To demonstrate this energy gain, we calculate within the
coherent potential approximation (CPA) and by using the
KKR-CPA method the mixing energy Emix(x) gained by
mixing the system GaAs containing y% of interstitial defects
Iy on TAs sites with the hypothetical 1-1 system of MnAs on
zinc-blende lattice as a function of the MnS concentration x. In
the MBE crystal growth, the crystal structure of the epitaxial
film is strongly affected by the structure of the substrate. In
the (Ga, Mn)As case, its crystal structure is usually fixed to a
zinc-blende structure. We are interested in high concentration
doping in zinc-blende (Ga, Mn)As by preventing the phase
decomposition. This is why we suppose the zinc-blende MnAs
as a reference. Emix(x) is defined as

Emix(x) = E[(Ga1−xMnx)As − Iy]

− (1 − x)E[GaAs − Iy] − xE[MnAs − Iy].
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FIG. 1. (Color online) Mixing energies as a function of MnS

concentration x for systems without and with interstitial atoms
(Mn and Li, respectively).

Without interstitials, i.e., y = 0, the mixing energy Emix(x)
is positive as shown in Fig. 1, indicating segregation behavior.
This is in agreement with the fact that (Ga,Mn)As is al-
ways produced by nonequilibrium molecular beam epitaxy.
However, for a finite concentration y of interstitials, the
mixing energy Emix(x) becomes negative as a function of
the concentration x of substitutional Mn impurities, meaning
an increase of the Mn solubility. For given concentration y

of interstitials, the optimal gain in energy occurs for x = y

in the case of single-donor Li interstitials and x = 2y for
the double-donor Mn interstitials since, in this case, all hole
states of the substitutional Mn impurities are filled by donor
electrons. Thus, for a comparable effect of compensation, we
have to compare, e.g., the curves for 5% Mn interstitials with
10% Li interstitials. Figure 1 shows that, in these cases, the
largest reduction of the mixing energy occurs for 10% of MnS

impurities since, in this case, all Mn hole states are filled and no
additional energy can be gained. From experiment, it is well
known that, at a sufficient concentration of MnS impurities,
interstitial MnI impurities are formed spontaneously, which
is in agreement with the above results.1 However, Fig. 1 also
shows that Li interstitials lead to a larger energy gain. Thus,
in codoping experiments, Li interstitials should suppress the
formation of Mn interstitials. Moreover, as we will show below,
they can be more easily removed from the sample by annealing.

B. Energy landscape of diffusing LiI and MnI

We will now discuss the annealing behavior and the related
diffusion process of the interstitial atoms. In Fig. 2, migration
barriers are calculated for LiI and MnI . The migration path TAs

→ TGa → TAs has a double bump structure with a maximum
at the hexagonal positions and a metastable minimum at the
intermediate TGa position as in Ref. 23. We find that, for the
fully ionized Mn++

I interstitial, we find a migration barrier of
about 0.7 eV, which is in good agreement with experiments1,22

and previous calculations,1,23 more or less independent of the
approximation used (LDA, GGA, or GGA + U ). For the Li+
ion, the same behavior is found, however, with a smaller barrier
of about 0.5 eV.
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FIG. 2. (Color online) Energy landscape from nudged elastic
band (NEB) calculations for a diffusing Li+I (red filled circle) and
Mn2+

I (black filled squares) in GaAs along two tetrahedral interstitial
sites TAs (reaction coordinate 1) and TGa (reaction coordinate 9),
which are surrounded by four Ga and four As atoms, respectively, via
a hexagonal interstitial site (reaction coordinate 5).

For the annealing process, the trapping behavior of the
“free” interstitial ion at substitutional MnS impurities and
MnS clusters is most important, since basically the trapping
and detrapping energies at these MnS impurities and MnS

clusters determine the diffusion behavior. Even for a random
distribution of MnS impurities, such clusters occur for any
finite concentration x. The probability that, in such a sea
of randomly distributed MnS impurities, the interstitial at
a position TGa is trapped by n neighboring MnS atoms on
Ga sites, i.e., by a single MnS atom for n = 1, by a nearest-
neighbor dimer (n = 2), a triangular trimer (n = 3), or a
compact tetrahedral tetramer (n = 4), can be easily calculated
and is given by Pn(x) = (4

n

)
xn(1 − x)4−n.

Thus, for a MnS concentration of 5% (x = 0.05), an
interstitial can perform about four free jumps (P0 = 0.81)
before it is trapped at a single MnS interstitial (P1 = 0.18), and
only about every 70th step it meets a MnS dimer (P2 = 0.014)
and a trimer only after about 2000 steps (P3 = 0.0005). On
the other hand, for 20% MnS , the situation is completely
different: after about two to three diffusion steps, the interstitial
is trapped at a single MnS (P1 = 0.41), about every 7th
step at a dimer (P2 = 0.15) and every 40th step at a MnS

trimer (P3 = 0.026). Thus, the higher order complexes and the
binding energies at these complexes play an increasingly larger
role for increasing concentrations and have to be calculated.

Figures 3(a) and 3(c) show the energy landscape for a
diffusing Li+I interstitial [Fig. 3(a)] and Mn++

I interstitial
[Fig. 3(c)] close to a single MnS impurity using a 128-atom
supercell. Both the GGA as well as the GGA + U method
(using U = 4 eV and J = 0.8 eV for the Mn d states) give
practically the same results and we show only the GGA + U

result in the figure. The coordinates of MnS and the interstitial
impurities used for the NEB calculations are tabulated in
Table I and visualized in Fig. 4. The energetically lowest
configuration is either the nearest-neighbor TGa interstitial
position or a close TAs position [Nos. 5 and 9 in Figs. 3(a)
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FIG. 3. (Color online) Energy landscape from nudged elastic
band (NEB) calculations for a diffusing interstitial atom in proximity
to MnS atoms. In (a) and (b), a LiI is diffusing in proximity of 1 and
2 MnS , respectively. In (c) and (d), a MnI is diffusing in proximity of
1 and 2 MnS , respectively. The coordinates on the horizontal axis are
listed in Table I.

TABLE I. The Mn coordinates (direct coordinates) in the 128-
atom supercell (4 × 4 × 4 zinc-blende structure) used in the NEB
calculations. S denotes the substitutional position and positions 1–21
are the different interstitial positions used in the calculation of the
energy landscapes for the diffusion paths of Figs. 3(a)–3(d).

Mn positions Coordinates Coordinates

S1 0.7500 0.2500 0.5000 0.7500 0.2500 0.7500
S2 0.5000 0.5000 0.7500

1 0.6250 0.1250 0.8750 0.6250 0.3750 0.3750
5 0.6875 0.1875 0.6875 0.6875 0.4375 0.4375
9 0.6250 0.3750 0.6250 0.6250 0.3750 0.6250
13 0.6875 0.4375 0.6875 0.6875 0.4375 0.6875
17 0.6250 0.3750 0.8750 0.6250 0.6250 0.6250
21 0.6875 0.4375 0.9375 0.6875 0.6875 0.6875
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(a)

(b)

FIG. 4. (Color online) Graphical illustration of the pathway of
the interstitial atom (gray) used for NEB calculations visualized on
a two-dimensional plane. The MnS atoms are displayed in black and
are fixed in the calculation. Part (a) shows the path with 1 MnS and
(b) shows the case of 2 MnS . The corresponding energy landscape is
shown in Figs. 3(a)–3(d).

and 3(c)]; both are more or less degenerate. The TGa position
No. 21 is farthest away from the trapping MnS impurity and
determines the binding energy, which is about 0.6 eV for MnI ,
but only 0.3 eV for LiI . [If the MnS impurity is located at
(0.750, 0.250, 0.500), the coordinates of the interstitial position
21 are (0.688, 0.438, 0.938)]. In Figs. 3(b) and 3(d), we
present the corresponding energy landscapes for the trapping
at the (MnS)2 dimer. The coordinates of the second MnS

dimer atom are (0.500, 0.500, 0.750). The coordinates of the
positions along the diffusion energies for the MnI interstitials
are increased to more than 1 eV, while the binding of LiI
of about 0.4 eV is still rather small. Figure 5 summarizes
the results for the binding energies of Mn++

I and Li+I
interstitials at single MnS impurities, and at impurities dimers,
trimers, and tetramers. All calculations were performed for the
substitutional cluster and the interstitial atom was placed in the
most stable configuration and at maximum separation within
a 250-atom supercell. One trend is very obvious: The binding
energies of the Li interstitials increase only rather moderately
with cluster size. Taking this together with the low diffusion
energy, the Li interstitial should have no problem diffusing
through the sample, even for high concentrations of MnS . We
demonstrate this in diffusion simulations below. The reason

for the low binding is basically the pronounced electrostatic
nature of the interaction. In a rough approximation, the binding
energy arises from the electrostatic attraction of the Li+
ion with the negative screening charges in the hole state of
neighboring MnS impurities. In the electrostatic picture, the
binding is the same if the screening charge is distributed on
one or more MnS impurities, as long as the distances to the
Li+ ion are the same.

In contrast to this behavior, the interaction of the Mn++
interstitial strongly increases with cluster size. Here the
interaction is dominated by the covalent hybridization of the
Mn d states, which leads to a strong increase with cluster size.
In the GGA + U approach, the majority of d states of Mn are
shifted to lower energies, i.e., to a region of about −4 eV below
EF ,7,24 in agreement with photoemission measurements giving
a peak at −4.2 eV. Therefore, the GGA + U results, giving
considerably lower binding energies and exchange interactions
being dominated by p-d exchange,7,24 should be more realistic.
Thus, this decrease of the binding is a consequence of the
more localized behavior of the Mn d states, which partly
suppresses the covalent binding. However, compared to the
case of Li+ interstitials, the binding energies are still very
high. As we will demonstrate in the following, these binding
energies prevent the out diffusion of Mn interstitials for
higher concentrations of MnS , thus representing a serious
obstacle for higher Tc values at larger concentrations. On
the other hand, our calculations indicate that this problem
does not occur for Li dopants, so that it should be possible to
achieve Curie temperatures for (Ga, Mn)As systems with high
concentrations of Mn.

One might worry about whether some secondary phases
would be formed due to the intense doping of Li in addition to
Mn. Fortunately, there exists the ternary compound LiMnAs,
which is antiferromagnetic. LiMnAs shows a filled zinc-blende
structure, namely, MnAs forms a zinc-blende lattice and all of
its TAs interstitial sites are occupied by Li.15 The existence of
this compound partially guarantees the reality of our design
of Li codoping.
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FIG. 5. (Color online) Binding energies of Li and Mn interstitials
in presence to 1–4 MnS impurities. In the case of MnI interstitials,
both the GGA and GGA + U results are shown.
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C. Post-growth annealing of (Ga, Mn)As

For designing post-growth annealing of codoped (Ga,
Mn)As, we have to discuss the trap-limited diffusion of MnI

and LiI in (Ga,Mn)As quantitatively, namely, we calculate
effective diffusion constants of the interstitial impurities under
the existence of MnS clusters as trapping sites. As a straightfor-
ward approach, we perform random walk simulations by using
the Monte Carlo technique in this paper. The interstitial impu-
rities diffuse in the crystal by climbing up the migration barrier.
When the interstitial impurity comes to the nearest-neighbor
MnS sites, it has to overcome the binding energy in addition
to the migration barrier to escape from the trapping site.

For the migration barrier, we use experimental values,
which are 0.7 eV for MnI and 0.67 eV for LiI . For realistic
distribution of trapping sites, we prepare a 10 × 10 × 10
supercell of conventional cubic unit cells of GaAs (zinc-blende
structure) and distribute Mn impurities on Ga sublattices. The
interstitial impurities hop alternatively on TAs and TGa sites.
At TGa sites, depending on the number of nearest-neighbor
MnS , we consider the calculated binding energies shown in
Fig. 5. The random walk simulations are repeated 104 times
for one supercell with the periodic boundary condition, and we
consider 50 different supercells for configuration averaging. In
order to accelerate the simulation, we utilize the variable time
technique.25 The estimated effective diffusion constant Deff

corresponds well to the phenomenological estimation.26

To estimate annealing depth of interstitial impurities in
(Ga,Mn)As, we assume an infinite drain for interstitials at
the surface of (Ga,Mn)As. This is actually the case for MnI ,1

and, for LiI , this assumption is reasonable due to the reactive
nature of the Li atom. Under this assumption, the annealing
depth d after time t is calculated as d = √

Deff t . d is measured
from the sample surface and defined as the depth at which the
concentration of the diffusing impurity becomes half of the
initial concentration.

Assuming an annealing time of 24 hours, we give some
numbers for the estimated annealing depths in Table II. Due
to the large binding energies, out diffusion of MnI is already
difficult for low concentrations. Considering the typical film
thickness of 10–100 nm, the annealing temperature should
be higher than 500 K to realize reasonable annealing depths
of MnI . At these temperatures, the annealing depths of LiI
are about three orders of magnitude larger and the advantage
of LiI is apparent. Even for 30% of MnS at 444 K, the

TABLE II. Calculated annealing depth of LiI and MnI in (Ga,
Mn)As. 24 hours annealing is assumed.

Annealing depth = √
Deff t (μm)

Interstitial Li Interstitial Mn

MnS 444 (K) 500 (K) 571 (K) 444 (K) 500 (K) 571 (K)

1% 8.53 41.36 174.17 0.00 0.03 0.39
2% 3.90 20.63 99.66 0.00 0.02 0.19
5% 1.24 7.09 37.99 0.00 0.01 0.07
7% 0.80 4.65 25.60 0.00 0.00 0.05
15% 0.28 1.73 9.99 0.00 0.00 0.02
30% 0.12 0.71 4.21 0.00 0.00 0.01

annealing depth of LiI reaches 120 nm, which is enough
for diffusing out from the (Ga,Mn)As. The complete out
diffusion of LiI would lead to a dramatic increase of Tc for
higher concentrations of MnS . Monte Carlo simulations of
Tc based on LDA + U calculations give for 8% Mn a Curie
temperature of 114 K, in good agreement with experiment,
but predict for 20% or 30% Mn Curie temperatures of 314 or
468 K. We have also calculated the potential energy profile of
Mn from the Ga substitutional site to the nearest tetrahedral
interstitial site. The calculated energy barrier is higher than
2 eV, and this process (diffusion of Mn from substitutional to
interstitial site) is not likely to occur at the present annealing
temperatures.

It was already demonstrated that the low-temperature post
annealing was effective to increase Curie temperature, in
particular, in Ref. 13 entire removal of Mn interstitials from
(Ga, Mn)As was claimed. However, in these experiments,
Mn concentration is still low (∼9%). Therefore, at very high
concentrations, which is required for high Tc, the removal of
MnI is not probable and it is particularly advantageous to use
LiI as codopants. Moreover, as shown in Fig. 1, LiI interstitials
lower the mixing energy of MnS much more than the MnI . This
means that LiI reduces the concentration of MnI , resulting in
higher MnS concentration.

LiI can diffuse to the surface during the epitaxial growth;
however, the epitaxial technique is a highly nonequilibrium
one and Li vapor is continuously supplied from the source.
This causes the increase of chemical potential of Li outside the
sample, and we can expect Li inclusion into the sample up to
the required concentration for the effectiveness of codoping.
On the other hand, during a post-growth annealing, the Li
flux is switched off and we can not expect a supply of Li
from outside. Since Li is highly reactive and oxidized at the
surface, it is safely supposed that the surface works as a
drain of Li. The effect of the surface has been discussed in
Ref. 1. This is why the Li codoping works during the epitaxial
growth and the post-growth annealing is effective to remove Li
impurities.

IV. SUMMARY

We have performed first-principles calculations of the
formation energy of MnI and LiI interstitials, their energy
landscapes in concentrated (Ga,Mn)As, and Monte Carlo
simulations of the interstitial diffusion. It is found that the
codoping of LiI during the crystal growth of (Ga,Mn)As
has two advantages. Due to the lower formation energy of
MnS-LiI complexes compared to MnS-MnI , we can dope
MnS up to high concentrations by avoiding MnI formation.
LiI can be removed by using post-growth annealing at low
temperature owing to the small binding energies between LiI
and MnS clusters. On the basis of these results, we design
a realistic and practical codoping technique for increasing
concentration of MnS and realizing high Curie temperature
in (Ga,Mn)As. Since the ferromagnetism in dilute magnetic
semiconductor systems is carrier mediated, every DMS system
should show saturation of Tc for high concentrations due to
the self-compensation. The present codoping method offers
a general strategy to go far beyond the solubility limit by
avoiding the compensation so that this method should be
applicable also to systems other than (Ga,Mn)As.
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